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Introduction: Ultrasound imaging has become a crucial tool in medical
diagnostics, offering real-time visualization of internal organs and tissues.
However, challenges such as low contrast, high noise levels, and variability in
image quality hinder accurate interpretation. To enhance the diagnostic accuracy
and support treatment decisions, precise segmentation of organs and lesions in
ultrasound image is essential. Recently, several deep learning methods, including
convolutional neural networks (CNNs) and Transformers, have reached
significant milestones in medical image segmentation. Nonetheless, there
remains a pressing need for methods capable of seamlessly integrating global
context with local fine-grained information, particularly in addressing the unique
challenges posed by ultrasound images.

Methods: In this paper, to address these issues, we propose DDTransUNet, a
hybrid network combining Transformer and CNN, with a dual-branch encoder
and dual attention mechanism for ultrasound image segmentation.
DDTransUNet adopts a Swin Transformer branch and a CNN branch to
extract global context and local fine-grained information. The dual attention
comprising Global Spatial Attention (GSA) and Global Channel Attention (GCA)
modules to capture long-range visual dependencies. A novel Cross Attention
Fusion (CAF) module effectively fuses feature maps from both branches using
cross-attention.

Results: Experiments on three ultrasound image datasets demonstrate that
DDTransUNet outperforms previous methods. In the TN3K dataset,
DDTransUNet achieves loU, Dice, HD95 and ACC metrics of 73.82%, 82.31%,
16.98 mm, and 96.94%, respectively. In the BUS-BRA dataset, DDTransUNet
achieves 80.75%, 88.23%, 8.12 mm, and 98.00%. In the CAMUS dataset,
DDTransUNet achieves 82.51%, 90.33%, 2.82 mm, and 96.87%.

Discussion: These results indicate that our method can provide valuable
diagnostic assistance to clinical practitioners.

ultrasound image segmentation, attention mechanism, transformer, convolutional
neural network, deep learning
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1 Introduction

Medical imaging has assumed a pivotal role in generating visual
images of the internal structures of the human body, serving as a
vital source of evidence for clinical decision-making over the past
few decades (LiJ. et al., 2023). There are several widely used medical
imaging techniques exist, including magnetic resonance imaging
(MRI) (Cabria and Gondra, 2017), computed tomography (CT)
(Domingues et al., 2020), radiography, ultrasound (US) imaging
(Sloun et al, 2020), and positron emission tomography (PET)
(Shamshad et al, 2023). In comparison to these common
medical imaging modalities, US imaging stands out for its non-
radiative nature, low-cost, real-time capabilities and painless
procedures (Jiang et al.,, 2023). These merits make it particularly
suitable for various clinical needs (Huang et al., 2018), such as
thyroid nodule detection (Bi et al., 2023), breast tumor screening
(Xian et al, 2018), and gynecologic examinations (Drukker
et al., 2020).

Medical imaging heavily relies on the pivotal task of medical
image segmentation, crucial for the analysis and diagnosis of various
diseases. However, even experienced physicians often encounter the
formiable challenge of investing considerable manual effort into
medical image segmentation, leading to labor-intensive and error-
pronen outcomes. This challenge becomes more pronounced in the
case of US images, where the relatively low quality and granular
noise contribute to the blurriness and inhomogeneity of organ
tissues (Chen J. et al,, 2020). Consequently, achieving accurate
and efficient segmentation of medical ultrasound images has
become an indispensable step in clinical applications.

In the last several years, convolutional neural networks (CNNs)
have come to be known as dominant forces in the realm of medical
image segmentation tasks. The innovative U-Net (Ronneberger
et al,, 2015), with its efficient encoder-decoder architecture and
skip connections, establishes itself as a landmark work
demonstrating the effectiveness of such structures within medical
image segmentation. Inspired by the remarkable achievement of
U-Net, numerous variations have been proposed, including 3D
U-Net (Cigek et al., 2016), UNet++ (Zhou et al., 2018), and Res-
UNet (Xiao et al., 2018). These CNN-based networks achieve

remarkable performance within the realm of medical image

segmentation.
Currently, the revolutionary Transformer architecture,
leveraging  self-attention as its principal computational

component, demonstrates exemplary efficacy in both natural
language processing (Devlin et al., 2019) and computer vision
(Carion et al., 2020; Wang et al, 2021). The self-attention
mechanism within Transformer (Vaswani et al., 2017) exhibits
exceptional capabilities in modeling long-range dependencies and

capturing global context. The Vision Transformer (ViT)
(Dosovitskiy et al., 2020) represents a seminal contribution,
demonstrating performance commensurate with alternative

CNN-based approaches. Nevertheless, a challenge inherent in
pure ViT is its quadratic computational complexity in relation to
the input sequence length. Addressing this issue, a hierarchical Swin
Transformer (Liu et al., 2021) has been proposed, delivering
exceptional results across various visual tasks. Simultaneously,
Transformer-based networks have made strides in medical image
segmentation. TransUNet (Chen et al., 2021) integrates CNN for
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feature extraction, feeding the obtained representations into
Transformer for global context information learning, with the
decoder remaining CNN-based. Swin-Unet (Cao et al, 2023),
adopting Swin Transformer as its backbone, stands as the
pioneering pure Transformer-based architecture. UNETR
(Hatamizadeh et al.,, 2021), UNETR++ (Shaker et al., 2022) and
Swin UNETR (Hatamizadeh et al., 2022) extend Transformer to 3D
medical image segmentation and have achieved superior
performance.

The Transformer, employing multi-head self-attention to
facilitate pairwise entity interactions, excels in capturing long-
range dependencies (Naseer et al, 2021). However, when
processing long sequences, the Transformer has challenges in
effectively capturing local features. Due to extensive interactivity
among locations, the Transformer-based model might show
excessive blurring or over-smoothing when handing intricate
details, resulting in the loss of
Furthermore, architectures such as TransUNet (Chen et al., 2021)
and LeViT-UNet (Xu et al., 2024) are insufficient to fully capture

long-range dependency information in features merely by

low-level information.

embedding the Transformer at the deepest level. On the other
hand, CNNs capture texture features by aggregating local
information from contiguous pixels exclusively (Tuli et al., 2021).
However, CNNs lack the explicit capability to model global
dependencies. Most traditional works based on the Transformer
often focus primarily on patch-level spatial attention, limiting the
exchange of information among channels to some extent. Relying
solely on spatial attention may lead the model to overlook
interactions among channels, potentially causing the loss of
global contextual information.

The primary impetus for this study arises from the inherent
limitations of CNN-based US image segmentation techniques,
which often fail to fully
information, particularly in

encapsulate global contextual

scenarios involving complex
morphologies, irregular shapes, and multiple lesion targets.
Conversely, while the Transformer demonstrates exceptional
proficiency in modeling long-range dependencies, it may
overlook critical low-level information during processing, which
often constitutes the essential local details necessary for achieving
precise segmentation. To overcome these limitations and improve
mdeical US image segmentation, we propose a U-shaped
Transformer and CNN hybrid network named DDTransUNet.
This significance of our approach lies in its ability to effectively
combine the strengths of both Transformers and CNNs while
their ~weaknesses. Instead of

standard U-shaped framework,

DDTransUNet adopts a dual-branch encoder, incorporating a

mitigating employing the

conventional encoder
hierarchical Swin Transformer branch and a CNN branch. This
dual-branch architecture allows for capturing both global
dependencies and local features more comprehensively. To
consistently integrate the wunique features of the Swin
Transformer and CNN branches, a novel Cross Attention Fusion
(CAF) module is developed. This module ensures effective feature
fusion by facilitating interactions between the branches. In the
bottleneck dual
Transformer block comprising Global Spatial Attention (GSA)
module and Global Channel Attention (GCA) module, which

further boosts ability of model to capture complete contextual

stage, we introduce a global attention
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information. In addition, a CNN-based decoder is utilized to
complete semantic prediction. In brief, our key contributions are
outlined as follows:

(1) We propose DDTransUNet, a hybrid network that adopts a
dual-branch encoder architecture, combining a hierarchical
Swin Transformer branch and a CNN branch. This unique
design allows for the simultaneous extraction of global
context from the Swin Transformer branch and local fine-
grained features from the CNN branch. This approach
addresses the limitations of existing methods by
comprehensively capturing both global and local information.

(2) To further enhance the ability to capture complete contextual
information, we global dual

Transformer block comprising GSA and GCA modules.

introduce a attention

The GSA concentrates on specific locations or areas within

an image, while the GCA emphasizes the interaction of

information across different channels. By integrating these

two attention mechanisms, the model can consider both

important locations in the image and the inter-channel

correlations, resulting in a more comprehensive
understanding of the image context.

(3) We develop a novel CAF module that leverages a cross-
attention mechanism to proficiently fuse features from
both the Swin Transformer and CNN branches. This
module ensures that the features extracted from each
branch are combined in a way that preserves both intricate
local details and global contextual information, leading to
enhanced spatial information for the semantic features of the
skip connection maps.

(4) Our proposed DDTransUNet surpasses current advanced

~

Transformer and CNN-based models on three US image
segmentation datasets, which serves as evidence that
validates the effectiveness and robustness of our approach.

2 Related work

Deep learning techniques have showcased exceptional
performance across various domains, notably in precision cancer
diagnosis (Tran et al, 2023), accelerated drug development (Le,
2023), and medical image processing. In the specialized domain of
medical image processing, two dominant methodologies stand out:
one employs CNNs that proficiently analyze image data through a
layered feature extraction process; the other leverages the
Transformer model, with its formidable ability to handle

sequential data.
2.1 CNN-based medical image
segmentation methods

CNN  methods
implemented within the domain of medical image segmentation.

have been extensively researched and
Within this domain, various architectures have emerged to address
specific challenges. U-Net (Ronneberger et al, 2015), which
comprises a mirrored encoder-decoder architecture with skip
success in its

connections, has demonstrated considerable

Frontiers in Physiology

10.3389/fphys.2024.1432987

application. In addition to U-Net, Attention U-Net (Oktay et al.,
2018) incorporates an attention gate mechanism to suppress
irrelevant regions while emphasizing salient and useful features.
This targeted attention gate mechanism optimizes the capability to
focus on pertinent image features, contributing to improved
segmentation accuracy. For volume-wise segmentation, both
V-Net (Milletari et al.,, 2016) and 3D U-Net (Cigek et al., 2016)
have achieved substantial success. UNet-2022 (Guo et al.,, 2023)
introduces a non-isomorphic block that combines self-attention and
convolution. This block assigns dynamic weights to both spatial
positions and channels, resulting in improved performance
compared to previous models. U-Net v2 (Peng et al., 2023), as a
variant of the U-Net model, refines the fusion of semantic
information and fine details, achieving improved segmentation
accuracy while maintaining memory and computational
efficiency. Zhu et al. (2024) propose a method for brain tumor
segmentation in MRI images that integrates a modality information
extraction module, a spatial information enhancement module, and
a boundary shape correction module to tackle the challenges of
multi-modality information utilization, spatial information loss, and
boundary information underutilization. Collectively, these diverse
CNN-based architectures show the continuous advancements in
medical image segmentation techniques.

2.2 Transformer-based medical image
segmentation methods

Drawing inspiration from the transformative success of the
Transformer model in the realm of natural language processing,
many researchers have delved into its potential application in
computer vision. Vision Transformer, through extensive pre-
training and fine-tuning of a pure Transformer, has set the
benchmark for image classification datasets. Nevertheless, in the
absence of extensive datasets, the performance of ViT diminishes,
and the quadratic computational complexity of self-attention in
both time and memory exacerbates the challenge. In order to
address these obstacle, numerous efficient variants of ViT have
been proposed, such as Swin Transformer (Liu et al., 2021), T2T-
ViT (Yuan et al,, 2021), DeiT (Touvron et al., 2021), Efficient ViT
(Liu et al,, 2023) and DaViT (Ding et al., 2022). Recently, the success
of Transformer in computer vision has spurred the exploration of
Transformer-based models in medical image segmentation.
TransUNet (Chen et al., 2021) integrates CNN and Transformer
in a sequential manner for feature extraction. In a similar vein,
UTNet (Gao et al, 2021) innovatively incorporates Transformer
blocks, seamlessly weaving them into the encoder and decoder
components of the original U-Net. It introduces an efficient self-
attention mechanism, resulting in superior segmentation
performance without significant computational overhead. Zhu
et al. (2023) presents an innovative model for brain tumor
segmentation, incorporating a comprehensive approach with
three interlinked modules: an advanced semantic segmentation
module utilizing an enhanced Swin Transformer, an edge
detection module leveraging CNN with an attention mechanism,
and a feature fusion module employing graph convolution for
effective information propagation. ATTransUNet (Li X. et al,
2023), adopting an innovative token extraction mechanism and a
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FIGURE 1

[lustration of the DDTransUNet. The DDTransUNet is a U-shaped structure, adopting a Swin Transformer branch and a CNN branch within its
encoder. CAF module is employed to fuse the output feature maps of these two branches. The dual attention Transformer blocks receive the feature

maps originating from both branches and the final CAF module.

feature enhancement module, achieves outstanding performance. In
conclusion, these Transformer-based technique highlight the
massive potential of applying the Transformer in the realm of
medical image segmentation. AD-DUNet (Qi et al., 2024) utilizes
a dual-branch encoder that synergistically integrates the strengths of
Transformer and CNN, eliminating the necessity for additional
fusion modules. Furthermore, it incorporates efficient Axial
Transformer and cascaded dliated
delivering superior segmentation performance.

convolution modules,
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3 Methods
3.1 Encoder

As shown in Figure 1, the identical ultrasound image is
concurrently imported in both the Swin Transformer branch and
the CNN branch for simultaneous processing. Subsequently, the
dual-branch encoder executes the feature extraction process on the
input image, followed by the recovery and reconstruction of the
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extracted features via the CNN decoder. Ultimately, the network
generates a predictive segmentation map. In the context of US image
segmentation, a dual-branch encoder combining Swin Transformer
and CNN demonstrates significant enhancements. This is chiefly
attributed to the self-attention mechanism of Swin Transformer,
which adeptly captures global contextual information within the
image, thereby effectively modeling long-range visual dependencies.
This capability of global modeling is particularly vital in tackling the
challenges of low contrast and high noise in US images, as it enables
the focus on a broader spectrum of regions, thus enhancing the
identification of critical features. The CNN branch is particularly
adept at extracting local details and texture features through the use
of local receptive fields and weight-sharing mechanisms. In US
image segmentation, capturing local details is essential for precise
boundary delineation, given that pixels in boundary regions
frequently carry important diagnostic information. The dual-
branch encoder concurrently processes the Swin Transformer
and CNN branches, with each branch dedicated to extracting

global contextual information and local detail features,
respectively. This parallel processing harnesses the strengths of
both  networks in unison, thereby augmenting the

comprehensiveness and precision of feature extraction. The
features extracted from both branches, possessing identical
resolution, are seamlessly integrated into our innovative Cross
Attention Fusion Module, where cross-attention is applied to fuse
both local and global contextual features.

Specifically, the first two phases of the CNN branch are
processed independently, while the last three stages are jointly
processed by the CNN branch and the Swin Transformer branch.
During the joint processing phase, the features derived from CNN
and Swin Transformer can be fused across multiple levels. This
hierarchical fusion maximizes the strengths of both, resulting in a
richer and more comprehensive feature representation. Particularly
when handing complex images, this fusion strategy markedly
anhances model performance.

3.1.1 Swin Transformer branch

Conventional Vision Transformer architecture employs global
self-attention, leading to a quadratic computational complexity.
Contrastly, the Swin Transformer computes its self-attention
within a delimited region, focusing attention within a specified
window. As shown in Figure 2A, each Swin Transformer block is
composed of a window multi-head self-attention (W-MSA) or
shifted window multi-head self-attention (SW-MSA) module. The
Formulas 1-4 utilized for calculating the two-layer features of the
continuous output generated by Swin Transformer blocks is
presented below:

Z'= W - MSA(LN (z")) + 2! (1)
' = MLP(LN(2')) + ' (2)

2 = SW — MSA (LN () + 2' 3)
2 = MLP(LN(2"")) + 2" (4)

where MLP denotes a Multi Layer Perceptron (Taud and Mas, 2018)
layer, LN denotes a LayerNorm (Ba et al., 2016) layer, z’ and 2/
denote the extracted features from the W-MSA module and the MLP
s+l

layer for block [, 2" and Z!*! denote the extracted features from the
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SW-MSA module and the MLP layer for the subsequent block /+1,
respectively.

The input of Swin Transformer branch is an ultrasound image
x € RPWXC ywhere the height is H, the width is W, and the total
number of channels is C. As depicted in Figure 2, the ultrasound
image is initiallt employed the overlapping patch embedding
approach (Zhou et al.,, 2023), leveraging successive convolutional
layers with small convolutional kernels to the same dimensions as
the third stage of the CNN branch. For this way has the ability to
encode spatial information at the pixel level, it more completely
retains local neighborhood features within the image. Conversely,
non-overlapping patch embedding (Dosovitskiy et al., 2020) may
result in partial or complete loss of critical local correlation
information, as they fail to account for overlap between patches.
Specifically, there are two sets of operations, each operation is
structured with a 3 x 3 convolution, utilizing a stride of 2,
succeeded by another 3 x 3 convolution employing a stride of 1,
along with a GELU activation and a normalization layer. The
resulting patches are finally fed into the Swin Transformer,
structured into three stages. In order to achieve a hierarchical
representation, the first two output features of the Swin
Transformer blocks go through downsampling layers. This
process reduces feature resolution and increases dimensionality.
In our approach, we replace the original patch merging operation
with a simple 3 x 3 convolution with a stride of 2 for downsampling.

3.1.2 CNN branch

The CNN branch comprises five groups of convolutional blocks.
CNNs predominantly focus on extracting fundamental, low-level
features like edges and textures during the initial phases of image
processing, especially within the first few layers. These features serve
as the essential building blocks for subsequent complex pattern
recognition tasks. Independently processing the initial two stages of
the CNN guarantees that these foundational features are thoroughly
and accurately extracted, thus establishing a robust basis for
subsequent advanced feature fusion. As the depth of the network
layers increases, CNNs progressively extract more sophisticated and
abstract features, whereas the Swin Transformer excels in capturing
global dependencies and long-range features within images through
its distinctive self-attention mechanism. The joint processing of the
latter three stages of CNN with the Swin Transformer fully leverages
their complementary strengths, enabling the model to accurately
capture local details while comprehending the global structure.
Moreover, while Swin Transformer excels with large-scale
datasets, it may encounter difficulties with small-sclae datastes
due to the absence of the inductive bias that is inherent in
CNNs. This limitation can be alleviated by independently
processing the initial two stages of the CNN and integrating the
Swin Transformer in the latter three stages. The inductive bias
inherent in CNNss facilitates superior performance on small-sclae
datastes, whereas the Swin Transformer augments the capacity to
capture intricate patterns and enhances generalization.

As described in Figure 2B, each block integrates convolutional
layers, batch normalization (Ioffe and Szegedy, 2015) layers, and
ReLU activation (Agarap, 2018). Utilizing a 3 x 3 convolution, along
with a stride of 2 and a padding value of 1, we ensure an effective
feature extraction process. Additionally, the downsampling is
performed in a similar manner to the Swin Transformer branch.
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[llustration of cross attention fusion module (CAF). At the same
stage, the feature maps generating from the Swin Transformer branch
and the CNN branch are fused through the cross-attention operation.

3.1.3 Cross attention fusion module

In US images, marked heterogeneity in the size and number of
lesions is observed, a feature that presented a formidable challenge to
the precise identification of all target lesions. To effectively integrate
global and local features, thereby augmenting the recognition of
pathological tissues, such as tumors, in ultrasound images and
ensuring the model meticulously captures both the macroscopic
structure and the nuanced details of the diseased tissue, we propose a
Cross Attention Fusion (CAF) module. The Swin Transformer
branch captures long-distance visual dependencies with its self-
attention mechanism, resulting in feature maps characterized by
comprehensive global feature representations. On the other hand,
the CNN branch extracts more local feature representations through
its exceptional spatial perception capability. The CAF module
achieves efficient and effective fusion of local and global featurs
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by employing a cross attention operation on the extracted feature
representations derived from both the Swin Transformer branch
and the CNN branch. This cross attention operation learns from the
different feature representations of these two branches, enhancing
the expressive power of the final feature map.

As shown in Figure 3, for a given stage i (i = 1, 2, 3), the Swin
Transformer branch produces a map represented as F, while the
CNN branch generates a map denoted as G’ Firstly, the cross
attention between F' and G' in Formulas 5, 6 can be computed

as follows:
, QK"
CrossAttention (Qpi, K, Vi) = softmax Vi Ve (5
. Qg Ky !
CrossAttention (Qgi, Kpi, Vi) = sof tmax ~va Vi (6)

Where Qpi, Kpi, Vi indicate the query, key, value matrices of F, and
Qqi, Kgi, Vg stand for the qurey, key, value matrices of G'. Then, the
two maps F and G’ are merged through concatenation and
subsequently performed a linear projection, yielding the desired
final output.

With the CAF module, the high-level global contextual feature
representations acquired from the Swin Transformer branch and the
local fine-grained feature representations derived from the CNN
branch are fully utilized, enabling the feature map to incorporate
both long-range context dependencies and fine-grained details.

3.2 Bottleneck

US images often blur the boundaries between diseased and
adjacent tissues due to the common issue of insufficient contrast.
To enhance the relevance of image features and bolster the
discriminative capability of the model, as illustrated in Figure 4A,
we propose a global dual attention Transformer block, which
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(A) Architecture of dual attention block. (B) Global spatial attention. (C) Global channel attention.

comprises of the Global Spatial Attention (GSA) module and the
Global Channel Attention (GCA) module. This block effectively
captures long-range visual feature information, enabling the model
to concentrate on the structural details of the lesion region during
feature extraction, hence improving the discrimination between
lesion tissue and surrounding tissues.

Following the concatenation of features obtained from the Swin
Transformer branch, the CNN branch, and the final CAF module,
the combined features are initially processed through a patch
embedding layer. Subsequently, we apply our global dual
attention blocks to these encoder tokens to modeling long-range
visual dependencies.

3.2.1 Global spatial attention

The GSA emphasizes the spatial positioning within an image,
enabling the model to more effectively concentrate on regions of
interest by assigning varying weights to individual pixels. This
mechanism is especially crucial in US images, which frequently
contain noise, artifacts, and srtuctural complexities. By leveraging
GSA, the model can more accurately delineate the boundaries and
shape of the target region, thus enhancing segmentation accuracy
and minimizing the likelihood of false positives or missed
segmentations.

Iustrated in Figure 4B, the GSA module operates on a provided

feature map X € RN the Formula 7 for GSA can be
represented by:
K T
GSA (Qs, K, Vs)=softmax(Q\S/a§ )Vs )

where Qg € RN Ky e RN v e RN* denote the projected
qurey, key and value matrices, respectively, N signifies the
number of patches, d represents the dimension per head, and

ﬁ serves as the scaling factor. By leveraging this mechanism,
S

the model can dynamically focus on information across different
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spatial positions, enabling it to capture and integrate information
from various representation subspaces simultaneously.

3.2.2 Global channel attention

By allocating distinct weights to different channels, the GCA
modulates the focus of the model on various features. In US images,
each channel typically represents specific features, such as edges,
textures, or higher-order semantic information. Through GCA, the
model gains the flexibility to selectively focus on the features most
relevant to the segmentation task, thereby enhancing the precision
of the segmentation outcomes.

Figure 4C illustrates the GCA, it can be computed from the
transpose of the patch-level tokens. Similarly, given a token map
X € RY*C the Formula 8 for GCA can be defined as:

QCTKC T
GCA(Q¢, K¢, V¢ ) = softmax 7e Ve (8)

where Qc € RNVC, K¢ € RMC, Vo € RN*C stand for the projected
qurey, key and value matrices respectively, N represents the total
count of patches, C denotes the dimension per patch, and % serves
as the scaling factor. By utilizing the GCA, image-level tokens can
effectively interact across different channels, enabling the model to
integrate information and more long-range dependencies across the
entire image representation.

3.3 Decoder

The decoder mainly consists of four stages, with each stage
containing an up-sampling layer that utilizes deconvolution for
enhancing the spatial resolution of the feature maps. After that, a
Residual Convolutional block follows in each decoder stage. As
shown in Figure 1, the output from the global dual attention blocks
serves as initial input for the decoder. During the first two stages of
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the decoder, the features from the lower resolution are up-sampled
and then concatenated with the features from the Cross Attention
Fusion module. In the final two stages of the decoder, the extracted
features are concatenated with those originating from the CNN
branch within the encoder.

3.4 Complexity analysis

We analyze the computational complexity of the problem. For a
fearure map with height h and width w, and containing C channels,
the Formula 9 for computational complexity of processing using the
window-based self-attention mechanism can be delineated as
follows, given a window size of M:

O (W — MSA) = 4hwC? + 2M*hwC 9)

The Formulas 10, 11 for computational complexity of GSA and
GCA is as follows:

O(GSA) = 4hwC* + 2(hw)*C

O(GCA) = 2hwC’ + 2 (hw)’C

(10)
(11)

In the bottleneck stage, the computational burden is alleviated as
the feature map undergoes successive spatial downsampling
processes, leading to a relatively low computational complexity at
this stage.

4 Experiments

4.1 Datasets

In this paper, we use three widely accessible ultrasound image
datasets to assess the effectiveness of our method, including the
TN3K dataset (Gong et al.,, 2021), BUS-BRA dataset (Gomez-Flores
et al., 2024), and CAMUS dataset (Leclerc et al., 2019). The TN3K
comprises 3,493 ultrasound images of thyroid nodules, originating
from 2,421 further
2,879 training samples and 614 test samples. Similarly, the BUS-

patients. These are categorized into
BRA dataset contains 1,875 breast ultrasound images, sourced from
1,064 female patients. These are divided into 1,500 training samples
and 375 test samples. Lastly, the CAMUS dataset consists of
2,000 Which are

1,800 training samples and 200 test samples.

ultrasound  images. partitioned  into

4.2 Evaluation metrics

To quantitatively evaluate the segmentaion capabilities of our
proposed DDTransUNet, we employ Intersection Over Union
(IoU), Dice Coefficient (Dice), 95% Hausdorff Distance (HD95)
and Accuracy (ACC) as our evaluation metrics. The formulas are
shown in Equations 12-15.

ToU P (12)
oU=—————
TP + FP + FN
i 2xTP
Dice = (13)

TP + FP+ TP + FN
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HD(X,Y) = max{max mind (x,y), max mind(x,y)]r (14)
ye

xeX  yeY xeX

TP+ TN
TP+ TN + FP + FN

ACC = (15)
where TP represents true positive, TN represents true negative, FP
represents false positive, and FN represents false negative, X and Y
represent ground truth pixels and predicted pixels.

4.3 Implementation details

The loss function used by us is binary cross entropy loss and dice
loss, and can be formulated as Equation 16:

L= O.SLBCE + LDice (16)

The model is constructed using the open-source framework
PyTorch and trained from scratch for 200 epochs on an NVIDIA
V100 GPU. We use the Adam optimizer along with a cosine-based
learning rate scheduler, ensuring a minimum learning rate of le-5.
Additionally, the batch size remains consistent and set to 8. The
input images are preprocessed to have a resolution of 256 x 256. The
initial learing rate is le-4 and momentum of 0.9.

4.4 Comparison with state-of-the-
art methods

We have conducted comprehensive quantitative and qualitative
comparsions with various segmentation techniques, encompassing

both  CNN-based  frameworks and  Transformer-based
methodologies. The compared methods include U-Net
(Ronneberger et al, 2015), UNet++ (Zhou et al, 2018),

ResUNet++ (Jha et al, 2019), UNeXt (Valanarasu and Patel,
2022), MTUNet (Wang et al, 2022), TransUNet (Chen et al,
2021), MISSFormer (Huang et al., 2023) and Swin-Unet (Cao
et al.,, 2023).

To asses the performance of DDTransUNet against baseline
models in US image segmentation, we specifically examine the
interaction between the number of parameters, the number of
floating-point operations per second (FLOPs) as primary metics
for evaluating computational complexity, and the Dice coefficient as
the fundamental standard for segmentation accuracy. This
multidimensional analytical framework is designed to thoroughly
evaluate the capability of model to balance high-precision
with
resource consumption. Specifically, the number of parameters, as

segmentation outcomes computational efficiency and
a direct indicator of model complexity, is closely associated with
memory usage and inference loading speed. Conversely, FLOPs
quantify the computation needed for a model to perform a forward
pass, serving as a crucial indicator of processing speed. As shown in
Figure 5, our DDTransUNet exhibits significant advantages over
conteporary mainstream hybrid network combining CNN and
Transformer. Our model not only achieves a substantial
improvement in performance, as evidenced by a significant
increase in the Dice coefficient, but more importantly, it
successfully reduces the required number of model parameters

and computational complexity. This dual adnvantage highlights
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FIGURE 5
Dice coefficient on the TN3K dataset for various models.
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TABLE 1 Quantitative results of different methods on TN3K dataset.

Methods loU (%) Dice (%) HD95 (mm) ACC (%) p-value
U-Net 69.42 78.75 22.67 96.40 1.46e-7
UNet++ 70.36 79.15 24.79 96.56 1.46e-6
ResUNet++ 71.76 80.84 18.99 96.73 9.65e-3
UNeXt 65.40 75.68 2532 96.15 1.39e-23
MTUNet 65.82 75.83 23.46 95.83 7.42e-17
TransUnet (ViT) 52.60 64.30 36.83 94.12 3.56e-66
TransUnet (R50-ViT) 72.56 81.04 18.20 96.89 4.21e-2
MISSFormer 65.27 75.23 20.47 95.77 4.53e-19
Swin-Unet 47.94 59.94 34.16 93.17 9.92e-83
DDTransUNet (ours) 73.82 82.31 16.98 96.94 -

The best results are marked with bold text.

the efficiency of DDTransUNet in extracting and utilizing feature
information, while also enhancing its suitability for deployment in
resource-constrained real-world clinical environments.

As illustrated in Tables 1-3, our proposed network consistently
attains superior performance across all three datasets. Specifically,
DDTransUNet achieves an IoU of 73.82%, 80.75% and 82.51%, Dice
of 82.31%, 88.23%, and 90.33%, HD95 of 16.98, 8.12, and 2.82 mm,
and ACC of 96.94%, 98.00%, and 96.87% on the TN3K, BUS-BRA
and CAMUS dataset, respectively. In terms of IoU, DDTransUNet has
an improvement of 1.26%, 0.81% and 1.33%, respectively, when
compared with the second-best model. In terms of Dice,
DDTransUNet has achieved a 127%, 0.66% and 0.79%
improvement in comparison to the second-best model. In terms of
HD95, DDTransUNet has achieved a 1.22, 0.99 and 0.07 mm
improvement, respectively, compared with the second-best model.

Frontiers in Physiology

In terms of ACC, DDTransUNet has an improvement of 0.05%,
0.04% and 0.27%, respectively, when compared with the second-best
model. Furthermore, the statistical analysis indicates that the p-values
in all instances consistently fall below the significance level threshold
of 0.05. This result strongly suggests that the methodology proposed
in this study achieves a significant improvement in performance
compared to the current state-of-the-art methods of its kind.
Additionally, we carry out a qualitative analysis, evaluating and
comtrasting the outcomes of segmentation achieved by various methods
across three datasets. The visual results are exhibited in Figure 6. The
segmentation of ultrasound images presents challenges arising from their
low contrast, non-uniform features, and ambiguous object boundaries.
Current methods encounter difficulties in discriminating the target from
the background, posing a challenge in accurately delineating the
complete lesion tissue. In particular, when dealing with multiple
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TABLE 2 Quantitative results of different methods on BUS-BRA dataset.

10.3389/fphys.2024.1432987

Methods loU (%) Dice (%) HD95 (mm) ACC (%) p-value
U-Net 79.33 87.00 10.10 97.94 1.58e-2
UNet++ 79.02 86.74 11.69 97.90 7.38e-3
ResUNet++ 79.30 86.90 10.41 97.88 3.47e-2
UNeXt 77.31 85.28 11.31 97.80 1.05e-5
MTUNet 79.74 87.53 9.30 97.96 2.31le-1
TransUnet (ViT) 67.70 78.35 20.33 96.78 6.45e-23
TransUnet (R50-ViT) 79.94 87.08 9.11 97.94 4.94e-2
MISSFormer 75.85 84.16 11.07 97.46 2.28e-8
Swin-Unet 63.02 73.87 20.27 96.15 1.12e-32
DDTransUNet (ours) 80.75 88.23 8.12 98.00 -
The best results are marked with bold text.
TABLE 3 Quantitative results of different methods on CAMUS dataset.

Methods loU (%) Dice (%) HD95 (mm) ACC (%) p-value
U-Net 81.18 89.54 2.96 96.60 7.08e-6
UNet++ 80.54 89.13 3.18 96.42 3.35e-12
ResUNet++ 80.80 89.31 2.89 96.50 6.11e-9
UNeXt 7517 85.73 4.65 95.19 2.94e-52
MTUNet 78.93 88.15 3.64 96.09 1.01e-26
TransUnet (ViT) 73.89 84.83 5.37 94.99 3.35e-52
TransUnet (R50-ViT) 79.86 88.72 3.26 96.34 3.79-18
MISSFormer 77.87 87.46 3.44 95.85 2.29e-36
Swin-Unet 71.21 83.05 5.96 94.12 2.06e-74
DDTransUNet (ours) 82.51 90.33 2.82 96.87 -

The best results are marked with bold text.

thyroid nodules in the TN3K dataset, in the first and second rows, certain
models mistakenly identify the non-lesion regions as part of the lesion. In
contrast, our DDTransUNet excels in accurately identifying multiple
nodules due to the synergy of GSA and GCA. This dual attention enables
the model to simultaneously focus on spatial and channel dimensions,
thereby providing a more holistic comprehension of the image content.
When tasked with identifying multiple thyroid nodules, the
DDTransUNet employs spatial attention to concentrate on the
locations and morphologies of the nodules, while channel attention
accentuates features pertinent to nodule identification. This synergy
boosts the ability of model to accurately identify multiple nodules in an
image, thereby mitigating the risks of misclassification and omission.
Furthermore, the majority of models in the third and fourth rows fail to
precisely delineate all nodules present within the depicted image. Within
the BUS-BRA dataset, in the fifth row, the boundaries encapsulating the
lesion regions exhibit intricate characteristics, thereby rendering the
segmentation outcomes of some models unsatisfactory and impeding
their precision in delineating the boundaries. Simultaneously, in the
seventh row, the previous methods have conspicuous constraints in

Frontiers in Physiology

achieving detailed extraction of the lesion regions. It can be observed that
our DDTransUNet has the most favorable segmentation results in all
three datasets. This is can be attributed to the dual-branch encoder of
DDTransUNet to capture features which contain both local and global
semantic information. The local feature information extracted by the
CNN branch substantially amplifies the boundary detail, whereas the
Swin Transformer branch fosters the integrity and continuity of the
segmented regions, with its broader field-of-view focus.

Recently, numerous advanced segmentation models, such as
SAM (Kirillov et al., 2023) and U2seg (Niu et al., 2023), have gained
significant attention for their generalizability. These generalized
segmentation techniques have been innovatively applied to
medical image segmentation, with specific examples including
MedSAM (Ma et al, 2024), UniSeg (Ye et al., 2023), and SAM-
Med2D (Cheng et al., 2023), demonstrating considerable potential
for cross-domain applications. We have performed an exhaustive
comparative analysis of our proposed DDTransUNet against
MedSAM  and SAM-Med2D, with visualization results
Figure 7. The results indicate that while these generalized

in
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Qualitative segmentation results on the TN3K, BUS-BRA and CAMUS dataset.

segmentation models designed for medical applications exhibit
some value in medical image processing, they struggle with
accurately defining segmentation boundaries in US images,
leading to mis-segmentation. In contrast, our network shows
superior performance, accurately capturing and defining
segmentation boundaries and effectively recognizing multi-target
segmentation scenarios. This significant improvement its primarily
attributed to the dual-branch encoder, which facilitates the efficient
complementation and fusion of global and local information,
thereby solid  foundation  for

laying a improved

segmentation accuracy.

4.5 Ablation study
4.5.1 Effectiveness of dual-branch encoder

We first conduct an experiment to validate the efficacy of the
proposed dual-branch encoder design, comparing scenarios where

Frontiers in Physiology

only the Swin Transformer or CNN is employed as the encoder. The
results are shown in Table 4. The inclusion of our dual-branch
encoder, when compared with using only the Swin Transformer
encoder, results in improvements of 6.87% and 5.18% in IoU and
Dice on the TN3K dataset, and 3.41% and 2.74% on BUS-BRA
dataset, respectively. Simultaneously, in comparsion to utilizing only
the CNN encoder,
improvements of 0.50% and 0.14% in IoU and Dice on the
TN3K dataset, and 0.15% and 0.17% on the BUS-BRA dataset,
respectively. In conclusion, the introduction of the dual-branch

our dual-branch encoder also have an

encoder results in a significant advancement in performance in
comparsion to the single-branch scenario.

4.5.2 Effectiveness of CAF module

Then, to assess the effectiveness of the novel CAF module, we
substitute the original CAF module with a straightforward
operation. It can be observed that in Table 4, our network
achieve IoU and Dice improvements of 0.97% and 1.22% on the
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FIGURE 7

Visualization segmentation results with medical generalized segmentation models.

TABLE 4 Ablation study on TN3K and BUS-BRA datasets.

v
v
v v
v v v
v v v v
v v v
v v v v

The best results are marked with bold text.

TN3K dataset and 0.17% and 0.15% on the BUS-BRA dataset,
following the incorporation of the CAF module. It can be
concluded that the CAF module facilitates more efficient feature
aggregation from different branches. As a result, it contributes
superior segmentation performance.

Frontiers in Physiology 12

63.05 73.71 76.07 84.43
69.42 78.75 79.33 87.00
69.92 78.89 79.48 87.17
70.89 80.11 79.65 87.32
73.11 81.72 80.51 88.06
v 73.40 82.05 80.28 87.74
v 73.82 82.31 80.75 88.23

4.5.3 Effectiveness of global dual attention

We finally evaluate the effectiveness of the Global Dual
Attention. We structure our experiments into three distinct
configurations: firstly, by applying solely the GSA; secondly, by
integrating only the GCA; and thirdly, by combining both GSA and
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GCA. In Table 4, we can see that employing the global dual attention
leads to improvements of 0.71% and 0.42% in terms of IoU and
0.59% and 0.26% in terms of Dice on the TN3K dataset, 0.24% and
0.47% in terms of IoU and 0.17% and 0.49% in terms of Dice on the
BUS-BRA dataset, respectively, compared to scenarios where only
the GSA or GCA
implementation of the

is utilized. One can deduce that the
dual
significantly enhances the capabilities of medical ultrasound

global attention mechanism

image segmentation.

5 Discussion

In the field of medical US imaging, it is widely recognized that
the quality of imaging is relatively constrained, with low contrast
between specific tissues or lesions and their surrounding
background tissues, leading to challenges in visual identification.
In this study, we propose DDTransUNet, a hybrid network that
combines Transformer and CNN architectures, with a dual-branch
encoder for feature extraction and dual attention mechanisms to
model long-range dependencies for medical US image
segmentation.

Compared to the Transformer-based, MLP-based and CNN-
based networks, we observe that the CNN-based networks
outperform the former in terms of segmentation effectiveness.
Following a thorough analysis, this phenomenon primarily stems
from the relatively small dataset size, which limits the advantages of
Transformer model in feature extraction and context information
integration. However, through effective combination of these two
methods, such as TransUnet (R50-ViT) and our DDTransUNet,
segmentation performance can be significantly augmented. This
fusion approach not only boosts the benefits of the CNN in local
feature extraction but also fully leverages the Transformer’s
advantages in global information modeling, leading to more
precise ultrasound image segmentation.

Our proposed model outperforms TransUnet significantly in
terms of performance, primarily attributed to the meticulously
crafted dual-branch encoder. This encoder efficiently extracts
both

Additionally, our introduced CAF module skillfully integrates

global and local feature information from images.
these two types of information. In feature fusion, convolution-
based attention mechanisms (Chen H. et al., 2020) can enhance
feature characterization effectively. However, their constrained
receptive field size may result in inadequate extraction of global
contextual information, thus limiting the ability to accurately
capture and integrate global features. Compared to convolution-
based attention feature fusion methods, the CAF module offers
substantial advantages. Firstly, it effectively captures both macro-
structural features and micro-details information. The integrated
cross-attention mechanism excels at handing features with complex
spatial dependencies, significantly enhancing feature map
characterization. Secondly, the meticulously designed attnetion
mechanism of the CAF module optimizes computational
complexity while managing high efficiency. Compared to existing
methods (Zhang et al., 2024), the CAF module excels in multi-
branch feature fusion, enabling deep interaction between global and
local features, thus improving segmentation accuracy. Its flexibility

allows seamless integration into various network, making it suitable
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Ground Truth

Image DDTransUNet

FIGURE 8
Visualization of the inaccurate segmentation results

for complex visual tasks. The DDTransUNet combines global spatial
attention and global channel attention. This combination enables
more effective modeling long-range visual dependencies compared
to window-based spatial attention methods.

We conduct a comprehensive error analysis to identify and
quantify the critical factors influencing the precision of lesion region
segmentation in US images. As shown in Figure 8, a set of visual and
computational challenges arises when the complexity of the internal
tissue structure or the specificity of its characteristics during US
imaging leads to an abnormally high shadow density within the
region. This phenomenon of elevated shadow density not only
intensifies contrast imbalances within the image but also
markedly obscures the natural boundary between lesion tissue
and the surrounding healthy tissue, thus presenting a substantial
challenge for accurate recognition and segmentation.

However, this study still has some limitations. First, the
Transformer-based architecture heavily relies on large-scale
datasets to capture complex patterns and feature representations,
a challenge that is particularly pronounced with small datasets. Due
to the absence of inductive bias inherent in CNNs, the performance
of the proposed network on small datasets may be somewhat
limited. Second, during the current exploratory phase, this study
concentrates on three datasets. While this focus yields valuable
insights into the characteristics of US images in specific disease
states, it somewhat restricts the capacity to capture the extensive
range of complex and variable medical scenarios encountered in
real-world clinical settings. In clinical practice, individual patient
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differences, the diversity of disease processes, and the specificity of
US responses among various organs and tissues coalesce to form a
highly complex and variable US imaging ecosystem. Therefore, a
limitation of the current study is the potential oversight of these
widespread variability factors, which can profoundly impact the
accuracy, sensitivity, and specificity of US diagnosis. To overcome
this challenge, future work will focus on integrating self-supervised
learning techniques to enable the model to autonomously discover
and learn more comprenhensive and rich feature representations,
thereby effectively enhancing its performance across datastes of
various sizes. To unlock the full potential of ultrasonography in
clinical medicine, we plan to expand future research beyond the
current linited focus. This will involve creating more comprehensive
US imaging datasets that cover a variety of organs, tissues, and
patient demographics, including different ages, genders, races,
genetic backgrounds, and disease states. By systematically
analyzing these diverse datastes, we aim to identify key factors
that influence US diagnostic accuracy, ultimately enhancing its
applicability across a broader patient population and supporting
advancements in precision medicine. Simultaneously, we will
prioritize establishing clinical relevance by aligning our research
closely with real-world medical needs. This will include developing
refined clinical models, analyzing the impact of our findings on
patient outcomes and healthcare efficiency, and proposing workflow
optimization strategies through system analysis. We will also
emphasize practical application by incorporating case studies,
conducting multi-center clinical trials, and engaging with a wide
range of stakeholders to critically evaluate our research and guide
future developments.

6 Conclusion

In this paper, we have proposed DDTransUNet, a hybrid
network combining Transformer and CNN, designed for the
segmentation of ultrasound images. The DDTransUNet is built
on a dual-branch encoder and global dual attention mechanism.
The dual-branch encoder contains a hierarchical Swin Transformer
branch and a CNN branch, facilitating the extraction of both local
and global features. The global dual attention consists of Global
Spatial Attention (GSA) and Global Channel Attention (GCA),
capturing more global contextual information across the spatial
and channel dimensions successively. Moreover, we propose a novel
Cross Attention Fusion (CAF) module, aiming to amalgamate
extensive contextual information and fine-grained feature details
through a cross-attention mechanism. Extensive experiments
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