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Artificial Intelligence has been used for many applications such as medical, communication, object detection, and object tracking. Maize crop, which is the major crop in the world, is affected by several types of diseases which lower its yield and affect the quality. This paper focuses on this issue and provides an application for the detection and classification of diseases in maize crop using deep learning models. In addition to this, the developed application also returns the segmented images of affected leaves and thus enables us to track the disease spots on each leaf. For this purpose, a dataset of three maize crop diseases named Blight, Sugarcane Mosaic virus, and Leaf Spot is collected from the University Research Farm Koont, PMAS-AAUR at different growth stages on contrasting weather conditions. This data was used for training different prediction models including YOLOv3-tiny, YOLOv4, YOLOv5s, YOLOv7s, and YOLOv8n and the reported prediction accuracy was 69.40%, 97.50%, 88.23%, 93.30%, and 99.04% respectively. Results demonstrate that the prediction accuracy of the YOLOv8n model is higher than the other applied models. This model has shown excellent results while localizing the affected area of the leaf accurately with a higher confidence score. YOLOv8n is the latest model used for the detection of diseases as compared to the other approaches in the available literature. Also, worked on sugarcane mosaic virus using deep learning models has also been reported for the first time. Further, the models with high accuracy have been embedded in a mobile application to provide a real-time disease detection facility for end users within a few seconds.
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1 Introduction

Agriculture is considered the backbone of Pakistan’s economy, which is reliant on key crops such as wheat, rice, and maize (Shar et al., 2021). It is considered the primary source of income for the large population in Pakistan. One of the major causes of low yield is diseases, which reduce the quality, quantity, and nutritional value of fruits, vegetables, cereals, and legumes (Saleem et al., 2019; Turkoglu et al., 2019). Nearly 32% of the losses are observed due to diseases in cereal crops (Tudi et al., 2021). Maize is very essential crop all around the world, especially in Pakistan. It is used for different purposes i.e., poultry, cattle feed, food, beverages, etc. It contributes 19% (Abdullah et al., 2021) to the Gross Domestic Product (GDP) but unfortunately, it is prone to various diseases which results in low production. Some major maize plant diseases are Blight (Sun et al., 2020), Sugarcane Mosaic virus (Liu and Wang, 2021), and Leaf Spot (Krawczyk et al., 2021). The diseases look the same in their emerging stages, hence difficult to differentiate from the human eye and are also time-consuming. Therefore, Artificial Intelligence (AI) technologies have become one of the current research hotspots based on the above problem.

AI and deep learning-based methods are progressively being utilized in agricultural research, because of their ability to automatically learn the deep features from the image dataset, also their accuracy and speed levels are higher than the traditional algorithms (Chen et al., 2022). The most popular architecture of deep learning is Convolutional Neural Network (CNN). Specifically, it was intended to work with images, video recognition, medical image analysis, object detection, flow prediction (Miglani and Kumar, 2019), traffic control (Jindal and Bedi, 2018), recommendation systems for healthcare (Shaikh et al., 2022), anomaly detection (Garg et al., 2019), recognition of diseases (Astani et al., 2022), weed detection (Khan et al., 2022), soil monitoring (Chen S. et al., 2022), and pest identification (Cheng et al., 2021; Huang et al., 2022), etc.

Nowadays, deep learning-based approaches, including Single Shot Detector (SSD) (Sinan, 2020), You Only Look Once (YOLO) (Ponnusamy et al., 2020; Ganesan and Chinnappan, 2022) models, etc. are being used for leaf disease classification and recognition. (Cheng et al., 2022) have proposed the improved YOLOv4 which is based on lightweight CNN and was developed for weed detection and seedling of maize crop. They have trained their model on the 1800 images. First, they decrease the number of parameters and increase the speed of feature extraction, also MobileNetv3 is used for building the lightweight feature extraction backbone network to replace the CSPDarkNet53 network in +YOLOv4. Secondly, they applied the transfer learning technique which is used for increasing the training speed. The model gives the Mean Average Precision (mAP) of 89.98%, the detection speed is 69.76 FPS, and the number of parameters was 8.17x106. However, the accuracy of the model could be improved also the dataset should be larger. According to Shill and Rahman, 2021, the detection results for plant disease by using the YOLOv3 and YOLOv4 were obtained as 53%, 52% mAP, and 55%, 56% F1-score, respectively. The overall mAP of YOLOv4 is better than that of the YOLOv3 model, however, the dataset was collected in the lab setting from PlantDoc repository for model training.

Roy and Bhaduri (2021) have developed a real-time object detection framework that is based on an improved YOLOv4 algorithm, and they applied this algorithm to detect apple plant diseases. They acquired the dataset from Kaggle which consists of two diseases of apple plant total of 600 images of each class. The proposed model was modified to enhance accuracy and then it was verified in the orchard with complex background. The algorithm obtained a mAP value of 91.2% with 56.9 FPS and F1-score value is 95.9%. The modified model compared with the original YOLOv4 model showed that the developed model gives a 9.05% increase in mAP and 7.6% in F1-score. Gokulnath and Usha Devi (2020) have developed the BOOSTED-DEPICT model that can do clustering of maize images and many other techniques called k-means clustering, deeply embedded clustering, and regularized deep clustering and has achieved the accuracies of 97.73% and 91.25% on Plant Village (PV) and PDD dataset, respectively. Nayar et al. (2022) have used the YOLOv7 model for the detection of different plant diseases that were collected from the Plant Village dataset and achieved 65% mAP, the results reported in their study don’t meet the real-time detection system. Chen et al. (2022) have proposed an improved YOLOv5 model to detect the rubber tree disease (powdery mildew) with 2375 images and the model obtained 70% mAP. The improved version of YOLOv5 gained 5.4% higher results than the original YOLOv5.

While considering the above discussion, to the best of our knowledge there are fewer attempts in the real-time classification, detection, segmentation, and tracking system of maize crop diseases, also the sugarcane mosaic virus disease is neglected in the literature. The real-field dataset is not publicly available for training and testing of the model, also image dataset used by different authors in the literature is limited to a lab environment which is not suitable for real-time scenarios. Therefore, we have collected the dataset from the real field with a heterogenous background, on contrasting weather, and different lighting conditions. Moreover, we have developed smartphone application for the quick assessment of maize crop. The primary contributions of this paper are as follows:

	A real disease data repository is built containing images of maize crop, collected from the university research farm, located in the Potohar region of Punjab province, Pakistan.

	This repository contains images of three distinct types of diseases acquired in different weather conditions and timestamp values. It also includes the data of sugarcane mosaic virus disease which is not reported in any deep learning-based detection work in the past.

	The state-of-the-art YOLOv8n model for maize plant disease detection and classification is used.

	The best-trained model is integrated with the user-friendly smartphone application for the real-time detection of maize disease to facilitate the end user.



The rest of the paper is organized as follows. The background is presented in section 2. Materials and methods are discussed in section 3. Section 4 elaborates the proposed system’s results and discussion, and section 5 concluded the discussion.




2 Background

YOLO is a SOTA algorithm that is used for real-time object detection, classification, segmentation, and tracking (Jiang et al., 2021). It is the most popular algorithm for speed and accuracy aspects. In our research, maize foliar diseases are trained on YOLOv3-tiny (Malta et al., 2021), YOLOv4, YOLOv5s, YOLOv7s, and YOLOv8n because they are fast, accurate, and real-time object detection algorithms.



2.1 YOLOv3-tiny

The YOLOv3-tiny model is a simplified version of YOLOv3. It has a smaller number of CNN layers and utilizes less memory. In YOLOv3, Darknet-53 is used as a deeper architecture for feature extraction. It means 53 CNN layers have been used, and each CNN layer is followed by the Leaky Rectified Linear Unit (Relu) activation function Equation (1), where x represents the input (Agarwal et al., 2021). It is based on the ReLU activation function but with a small slope or negative values rather than a flat slope. Also, it gives the benefit of fast training. The hyperparameters used for training the YOLOv3-tiny are given in Table 1. The architecture diagram of YOLOv3-tiny is illustrated in Figure 1.




Figure 1 | Architecture diagram of YOLOv3-tiny.




Table 1 | Hyperparameters configuration for YOLOv3-tiny, YOLOv4, YOLOv5s, YOLOv7s, YOLOv8n.



 

Where a ϵ [ 0,1]




2.2 YOLOv4 model

YOLOv4 is the advancement of the YOLOv3 model in the mAP by as much as 10% and frames per second (FPS) by 12%. It is a one-stage object detection model composed of three parts; the first is the backbone, the second part is the neck, and the last part is the head. The backbone is pre-trained CNN on Center and Scale Prediction (CSPDarknet53). The CSPDarket53 means that the model consists of 53 CNN layers and this stage is responsible for extracting the features and computing feature maps from the input images. The neck section is responsible for concatenating the backbone with the head. The neck section is composed of a spatial pyramid pooling (SPP) and a Path Aggregation Network (PAN). The neck collects the feature maps from the backbone and feeds them into the head as input. In the last section, the head is responsible for processing the aggregated features and predicting the bounding box, prediction score classifies into the relevant class. In our study, the image size is fixed to 416×416, for the training and testing process. The architecture of the YOLOv4 model is shown in Figure 2. The hyperparameters used in YOLOv4 for training purposes are shown in Table 1. The activation function used here was Mish as shown in Equation (2). Among other activation functions, Mish is the best choice because it is smooth, and non-monotonic (Mathayo and Kang, 2022). It has various properties which made it popular from Swish and Rectified Linear Unit (ReLU), like unbounded above and bounded below improves its performance and it is low cost.




Figure 2 | Architecture diagram of YOLOv4.





Where softplus (x) = In(1+ex)




2.3 YOLOv5s model

The YOLOv5s model is divided into three main components: backbone, head, and detection. The backbone is responsible for collecting the shape image features at different neurons and it is based on CNN. To create image features, the YoloV5s uses the CSP Bottleneck. Layers make up the head, which combines image features to forward them to a prediction process. For feature aggregation, the Yolov5s additionally uses the PAN. The detection procedure includes phases for box and class prediction in addition to using features from the head. The architecture diagram of the YOLOv5s model is shown in Figure 3 and the hyperparameters used for the training of YOLOv5s model are presented in Table 1.




Figure 3 | Architecture diagram of YOLOv5s.



The YOLOv5s has two mappings in the post-processing and the operation process was as described in Equations 3-6.

 

 

 

 

Where “b” is the size of the prediction box, including bx, by, bw, and bh representing the x-coordinate, y-coordinate, width, and height of the center box, respectively. Cx and Cy are the side lengths of the cell, pw and ph are the width and height of the prior box.   is the sig activation function as shown in Figure 4.




Figure 4 | The schematic diagram for calculating the size of the prediction box.






2.4 YOLOv7s

Yolov7s is the smaller version of YOLOv7. It is the advancement of the YOLOv6 in terms of mAP, detection speed, and inferencing. The Efficient Layer Aggregation Network (ELAN) is extended in the YOLOv7, which is called the extended ELAN (E-ELAN). Different fundamentals are used to enhance the learning ability of the network named as expand, shuffle, and merge without demolishing the gradient path. It also focused on some methods such as trainable “bag-of-freebies” and optimization modules. Various computational blocks are used to learn more distinct features. After being divided into groups of size “s”, the feature maps from each computational block will be concatenated. The final step will merge cardinality using a shuffled group feature map. The architecture diagram of the YOLOv7 is shown in Figure 5 and the hyperparameters used to train the YOLOv7 model in this study are reported in Table 1.




Figure 5 | Architecture diagram of the YOLOv7s.






2.5 YOLOv8n

The YOLOv8n model is the nano version of the YOLOv8 family because it is small and fast with higher detection results. It can be utilized for object detection and classification in conjunction with instance segmentation and object tracking which makes it SOTA. It was created by Ultralytics, who also developed the YOLOv5 model which is a powerful model. It has several architectural updates and enhancements. It is an anchor-free model which means the model directly predicts the center point of an object in an image rather than the offset from a known anchor box illustrated in Figure 6.




Figure 6 | Visualization of an anchor box in YOLOv8n.



The architecture diagram of the YOLOv8 is depicted in Figure 7. The SOTA YOLOv8 augments the images at each epoch. The technique used is mosaic augmentation, which stitches the four images and forces the model to learn the new locations. The change in the structure of YOLOv8 is that the c3 module is replaced with the c2f module. In module c2f, outputs from Bottleneck are concatenated, although the output of the last Bottleneck was used in the c3 module. Also, the first 6×6 convolutional layers are replaced with a 3×3 convolutional block in the Backbone module. The main thought behind using the YOLOv8 model was the performance and accuracy boosts during training and inferencing. It is better than the previous versions of YOLO in all aspects (mAP, latency, speed, FPS, and size).




Figure 7 | Architecture diagram of YOLOv8n.







3 Materials and methods

The quality dataset is the fundamental requirement for building the foundation of the deep learning model because the performance of the deep learning model is highly dependent on the quality, quantity, and relevancy of the dataset. So, the first and crucial step of any deep learning starts with image acquisition. The complete pipeline from image acquisition to model training to smartphone application testing is shown in Figure 8. The other activities of the system are listed below and explained in detail in the below sections.

	1. The maize crop foliar diseases are collected from University Research Farm Koont (URF), Pir Mehr Ali Shah Arid Agriculture University Rawalpindi (PMAS-AAUR), at different growth stages (initial, middle, and mature), different days of the month with contrasting weather conditions.

	2. After data collection, the next step is to perform image preprocessing, including resizing.

	3. After that, data augmentation named flipping, rotating, scaling, and cropping was applied.

	4. In data annotation, images were annotated/labeled after the experts’ knowledge.

	5. The annotated data was then fed into the deep learning model for training.

	6. Finally, the aim of our study was achieved by detecting, classifying, segmenting, and tracking of maize crop diseases i.e., blight, leaf spot, and sugarcane mosaic virus in the real-time environment.

	7. In the end, results are compared, a suitable model was selected for our problem statement and embedded into the mobile application for real-time detection and tracking.






Figure 8 | Proposed pipeline of maize disease detection by YOLO detectors.





3.1 Dataset collection and description

A detailed description of how we collected the dataset and applied different preprocessing and augmentation techniques are discussed below.




3.2 Study area

This study was conducted at URF, Koont PMAS-AAUR, located in Punjab province, Pakistan (33.1166° N, 73.0111° E) as shown in Figure 9. The maize variety was Pak Afghoi and planting was done in June. It was sown on about one acre with no application of pesticides and fungicides, the line-to-line distance was 50cm (about 1.64 ft). The seed quantity was 40 kg per acre, and one bag of urea-based fertilizer and one bag of Diammonium Phosphate (DAP) were applied after sowing. The drill sowing technique was used for sowing the seeds.




Figure 9 | Study Area of Maize Crop.






3.3 Experimental setup

All the experiments from training to validation were performed using a Graphics Processing Unit (GPU: Nvidia RTX A4000) on Ubuntu 20.04 LTS operating system. The software and hardware used for model training/testing and their details are presented in Table 2.


Table 2 | Implementation details.






3.4 Image acquisition

At every stage of object recognition research, from the training phase to assessing the effectiveness of recognition algorithms, a suitable dataset is necessary, because the performance of the deep learning models is highly dependent on the input images. To achieve this, 2675 images of maize diseases were collected at various development stages, in contrasting weather conditions, and on different days of the month (June to September) under the naturally diseased environment. The first two months after sowing (June, and July) there were no diseases monitored in the field, so the data was collected after July. The image dataset was captured through the smartphone camera (SAMSUNG Galaxy A7) by maintaining a specific height of 33cm from the leaf surface. The specifications of the smartphone include 16 megapixels (MP) camera, 3GB Random Access Memory (RAM), and a 3.77 MB size of each image. After the collection of images, they were assessed several times by pathologists. The dataset size of maize diseases is illustrated in Figure 10, where the x-axis represents the dates when the data was collected, and the y-axis depicts the total number of images. The blue horizontal, orange vertical, and green diagonal lines exhibited blight, sugarcane mosaic virus, and leafspot disease, respectively. The sample images collected from the study area are shown in Figure 11.




Figure 10 | Dataset description.






Figure 11 | Maize diseases. (A) sugarcane_mosaic virus, (B) leafspot, (C) blight.






3.5 Image preprocessing

Image Preprocessing refers to activities performed on images at the most fundamental level (Sarki et al., 2021). Deep learning-based models train faster if the size of the images are smaller. Moreover, the collected raw images vary in size and many architectures of deep learning models require the same image size (Sharma et al., 2020). Also, if there is a difference between the training image and the recognition image, the YOLO shows poor performance (Jeong et al., 2018). Hence, for that purpose, the captured raw images are resized to 416×416 dimensions which is an ideal size for training the YOLO models. When the resizing is applied on an image its pixel values reduced in size and the unwanted region of interest is discarded. This preprocessing method is performed by using a python script with the help of OpenCv library before training the object detection and tracking model (YOLO). Figure 12 depicted the raw image collected from the real field which is 899×1599 dimensions and the reduced/resized image.




Figure 12 | Image resizing.






3.6 Data augmentation

Programmers can enhance the diversity and the size of the dataset to train the models using different data augmentation techniques (Waheed et al., 2020). It is a known fact that CNN can handle variations in images and classify items even when they are positioned in distinct orientations (Buslaev et al., 2020; Umer et al., 2022). To train CNN, a considerable amount of data is required so that it can discover and retrieve more features. Deep learning models performed best when the size of the dataset is large enough hence for this purpose, we enlarged our dataset by artificially generating samples from our collected dataset to maximize the performance of deep learning models. The most widely used techniques for augmentation were implemented in this research named rotating (70° and 90 °), flipping, scaling, and cropping by using python script.




3.7 Image annotation

Image annotation is the process of labeling the data into different formats such as images, videos, or text files for machines to understand the input data. The annotated/labeled dataset is the most important part of supervised Machine Learning (ML) because models are trained on the input data, machines process that data and produce accurate results. Different annotation tools have been used in the literature such as labelImg, roboflow, yolo_mark, and many others. For YOLOv3, YOLOv4, YOLOv5, and YOLOv7 data annotation, we have used the yolo_mark tool, which is freely available at the AlexeyAB repository. Whereas roboflow which is the computer vision platform that allows users to build computer vision models and image annotations in conjunction with a data augmentation facility was used for YOLOv8n segmentation. The annotated images in both formats, rectangle and segmented are depicted in Figures 13A, B respectively.




Figure 13 | Image annotation for YOLO model training, (A) YOLO_mark tool, and (B) Roboflow.






3.8 Model performance evaluators

All the models are tested on images that are not part of the training process to check their effectiveness. All the YOLO variants classify the maize diseases very efficiently but YOLOv8n performs best of all. Precision, mAP, Loss, and Recall have been used as evaluation indicators in this study for comparative analysis. Gai et al. (2021) have also used these performance evaluation methods for obtaining and comparing the performance of the different models. Precision refers to the model’s ability to recognize only the pertinent objects. Where True Positive (TP) means our model correctly predicts the correct diseased class and False Negative (FN) means the model correctly predicts the incorrect diseased class. The precision is calculated as shown in Equation (7).

 

Recall (4) refers to the model’s ability to recognize all the pertinent objects. The model can recognize all the detected bounding boxes from the validation set. The false positive (FP) means that the model incorrectly predicts the correct class. The recall is calculated as shown in Equation (8).

 

The mAP is the mean of the AP of each class. The mAP encompasses the trade-off between precision and recall as well as considering both FN and FP and it is calculated as shown in Equation (10), where N is the number of classes.

 

The loss function of the YOLO model is calculated by Equation (10), where cls represents the classification loss, conf represents the loss of confidence, and reg represents the regression loss. These losses are calculated by the formulas given in Equations 11 to 13. Ji et al. (2021) have used the loss formula for calculating the loss of the YOLO model. The lower the loss value of the model the higher the performance of the model. Where represents the predicted and true probability,   exhibits the predicted and true bounding box while the Ac, C, and I are the desired area, the overlapping area, and the real area respectively.

 

 

 

 




3.9 Model training and hyperparameters setup

In the original data set, 80%, and 20% of images from each class were selected to form the training set, and validation set, respectively. The image size was set to 416×416 for both training and validation purposes. In the YOLOv8n model proposed in this study, the training process uses the trained weight file of the original YOLOv8n as the initialization parameter. Because different network structures need to be trained in the comparative experiment, and the number of iterations to achieve the optimal detection performance, this study monitors dynamically during training and saves the weight file of the network at every epoch for the selection of the best train model to prevent overfitting. The hyperparameters used for training the YOLOv3-tiny, YOLOv4, YOLOv5s, YOLOv7s, and YOLOv8n are depicted in Table 1.

The training process was visualized by configuring the weights and biases (Wandb) in this study. It is used to dynamically observe the training status and performance of the model on different iterations. The results of the YOLOv8n model are shown in Figure 14. During model iteration, 0-50, the parameters of the model oscillated significantly. When the number of iterations increased, the performance of the model continuously improved. After the 50th iteration, the model index became stable, and the value of Precision reached 0.89 and progressively stabilized. Therefore, the model gets stable and achieved 99.0% mAP between 50 to 99 iterations.




Figure 14 | Visualization of model performance evaluators during training of the YOLOv8n model.



The performance of the YOLOv8n predictor for classifying, detecting, segmenting, and tracking the blight, leafspot, and sugarcane mosaic virus diseases in a maize dataset was calculated by the loss function (Figure 14). It is used to evaluate the correlation between the given data and the expected outcomes. The lower the loss, the better the performance of the model, and vice versa. There are two types of loss, one represents the training segmentation loss and the other shows the validation segmentation loss of each object. During each epoch, training loss was assessed, and after each epoch testing loss was determined.





4 Results and discussion

This section presents the results generated by the applied models, their comparison, and discussion.



4.1 Maize disease detection results

The results of the adopted model shown in Figure 15 were performed to view the detected maize diseases i.e., blight, leaf spot, and sugarcane mosaic virus after training the YOLOv8n model. The unseen images were used for testing to check the feasibility of the model, and the adopted YOLOv8n model predicted the diseases correctly and efficiently with a higher confidence score among other applied models in this study. The threshold value was set to 0.3, which means if the confidence score is greater or equal to 30% then the model categorizes it into the relevant class. It is shown that blight disease is detected by the model with a confidence score of 0.9%, leaf spot disease by 1.0%, and sugarcane mosaic virus disease with 1.0%.




Figure 15 | Examples of successful recognition of maize plant diseases using the YOLOv8n model.






4.2 Performance evaluation of detection models

Figure 16 shows the Precision curve of each class. Among all three classes (blight, leafspot, sugarcane_mosaic) of the maize plant diseases, the blight class achieves the highest 0.91% AP, and leafspot gains the lowest 0.84% AP, whereas sugarcane_mosaic obtained the 0.89% AP which is in between blight and leafspot class. Furthermore, it is seen that the precision values of all classes are non significantly different from each other. After the 90th iteration, the model gets stable and achieved above 80% results.




Figure 16 | A precision curve of the YOLOv8 model.



Figure 17 demonstrates the Recall curve of every single class. The value obtained for blight, leafspot, and sugarcane_mosaic is 0.96%, 0.73%, and 0.94% respectively. It is clearly shown that the blight and sugarcane_mosaic get stable after 50 epochs and obtain the highest Recall value, while the performance of the leafspot class fluctuates till 55 epochs and then gets stable, and achieves satisfactory results.




Figure 17 | Recall curve of the YOLOv8n model.






4.3 Mobile application

The best-trained model was embedded into a mobile application for real-time detection, segmentation, and tracking which helps the user to timely detect the diseases of the maize crop efficiently. First, the model’s result file is converted to .tflite using the TensorFlow lite converter library1 and deployed into the mobile application. The mobile app was designed using java language2 on Android Studio using the Android Java Development Kit3 (JDK). Finally, the diseases are detected/recognized by the TensorFlow lite interpreter library4 The interface of the mobile application is illustrated in Figure 18 and the full working of the application is depicted in Figure 19. There are different modules/activities in the mobile application. The first activity obtained the user login detail just for keeping the record of the user for next time. For this purpose, a user must select a valid username and a valid email address as well for account verification. Based on the provided information, the user account will be created, and this information could be updated anytime in the future. For real-time disease detection of maize crop, the user can either select the image from the mobile already saved in the mobile gallery, or he/she could capture the new image in real-time from the field for disease detection. Once the image is selected or captured, then it is forwarded to the detection model. After that, the next activity is opened which will show the detected disease of the maize crop.




Figure 18 | Screenshots of the maize disease detection application (A) login/register (B) Image selection (C) detected leaf spot disease (D) detected sugarcane mosaic virus disease.






Figure 19 | Flowchart of the smartphone application.






4.4 Comparative analysis between applied models

The experimental results of the YOLOv3-tiny, YOLOv4, YOLOv5s, YOLOv7s, and YOLOv8n are presented in Table 3 where 0, 1, and 2 represent the blight, leafspot, and sugarcane mosaic virus disease class respectively. It is reported that the YOLOv5s achieved the best results on blight (class 0) with 99.50% AP, YOLOv8n performed best on leafspot (class 1) disease, and sugarcane_mosaic disease (class 2) with AP of 99.01% and 99.07% respectively. It is investigated that the YOLOv8n obtained better results than other applied versions of YOLO in terms of accuracy, segmentation, and tracking. Moreover, this study also investigates the other performance evaluators including precision, recall, and loss. It is reported in the table that the precision value of the YOLOv7s model achieves higher and the loss value it achieves is smaller than other YOLO variants. The higher recall score was gained by the YOLOv4.


Table 3 | A comparative analysis between YOLO versions used in this study.



The results (mAP) of each model applied in this study are depicted in Figure 20, the red color vertical lines, green color horizontal lines, yellow color diagonal lines, purple color horizontal strips, and aqua color diamond grids show the YOLOv3-tiny, YOLOv4, YOLOv5, YOLOv7s, and YOLOv8n respectively. The comparative results illustrate that the YOLOv8n outperforms all.




Figure 20 | Comparison between applied models in this study.



The results of the comparative analysis of deep learning-based disease detection algorithms of our study with the other studies are expounded in Table 4. The authors (Austria et al., 2022; Li et al., 2022b) have used the YOLOv5 algorithm for the detection of apple and corn respectively, and they have achieved 90% and 97% results. Li et al. (2022b) used YOLOv5s, which is the smaller version of the YOLO model, and they obtained 93.10% accuracy. Liu and Wang (2021) have worked on the disease detection of the tomato plant and obtained 92.39% mAP. In this study, we have applied YOLOv3, YOLOv4, YOLOv5, YOLOv7s, and YOLOv8n for the detection, segmentation, and tracking of maize plant diseases in the real-time environment and achieved 69.40%, 97.50%, 88.23%, 93.30%, and 99.04% results respectively.


Table 4 | Comparative analysis of real-time detection systems.







5 Conclusion

Plant diseases have long been a major issue in agriculture. Early disease detection through deep learning models can overcome the spread of diseases at an early stage and minimize the losses. In this work, well known deep learning-based object detection model YOLO is used for the detection of diseases in maize crop. Five different versions of YOLO including YOLOv3-tiny, YOLOv4, YOLOv5s, YOLOv7s, and YOLOv8n are used and the dataset for this purpose is collected from a real environment where crop was grown in a university research farm Koont. Data collected in this work contains three different diseases including blight, leaf spot, and sugarcane mosaic virus, and is pre-processed using different data augmentation techniques. Models trained for disease detection were able to accurately detect, classify, segment, and track the diseases with a high confidence score. A comparison between different versions of YOLO models confirms that the YOLOv8n model achieves the best detection results among all and meets the requirements of real-time detection. The mAP value achieved by this model was 99.04%. To increase the system’s usability the best-trained model with higher detection accuracy was embedded into the mobile application for real-time disease detection and classification. In the future, these kinds of models could be integrated with the Unmanned Ariel Vehicles (UAV) for real-time crop monitoring and management.





Data availability statement

The raw data supporting the conclusions of this article will be made available by the authors, without undue reservation.





Author contributions

All authors listed have made a substantial, direct, and intellectual contribution to the work, and approved it for publication.





Funding

The authors are thankful to the Higher Education Commission (HEC), Islamabad, Pakistan to provide financial support for this study under the project No 332 Pilot Project for Data Driven Smart Decision Platform for Increased Agriculture Productivity.




Acknowledgments

The authors gratefully acknowledge PSDP funded project No 321 “Establishment of National Center of Industrial Biotechnology for Pilot Manufacturing of Bioproducts Using Synthetic Biology and Metabolic Engineering Technologies at PMAS-Arid Agriculture University Rawalpindi”, executed through Higher Education Commission Islamabad, Pakistan.





Conflict of interest

The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.




Footnotes

1https://www.tensorflow.org/lite/models/convert

2https://www.oracle.com/java/

3https://docs.oracle.com/javase/8/docs/

4https://www.tensorflow.org/lite/guide/inference




References

 Abdullah, M., Shah, S. A., Saddozai, K. N., Khan, J., Fayaz, M., Ullah, I., et al. (2021). Analysis of agricultural land price determinants and policy implications for controlling residential and commercial encroachments: Facts from district swabi (Pakistan). Sarhad J. Agric. 37, 14–23. doi: 10.17582/journal.sja/2021/37.1.14.23

 Agarwal, M., Gupta, S., and Biswas, K. K. (2021). A new Conv2D model with modified ReLU activation function for identification of disease type and severity in cucumber plant. Sustain. Computing: Inf. Syst. 30, 100473. doi: 10.1016/j.suscom.2020.100473

 Astani, M., Hasheminejad, M., and Vaghefi, M. (2022). ). a diverse ensemble classifier for tomato disease recognition. Comput. Electron. Agric. 198, 107054. doi: 10.1016/j.compag.2022.107054

 Austria, Y. C., Mirabueno, M. C. A., Lopez, D. J. D., Cuaresma, D. J. L., Macalisang, J. R., and Casuat, C. D. (2022). “EZM-AI: A Yolov5 machine vision inference approach of the philippine corn leaf diseases detection system,” in 2022 IEEE International Conference on Artificial Intelligence in Engineering and Technology (IICAIET). (IEEE), 1–6.

 Buslaev, A., Iglovikov, V. I., Khvedchenya, E., Parinov, A., Druzhinin, M., and Kalinin, A. A. (2020). Albumentations: fast and flexible image augmentations. Information 11 (2), 125. doi: 10.3390/info11020125

 Chen, S., Arrouays, D., Leatitia Mulder, V., Poggio, L., and Minasny, B. (2022). Digital mapping of GlobalSoilMap soil properties at a broad scale: A review. Geoderma 409, 115567. doi: 10.1016/j.geoderma.2021.115567

 Chen, Z., Wu, R., Lin, Y., Li, C., Chen, S., Yuan, Z., et al. (2022). Plant disease recognition model based on improved YOLOv5. Agronomy 12 (2), 365. doi: 10.3390/.agronomy12020365

 Cheng, L., Shi-Quan, S., and Wei, G. (2022). Maize seedling and weed detection based on MobileNetv3-YOLOv4 Vol. 5679– (Institute of Electrical and Electronics Engineers (IEEE), 5683. doi: 10.1109/cac53003.2021.9727999

 Cheng, L., Shi-Quan, S., and Wei, G. (2021). “Maize seedling and weed detection based on MobileNetv3-YOLOv4,” in 2021 China Automation Congress (CAC). (China: IEEE), 5679–5683.

 Gai, R., Chen, N., and Yuan, H. (2021). A detection algorithm for cherry fruits based on the improved YOLO-v4 model. Neural Computing Appl. 1–12. doi: 10.1007/S00521-021-06029-Z

 Ganesan, G., and Chinnappan, J. (2022). Hybridization of ResNet with YOLO classifier for automated paddy leaf disease recognition: An optimized model. J. Field Robotics 39 (7), 1085–1109. doi: 10.1002/rob.22089

 Garg, S., Kaur, K., Kumar, N., and Rodrigues,, J. J. P. C. (2019). Hybrid deep-learning-based anomaly detection scheme for suspicious flow detection in SDN: A social multimedia perspective. IEEE Trans. Multimedia 21, 566–578. doi: 10.1109/TMM.2019.2893549

 Gokulnath, B. V., and Usha Devi, G. (2020). Boosted-DEPICT: an effective maize disease categorization framework using deep clustering. Neural Computing Appl. 1–10. doi: 10.1007/s00521-020-05303-w

 Huang, M. L., Chuang, T. C., and Liao, Y. C. (2022). Application of transfer learning and image augmentation technology for tomato pest identification. Sustain. Computing: Inf. Syst. 33, 100646. doi: 10.1016/j.suscom.2021.100646

 Jeong, H. J., Park, K. S., and Ha, Y. G. (2018). “Image preprocessing for efficient training of YOLO deep learning networks,” in 2018 IEEE International Conference on Big Data and Smart Computing (BigComp). (IEEE), 635–637.

 Jiang, P., Ergu, D., Liu, F., Cai, Y., and Ma, B. (2022). “A review of yolo algorithm developments,” in Procedia computer science, vol. 199. (Beijing, China: Elsevier), 1066–1073.

 Jiang, P., Ergu, D., Liu, F., Cai, Y., and Ma, B. (2021). “A review of yolo algorithm developments,” in Procedia computer science (Elsevier B.V), 1066–1073. doi: 10.1016/j.procs.2022.01.135

 Ji, W., Gao, X., Xu, B., Pan, Y., Zhang, Z., and Zhao, D. (2021). Apple target recognition method in complex environment based on improved YOLOv4. J. Food Process Eng. 44 (11), e13866.

 Jindal, V., and Bedi, P. (2018). High performance adaptive traffic control for efficient response in vehicular ad hoc networks. Int. J. Comput. Sci. Eng. 16 (4), 390–400.

 Khan, F., Zafar, N., Tahir, M. N., Aqib, M., Saleem, S., and Haroon, Z. (2022). Deep learning- based approach for weed detection in potato crops. Environ. Sci. Proc. 23 (1), 6. doi: 10.3390/environsciproc2022023006

 Krawczyk, K., Foryś, J., Nakonieczny, M., Tarnawska, M., and Bereś, P. K. (2021). Transmission of pantoea ananatis, the causal agent of leaf spot disease of maize (Zea mays), by western corn rootworm (Diabrotica virgifera virgifera LeConte). Crop Prot. 141, 105431. doi: 10.1016/j.cropro.2020.105431

 Li, J., Qiao, Y., Liu, S., Zhang, J., Yang, Z., and Wang, M. (2022a). An improved YOLOv5- based vegetable disease detection method. Comput. Electron. Agric. 202, 107345. doi: 10.1016/j.compag.2022.107345

 Li, J., Zhu, X., Jia, R., Liu, B., and Yu, C. (2022b). “Apple-YOLO: A novel mobile terminal detector based on YOLOv5 for early apple leaf diseases,” in In 2022 IEEE 46th Annual Computers, Software, and Applications Conference (COMPSAC). (IEEE), 352–361.

 Liu, J., and Wang, X. (2020). Tomato diseases and pests detection based on improved yolo V3 convolutional neural network. Front. Plant Sci. 11, 898.

 Liu, J., and Wang, X. (2021). Plant diseases and pests detection based on deep learning: a review, Vol. 17. 22. doi: 10.1186/s13007-021-00722-9

 Malta, A., Mendes, M., and Farinha, T. (2021). Augmented reality maintenance assistant using yolov5. Appl. Sci. 11 (11), 4758. doi: 10.3390/app11114758

 Mathayo, P. B., and Kang, D.-K. (2022). Beta and alpha regularizers of mish activation functions for machine learning applications in deep neural networks. Int. J. Internet Broadcasting Communication 14, 136–141. doi: 10.7236/IJIBC.2022.14.1.136

 Miglani, A., and Kumar, N. (2019). Deep learning models for traffic flow prediction in autonomous vehicles: A review, solutions, and challenges. Vehicular Commun. 20, 100184.

 Nayar, P., Chhibber, S., and Dubey, A. K. (2022). “An efficient algorithm for plant disease detection using deep convolutional networks,” in 2022 14th International Conference on Computational Intelligence and Communication Networks (CICN). (Lima, Peru: IEEE), 156–160. doi: 10.1109/CICN56167.2022.10008235

 Ponnusamy, V., Coumaran, A., Shunmugam, A. S., Rajaram, K., and Senthilvelavan, S. (2020). “Smart glass: real-time leaf disease detection using YOLO transfer learning,” in 2020 International Conference on Communication and Signal Processing (ICCSP). (Shanghai, China: IEEE), 1150–1154. doi: 10.1109/ICCSP48568.2020.9182146

 Roy, A. M., and Bhaduri, J. (2021). A deep learning enabled multi-class plant disease detection model based on computer vision. Ai 2 (3), 413–428. doi: 10.3390/ai2030026

 Saleem, M. H., Potgieter, J., and Arif, K. M. (2019). Plant disease detection and classification by deep learning. Plants 8 (11), 468. doi: 10.3390/plants8110468

 Sarki, R., Ahmed, K., Wang, H., Zhang, Y., Ma, J., and Wang, K. (2021). Image preprocessing in classification and identification of diabetic eye diseases. Data Sci. Eng. 6, 455–471. doi: 10.1007/s41019-021-00167-z

 Shaikh, S. G., Suresh Kumar, B., and Narang, G. (2022). Recommender system for health care analysis using machine learning technique: A review. Theor. Issues Ergonomics Sci. 23 (5), 613–642.

 Shar, R. U., Jiskani, A. M., and Qi, Y. (2021). Economic outlook of food crops in pakistan: An empirical study. Economics Manage. Sustainability 6, 72–86. doi: 10.14254/jems.2021.6-2.6

 Sharma, P., Hans, P., and Gupta, S. C. (2020). “Classification of plant leaf diseases using machine learning and image preprocessing techniques,” in 2020 10th international conference on cloud computing, data science & engineering (Confluence). (IEEE), 480–484. doi: 10.1109/Confluence47617.2020.9057889

 Shill, A., and Rahman, M. A. (2021). “Plant disease detection based on YOLOv3 and YOLOv4,” in 2021 International Conference on Automation, Control and Mechatronics for Industry 4.0 (ACMI). (Rajshahi, Bangladesh: IEEE), 1–6. doi: 10.1109/ACMI53878.2021.9528179

 Sinan, UĞ.U.Z. (2020). Automatic olive peacock spot disease recognition system development by using single shot detector. Sakarya Univ. J. Comput. Inf. Sci. 3 (3), 158–168. doi: 10.35377/saucis.03.03.755269

 Sun, J., Yang, Y., He, X., and Wu, X. (2020). Northern maize leaf blight detection under complex field environment based on deep learning. IEEE Access 8, 33679–33688. doi: 10.1109/ACCESS.2020.2973658

 Tudi, M., Daniel Ruan, H., Wang, L., Lyu, J., Sadler, R., Connell, D., et al. (2021). Agriculture development, pesticide application and its impact on the environment. Int. J. Environ. Res. Public Health 18 (3), 1112.

 Turkoglu, M., Hanbay, D., and Sengur, A. (2019). Multi-model LSTM-based convolutional neural networks for detection of apple diseases and pests. J. Ambient Intell. Humanized Computing, 1–11. doi: 10.1007/s12652-019-01591-w

 Umer, S., Rout, R. K., Pero, C., and Nappi, M. (2022). Facial expression recognition with trade-offs between data augmentation and deep learning features. J. Ambient Intell. Humanized Computing 13, 721–735. doi: 10.1007/s12652-020-02845-8

 Waheed, A., Goyal, M., Gupta, D., Khanna, A., Hassanien, A. E., and Pandey, H. M. (2020). An optimized dense convolutional neural network model for disease recognition and classification in corn leaf. Comput. Electron. Agric. 175, 105456. doi: 10.1016/j.compag.2020.105456




Publisher’s note: All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.

Copyright © 2023 Khan, Zafar, Tahir, Aqib, Waheed and Haroon. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.


OEBPS/Images/fpls-14-1079366-g017.jpg
Confidence

1.00

0.90

0.80

0.70

0.60

Recall (%)

——Blight

——Leafspot

—Sugarcane_mosaic

Epoch





OEBPS/Images/M11.jpg
(), pilc)





OEBPS/Images/M10.jpg
LOSS = LOSSy + LOSS oy + LOSS. (10)





OEBPS/Images/M6.jpg
bh = ph(2 x (th))”

(6)





OEBPS/Images/fpls-14-1079366-g008.jpg
’N\
il W4 v

I

‘ I
VOO |
I

I

Augmentation

—1 [ e I
< g0 . Leaf spot
3
— — — — — — — — — — — — — «
)

7] *blight-1_jpg.f.8e5824303¢12¢8526540d0FcebS17f87 txt - Notepad - 0O X

|
File Edit Format View Help

0 0.3723958333333333 0.47693452380952384 0.35751488095238093 0.5364583333333334 |
0.3463541666666667 0.5904017857142857 0.35007440476190477 0.6294642857142857
0.3556547619047619 0.6573660714285714 0.3742559523809524 ©.6839880952380952
0.40587797619047616 0.6741071428571429 0.4226190476190476 ©.6350446428571429 |
0.4375 0.5941220238095238 0.43191964285714285 0.5531994047619048 0.417038690476:
0.5178571428571429 0.4226190476190476 0.46577380952380953 0.43005952380952384 |

0.4192708333333333 0.4263392857142857 0.36904761904761907 0.40401785714285715
0.40066964285714285 0.37983630952380953 ©.42857142857142855 0.3723958333333333
0.47693452380952384

Visualization Mobile Application

r
|
|
|
I
|

Data Annotation in YOLO Format

I — — — — —

e e s P —_—_————— L - LN U -

II_______I I

| I Annotated Dataset I I
| e — ]
I | Maize Disease Detection g
I I R e ] 3 | I 3
I Random | (W ( g i Convolutional |1 I § o4 —Blight
I Spliting | 93 ——Leaf Spot
I I | Blight Convoluiondl 353 | I 0 — Sugarcane_mosaic
I | Convolutional 11 | & I
l 1
H
I 80% 20% 1

Convolutional 343

| |
1
| |
1
1
I
| |
1
1
| |
1
1

el |
1
: I Recall (%)
I
1
1
. |
I
1
1
| |
1
i |
I

Convolutional 11

I Input image Convolutional 11 E: I
I 4164416 , ; |

Convolutional 313

——Blight
—Leafspot

—
Confidence

~——Sugarcane_mosaic

I I Train Test

e e e —— — — — —] I

| Dataset Partition I | Model Performance

L





OEBPS/Images/M12.jpg
LOSSons i B C)

 AeObER o EMo s EQLL)EGH G (12)






OEBPS/Images/fpls-14-1079366-g001.jpg
/7 : : /Z /7 7 ) |
[ﬁ Convolutional @ Convolutional Ij Upsampling ' Concatenate m Conv2d .
set 1x1 v 1x1 .

Sugarcane Mosaic virus - | | Convolutional 33
O RT : .

Convolutional 1<1
Convolutional 3%3

19S [EUONN[OAUO))

Convolutional 1x1

79™ layer’

Convolutional 1x1

Input image ‘ g
416x416 |/ g

Convolutional 33






OEBPS/Images/fpls-14-1079366-g018.jpg
O e
SAMSUNG

1452 ©

Maize Disease Detector

Enter User Name / Email

Enter your Password

Login

New User? Register Here

Select Image
Source:

Browse Image

Live Camera

L]
SAMSUNG

%1442 ®

Maize Disease Detector

|sugarcane_m

Sugarcane mosaic

Leaf spot






OEBPS/Images/M5.jpg
bw = pw(2 x (tw))*

(5)





OEBPS/Images/fpls-14-1079366-g009.jpg
D, UsoA, UsesinaiaCiRID, G, and iins €IS User Communiy

LN ' IR
“Soures: Bs axaMGEGEYE [EalithStary = =
&ngg%?éygﬁgélmy USDA, 0 15 30 b i 120 -§||||||||||||||||||F Boundary

USES, Ass08RID, NEN, e s GIS U7 I o W s N s E— s 1Y (S (51 4
Communiiys :






OEBPS/Images/fpls-14-1079366-g010.jpg
300
700
600
9]
2 500
£
8 400 360
S
s 300 246
2
200

01-Aug-21 13-Aug-21 01-Sep-21

Image collection dates

= blight lil sugarcane mosaic r4 leafspot





OEBPS/Images/M4.jpg





OEBPS/Images/fpls-14-1079366-g019.jpg
User Login <€—yes

From Live
Camera

Regiter?

Slect Image

From Gallery

Detection
Module

Disease

Detected?

No=—p>

Register
Yourself

No

Blight

Leafspot

Sugarcane_Mosaic






OEBPS/Images/table2.jpg
Features Details

Software Linux 64-bit OS
Python 3.8
OpenCV 4.2
CUDA 11.3
cuDNN 8.2

Hardware NVIDIA RTX A4000
RAM 32 GB





OEBPS/Images/fpls-14-1079366-g006.jpg
>
Q
£
=
o
L
o






OEBPS/Images/fpls-14-1079366-g011.jpg





OEBPS/Images/M3.jpg





OEBPS/Images/im1.jpg





OEBPS/Images/table1.jpg
Model Hyperp

YOLOv3-tiny  alpha
batch size
Subdivisions
Activation function

YOLOv4 max batches
alpha
batch size
Subdivisions
Activation function

YOLOV5s Optimizer
Momentum
alpha
batch size
Activation function
Weight decay

YOLOv7s Alpha
Momentum
Optimizer
Weight decay
Activation function
Batch size
Warmup epochs
Warmup bias Ir
(learning rate)

YOLOv8n alpha
momentum
weight decay
warmup epochs
warmup momentum
Warmup bias Ir
Optimizer
Batch size
Activation function

Value

0.001
64
16
Leaky-ReLU

6000
0.001
64
16
Mish

Stochastic Gradient Descent
0.937
0.01
64
Mish
0.005

0.01
0.937
Stochastic Gradient Descent
0.0005
leaky ReLU

64
3.0
0.1

0.01
0.937
0.0005
30
0.8
0.1
Adam
64
SiLU





OEBPS/Images/fpls-14-1079366-g007.jpg
Backbone

Details

hxwxec_in

Conv
ks, p,c

hxwxc_out

hxw x0.5¢_out

Bottleneck -
shortcut=? { Bottleneck
- ' Shortcut=False

h xw x 0.5¢_out
[}

h xw x 0.5¢_out
o . v
shortcut=True, n=3xd Bottlened(
i shortcut=?

Conv
k=3, s=1, p=1

c2f
Shortcut=?, n k=1, s=1, p=1

caf
shortcut=True, n=3xd

c2f
shortcut=True, n=6xd

A0X40X512xwW

c2f
shortcut=false, n=3xd

shortcut=True, n=3xd

-
A\
a
.

Backbone

Head





OEBPS/Images/fpls-14-1079366-g004.jpg





OEBPS/Images/fpls-14-1079366-g012.jpg
899 x 1599

416 x 416






OEBPS/Images/im2.jpg
AP and A°





OEBPS/Images/M2.jpg





OEBPS/Text/toc.xhtml


  

    Table of Contents



    

		Cover



      		

        A mobile-based system for maize plant leaf disease detection and classification using deep learning

      

        		

          1 Introduction

        



        		

          2 Background

        

          		

            2.1 YOLOv3-tiny

          



          		

            2.2 YOLOv4 model

          



          		

            2.3 YOLOv5s model

          



          		

            2.4 YOLOv7s

          



          		

            2.5 YOLOv8n

          



        



        



        		

          3 Materials and methods

        

          		

            3.1 Dataset collection and description

          



          		

            3.2 Study area

          



          		

            3.3 Experimental setup

          



          		

            3.4 Image acquisition

          



          		

            3.5 Image preprocessing

          



          		

            3.6 Data augmentation

          



          		

            3.7 Image annotation

          



          		

            3.8 Model performance evaluators

          



          		

            3.9 Model training and hyperparameters setup

          



        



        



        		

          4 Results and discussion

        

          		

            4.1 Maize disease detection results

          



          		

            4.2 Performance evaluation of detection models

          



          		

            4.3 Mobile application

          



          		

            4.4 Comparative analysis between applied models

          



        



        



        		

          5 Conclusion

        



        		

          Data availability statement

        



        		

          Author contributions

        



        		

          Funding

        



        		

          Acknowledgments

        



        		

          Conflict of interest

        



        		

          Footnotes

        



        		

          References

        



      



      



    



  



OEBPS/Images/crossmark.jpg
©

2

i

|





OEBPS/Images/fpls-14-1079366-g021.jpg
A
|
|

7} A
|
i

|
| |
| . | . |
Image Data Collection  Resizing 416x416 Augthentation  Tiny-YOLOV3, YOLOv4, Output
YOLOvVSs, YOLOVT7s,
YOLOv8n

University Preprocessing Flipping, Rotating, Scaling, = Model Training Disease
Research Farm, I Cropping, Labeling
Koont :

|
|
v






OEBPS/Images/table4.jpg
(Liu and
Wang,
2020)

(Li et al.,
2022b)

(Li etal,
2022b)

(Austria
etal,
2022)

Our study

Tomato

Vegetables

Apple

Corn

Maize

Algorithm

YOLOv3

YOLOV5s

YOLOV5

YOLOV5

YOLOV3-tiny, YOLOv4,
YOLOVSs, YOLOVTs,
YOLOvV8n

Accuracy (%)

92.39

93.10

90.00

97.00

69.40%, 97.50%,
88.23%, 93.30%,
99.04%





OEBPS/Images/table3.jpg
Yolo Variants

YOLOV3-tiny
YOLOv4
YOLOv5s
YOLOv7s

YOLOv8n

78.11

98.71

99.40

98.70

99.05

7243

97.11

91.70

9220

99.01

57.71

96.57

73.60

89.00

99.07

69.40

97.50

88.23

93.30

99.04

Precision
(%)

Recall
(%)

0.43
0.98
0.89
0.95

87.66





OEBPS/Images/logo.jpg
, frontiers ‘ Frontiers in Plant Science





OEBPS/Images/fpls-14-1079366-g014.jpg
train/seg_loss

train/cls_loss

metrics/precision

o0 .
te, oY .
350 R T
= 080 [ S 7
250 os
200 |+
- os
o \\~_~ o
os0
om0 oo
R A 11019 28 37 46 55 64 73 82 91100
T PP T 11019 28 37 46 55 6 72 82 91 100
metric/recall val/seg_loss metrics/mAPS0
f 100 " .
VN,
03 o | nr
o5 oe
04 o
oz |, os oz
o ° oo

11019 28 37 46 55 64 73 82 91100

11019 28 37 46 55 64 73 82 91100

1101928 37 46 55 64 73 82 91100






OEBPS/Images/fpls-14-1079366-g013.jpg





OEBPS/Images/fpls.2023.1079366_cover.jpg
& frontiers | Frontiers in Plant science

A mobile-based system for maize plant leaf
disease detection and classification using
deep learning





OEBPS/Images/M1.jpg
{ax»if x>0
Leaky - ReLU(x) = max(ax,x) = [&)
if x20






OEBPS/Images/fpls-14-1079366-g005.jpg
Input Image

| 1.Backbone

P 11 24 37
| e [ e8] [cesis] e | JNGERN (e | (e | (oo | [

2. Head 101

416 x 416

MP1:C —»C MP2:C —» 2C |

ELAN

C/2






OEBPS/Images/M13.jpg
AC-A-AT 1

LOSS - 1~ IOU(A?, A%)+ e

(13)





OEBPS/Images/M9.jpg
2%
mAP = 1/NS AP





OEBPS/Images/fpls-14-1079366-g015.jpg
u alcane e

54&

i0saic’

¥

s il

osai
L i [EfohO7oaiiaRp05ac0es:

¥
A

"Kv_

[‘
3

\

jarcane_mosaic
T ,NJ Ra uuowz

Er






OEBPS/Images/fpls-14-1079366-g002.jpg
Neck
CSPDarknet-53 [ o o e e

Input image

output image

g | (oo |

416x416

Path aggregation network(PAN)

Spatial pyramid |
Pooling (SPP) :






OEBPS/Images/M8.jpg
Recall =

TP + FP

(8)





OEBPS/Images/fpls-14-1079366-g016.jpg
Confidence

1.0

0.9

0.8

0.7

0.6

0.5

0.4

0.3

0.2

0.1

0.0

Precision (%)

——Blight

——Leaf Spot

——Sugarcane_mosaic

10 19 28 37 46 55 64 73 82 91 100

Epoch





OEBPS/Images/fpls-14-1079366-g003.jpg
Detection

Head: PA-Net

BackBone

Input image

Output image
416x416

Convlx1l

Conv3x3 S2
Conv3x3 S2

Input image
416x416





OEBPS/Images/fpls-14-1079366-g020.jpg
mAP

Mean Average Precision Of Each Model

100
90
80
et
+
70 654
‘o4
60 o84
‘o4
50 1984
954
40 44
33
30 2904
33
20 *ee
$o 4
Fo04
10 ‘o4
$ 904

Object Detection Models
Mtiny-YOLOv3 BYOLOv4 RKIYOLOv5s EYOLOv7s YOLOvV8n





OEBPS/Images/M7.jpg
Precision =

1P
TP + FN

@





