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Controlling crop diseases and pests is essential for intelligent agriculture (IA) due to the significant reduction in crop yield and quality caused by these problems. In recent years, the remote sensing (RS) areas has been prevailed over by unmanned aerial vehicle (UAV)-based applications. Herein, by using methods such as keyword co-contribution analysis and author co-occurrence analysis in bibliometrics, we found out the hot-spots of this field. UAV platforms equipped with various types of cameras and other advanced sensors, combined with artificial intelligence (AI) algorithms, especially for deep learning (DL) were reviewed. Acknowledging the critical role of comprehending crop diseases and pests, along with their defining traits, we provided a concise overview as indispensable foundational knowledge. Additionally, some widely used traditional machine learning (ML) algorithms were presented and the performance results were tabulated to form a comparison. Furthermore, we summarized crop diseases and pests monitoring techniques using DL and introduced the application for prediction and classification. Take it a step further, the newest and the most concerned applications of large language model (LLM) and large vision model (LVM) in agriculture were also mentioned herein. At the end of this review, we comprehensively discussed some deficiencies in the existing research and some challenges to be solved, as well as some practical solutions and suggestions in the near future.
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1 Introduction

Crop diseases and pests are the major natural disasters affecting agricultural production. They are the main factors restricting high yield, high quality, high efficiency, ecology, and agriculture safety. The food and agriculture organization (FAO) of the United Nations reports that pests account for an annual loss of approximately 10-15% in global crop yields, totaling over 300 million tons (Qi et al., 2019). Crop diseases and pests have the characteristics of many kinds, significant influence, and break out easily, which will cause the decline of crop quality and yield. Therefore, in actual agricultural production, the rapid acquisition of crop pest information and early detection of pests and diseases is critical for achieving crop yield increase and reducing disease losses (Thangaraj et al., 2021). It is also an essential basis for the implementation of intelligent agriculture (IA).

Traditional detection methods of crop diseases and pests mainly rely on artificial visual evaluation, serology, and molecular biology-based technical means. Examples of these technical means include flow cytometry, enzyme-linked immunosorbent assay (ELISA), immunofluorescence (IF), polymerase chain reaction (PCR), and fluorescence in situ hybridization (FISH) (Carvajal-Yepes et al., 2019). Although these crop disease detection technologies can accurately diagnose crop diseases, they have some drawbacks. These drawbacks include being time-consuming, inefficient, and destructive, requiring detailed sampling and processing procedures, requiring technicians with strong professional knowledge and skills, and being greatly affected by human factors. It is challenging to detect large-scale full-coverage field crop diseases and pests effectively, which limits the development of IA and crop breeding. Therefore, how to quickly, accurately, and efficiently monitor the occurrence of crop diseases and pests in a wide range and timely prevent and control early conditions has become a significant problem in crop production. In addition, how to minimize the losses caused by pests and diseases to crops is also an essential issue that needs to be addressed.

At present, the detection of crop diseases is divided into several types. These types include indoor fine detection based on leaf detection, agricultural machinery as the main platform for a single plant or small-scale crop canopy field fine detection, aircraft monitoring platforms for crop canopy farmland plot scale detection, and satellite images as the data source of regional scale detection (Zhang et al., 2019). Ground-level RS platforms including indoor and field fine detection scales have the characteristics of a controllable environment and high accuracy. However, they cannot obtain crop disease information in an extensive range (Liu et al., 2020). Satellite-level RS has some shortcomings, such as low spatial and temporal resolution, poor timeliness, and low accuracy. The low-altitude RS platform represented by UAVs has become a new means for obtaining crop disease information at the scale of farmland plots under its advantages of flexibility, low cost, and suitability for complex farmland environments (Mukherjee et al., 2019). The UAV platforms can carry a variety of sensors, including RGB cameras, multi-spectral cameras, infrared thermal cameras, hyperspectral cameras, laser radar, etc (Yang et al., 2017). Among these sensors, RGB cameras, multi-spectral cameras, and other spectral imaging sensors are widely used to acquire farmland crop disease information due to their lightweight, low-cost, and easy operation. After diseases attack crops, their color, texture, and spectral characteristics will change to a certain extent, and the effects of different diseases on crops are also disparate. Accordingly, the limitations of traditional detection methods, such as their reliance on manual labor and susceptibility to human error, are significantly addressed by UAV remote sensing technology, which enables rapid, accurate, and scalable monitoring of crop health, thereby fostering new opportunities for intelligent agriculture.

The unmanned aerial systems consist of different integrating sensors (high-resolution RGB, multispectral, hyperspectral, Li-DAR, and thermal), Internet connectivity, flight missions, data collection, image processing, and AI algorithms (García et al., 2020). One of the most common applications is the assessment of crop health through RS and image processing (Radoglou-Grammatikis et al., 2020), which is the focus of this paper. UAV is remotely controlled by an operator and can carry a variety of cameras such as multi-spectral and hyper-spectral, thus acquiring aerial images, providing a wealth of information on crop growth, health status, and environmental conditions. However, the full potential of UAV-collected data can only be realized through sophisticated image processing and analysis techniques  (Peñuelas et al., 1995). Deep learning, a powerful branch of machine learning, has demonstrated remarkable capabilities in analyzing and interpreting complex image data. By leveraging deep neural networks, deep learning algorithms can extract meaningful features from raw imagery, enabling precise classification and detection of crop diseases and pests.

This paper focuses on UAV-based hardware devices and imagery process methods that are used in crop diseases and pests. The apparatus comprises standard sensor types, featuring AI-driven processing of UAV RS images employing traditional ML algorithms as well as emerging DL algorithms, to achieve larger scale, faster, and higher accurate surveillance and management of crop diseases and pests. To sum up, we made some contributions:

	Finding the hottest topics in IA related to ‘UAV’, ‘remote sensing’ and ‘deep learning’. A presentation of keyword co-occurrence analysis, an authors’ co-occurrence analysis, and geographical relations.

	An explanation of crop diseases and pests detection. A synopsis of typical types of UAVs and sensors. As well as the technology road-map of the RS system.

	A summary of the common vegetation indices and texture characteristics, application of the wavelength selection algorithms which were widely used in features extraction.

	A review of some examples in crop detection using traditional ML methods and prominent DL methods in recent years. A brief description of these algorithms and an elaborate discussion of several detailed areas in applying UAV-based RS for crop protection.

	Proposing some deficiencies in the existing research and challenges to be solved. A prospect of the future of deep learning and artificial general intelligence (AGI) in intelligent agriculture.






2 Finding the hot-spots by bibliographic analysis

Using the literature data from the core database of the Web of Science (WOS), we searched the literature on keywords including ‘remote sensing’ and ‘deep learning’ from January 1, 2018, to January 1, 2024, to determine the current international mainstream methods for monitoring crop diseases and pests. To avoid duplication and messy data, we manually cleaned up the papers that did not meet the research theme and finally selected 13738 papers for analysis. Herein, we extracted the abstracts, keywords, authors, countries, journal names, and other information, used VOSviewer (version 1.16.18, Leiden University, Leiden, The Netherlands) to build a database of the extracted data, analyzed the article through clustering, principal component analysis (PCA), and different algorithms to present the results in visual charts (Yang et al., 2020).



2.1 Keyword co-occurrence analysis

Firstly, we used the clustering algorithm of VOSviewer to cluster and determine the relationship between the subjects in the selected literature set by the co-occurrence of words or noun phrases in the literature set to obtain the keyword co-occurrence analysis between the core words, including ‘UAV (UAVs/UAS/UAV-based platforms/drones) ‘, ‘remote sensing’ and ‘intelligent agriculture’. As shown in Figure 1, the research hot-spots is ‘UAV’, ‘remote sensing’ and ‘deep learning’ from 2018 to 2024. It can be seen that UAV low-altitude RS has a very close cross-connection with IA, especially in crop diseases and pests. The UAV RS system can effectively use vegetation indices to estimate biophysical parameters and generate water stress detection images of leaf area index, chlorophyll content, photochemical reflectance index, and canopy temperature, which is vital for monitoring and prevention of crop diseases and pests (Ren et al., 2020). We clustered the analysis results and used three colors to represent the three clusters. The blue clusters are UAV-centered for correlation analysis, and similarly, the red ones are for remote sensing and the green ones are for deep learning.




Figure 1 | The keyword co-occurrence analysis results.






2.2 Author co-occurrence analysis

Subsequently, we focused on the paper’s authors and the countries for data statistics and analysis. Statistic methods for instance factor analysis, cluster analysis, and PCA were used to judge the research similarity of the literature of two different authors. It is assumed that more than three authors cite the literature of the same two authors, and the citation frequency is high. In that case, it proves that the academic research relationship between the two authors is relatively close. The authors of the selected kinds of literature were classified through VOSviewer. The visualization method showed the academic relationship between the authors who form a scientific community in ‘UAV low-altitude RS ‘ and ‘crop diseases detection’. As illustrated in Figure 2, Guijun Yang (the National Engineering Research Center for Information Technology in Agriculture), Yubin Lan (the College of Engineering, South China Agricultural University/National Center for International Collaboration Research on Precision Agricultural Aviation Pesticides Spraying Technology), Yong He (the College of Biosystems Engineering and Food Science, Zhejiang University, Hangzhou), and other authors published many papers on the application of UAV RS in IA from 2018 to 2024 and had close academic relations with many authors.




Figure 2 | The authors’ co-occurrence analysis results.






2.3 Analysis of the geographical relationship

After that, we analyzed the geographical relationship of the authors and used VOSviewer to analyze the degree of academic cooperation among countries. Then we got the national cooperation network map, as shown in Figure 3. Moreover, we also statistically analyzed the number of relevant papers published in the past six years. The top ten publishing countries are China, the United States, Australia, Spain, Brazil, Germany, Canada, Italy, the United Kingdom, and Mexico. Two major scientific communities have been formed: a ‘cooperative relationship zone’ dominated by Sino-US cooperation and radiating to Australia, Canada, Brazil, and other countries. The European academic cooperation circle is led by Spain, Germany, Italy, and the United Kingdom and radiates to Turkey, Iran, Israel, and other countries.




Figure 3 | The geographical relations analysis results.






2.4 Publication and citation of articles on crop diseases and pests monitoring by UAV RS

According to the authors’ co-occurrence analysis, from the co-occurrence map and national cooperation network formed by VOSviewer, low-altitude RS realized by UAVs has gradually become the most powerful tool in recent years (Abd El-Ghany et al., 2020). The application of UAV RS in IA, especially diseases and pest control, has achieved plentiful good results and has gradually become one of the most promising technologies to support integrated pest management (Xu et al., 2022).

The reasons for the wide use of UAVs are obvious. The bacterium, fungi, actinomyces, and other pathogens usually use soil, water, and wind as a medium to spread their spores to make crops sick. The dormancy of adults often causes infestations during overwintering in the previous year and mass breeding in the suitable season of the following year. After diseases and pests attack the crops, their morphological, color, and spectral characteristics (light absorption, reflection, transmission) will change greatly. Different types and degrees of diseases and pests caused by different crop growth conditions, also have more significant differences. Thus, to a certain extent, crop images and spectral information can reflect the occurrence and severity of crop diseases and pests. It also provides a theoretical basis for acquiring and analyzing information about crop diseases and pests by various imaging sensors on the UAV. Many scholars at home and abroad have used this theoretical basis to conduct experimental analysis and published many high-quality articles on crop diseases and pests with the help of UAV RS.

RS based on the UAV platforms has apparent advantages in obtaining pest information of field crops, for instance, high operation efficiency, high spatial-temporal resolution, synchronous image acquisition, and timely field sampling, and excellent structure and texture information. It can carry out rapid qualitative and quantitative research on much information about crop pests, which has been fully reflected in pests monitoring and classification of rice, wheat, corn, and other crops. The advantages of UAV RS provides a real-time and accurate ‘ground-space’ integrated platform for crop diseases and pests monitoring (Ahmad et al., 2022).





3 UAV RS in crop diseases and pests

Crop diseases and pests are one of the major agricultural disasters in China, which are characterized by many types, great influence, and frequent outbreaks, and their occurrence and severity often cause significant losses to our national economy, especially agricultural production. The following types of leaf pests and diseases (Zhou et al., 2023) are common: apple scab, black rot, cedar apple rust, rust, grape black rot, and strawberry leaf scorch. From sowing, and growing to harvesting, crops are often victimized by various pests (plant pathogens, pests, weeds and rodents, etc.), thus affecting the yield and quality of cultivated plants, due to the great variety of pests, their different forms, and their different patterns of occurrence. Therefore, it is very difficult to rely only on human experts to recognize pests and master their habits and characteristics. It is extremely important to rely on the methods of ML models and deep learning models to prevent and control pests.

The principles of disease control are: To depress the pathogen or inhibit its occurrence and spread; To improve the disease resistance of the host plant; To control or modify the environmental conditions so that they are favorable to the host plant and unfavorable to the pathogen, and to inhibit the occurrence and development of the disease. Generally, emphasis is placed on the prevention of plant populations, and integrated control measures are taken by the occurrence and development patterns of crop diseases according to location and time.



3.1 Definition of pest damage and crop diseases

Pest damage is a phenomenon that harmful insects cause damage to plant growth during the growth of a crop. Crop diseases are the stunting, wilting, or death of a plant body, usually caused by bacteria, fungi, viruses, algae, or unsuitable climate and soil, and is a natural disaster.

Diseases are categorized into two main groups: invasive and non-invasive. The classification of invasive diseases caused by pathogenic organisms is: (1) According to the pathogen is divided into fungal, bacterial, viral, and nematode diseases. (2) According to the host plant is divided into crops, vegetables, fruit tree diseases and forest diseases, etc., but also according to the type of crop is divided into wheat, rice, cotton, and other different crop diseases. (3) According to the symptoms, it can be divided into leaf spot disease, rot disease, wilt disease, and so on. (4) According to the site of disease, it can be divided into root disease, stem disease, leaf disease, fruit disease, and so on. (5) According to the mode of transmission, it can be divided into airborne, waterborne, soil-borne, seedling-borne, insect-mediated transmission, and so on (Chaube and Pundhir, 2005).




3.2 Using UAV RS for efficient crop diseases and pests detection

Currently, the detection methods for plant disease mainly include sensory judgment, physical and chemical inspection, conventional machine vision, and other methods, which have high error rates and are easy to cause waste of pesticide spraying and environmental pollution (Zhao et al., 2013). These methods have a high error rate, and for instance, in large areas of tea plantations, disease identification is time-consuming and costly. Therefore, finding a fast and efficient identification method is of great significance to agricultural plant protection.

Crop diseased leaf image segmentation (Huang et al., 2021) is a difficult problem in the research of crop disease recognition methods based on image analysis and computer vision. It is a method that extracts the significant lesion areas of interest from the original lesion leaf images, eliminates the non-significant and unimportant areas, and highlights the important parts of the lesion images, which is conducive to the detection, diagnosis, and identification of crop diseases in the later stage of the disease.

Annotation methods play a crucial role in image analysis tasks such as classification, detection, and segmentation. Depending on the specific task, annotation methods can be divided into three categories: bounding box annotations for detection tasks, polygon annotations for segmentation tasks, and categorical labels for classification tasks. Bounding box annotations involve drawing rectangles around objects of interest, while polygon annotations outline the precise shape of objects. Categorical labels, on the other hand, assign a class label to each image or region of an image. By understanding the different types of annotations and how they relate to specific image analysis tasks, researchers can choose the most appropriate annotation method for their particular needs. As shown in Figure 4, there is a big difference between the crop images acquired using UAV and the lab images. Most UAV images are canopy images of the plant, containing a variety of data such as leaves, and stalks, and are non-destructive to the crop. Laboratory images require that diseased leaves be removed from the crop and photographed in a laboratory environment. The advantage of laboratory images is their high resolution, which is very useful for pest and disease classification. On the other hand, the resolution of UAV imagery is a big challenge. Imagery with insufficient resolution is difficult to categorize using AI algorithms. Therefore, the choice of the type of cameras and image processing algorithms carried by the UAV is crucial.




Figure 4 | Crop diseases and pests imagery.






3.3 Advantages and application prospects

UAV RS technology in IA can quickly cover large areas of farmland, offering a more efficient and flexible approach compared to traditional ground surveys or manned aircraft remote sensing, which has the advantages of monitoring a wide area, in real-time, objective, high efficiency. It not only can effectively reduce the cost of manpower and material resources, but also facilitates a comprehensive grasp of the overall disaster situation, and puts forward more rapid and effective countermeasures, which in turn reduces the damage caused by pests and diseases to crop resources.

Addressing the UAV imagery resolution challenge, the integration of sensors, including high-resolution cameras and multispectral imaging devices, enhances the capabilities of UAVs. This integration empowers UAVs to capture detailed images with superior resolution, enabling precise identification and localization of crop diseases and pests issues, even in their early stages of infestation. Moreover, using multispectral and hyperspectral sensors, UAVs can gather data across different wavelengths. This helps in more accurately analyzing crop health and identifying specific types of pests or diseases. In addition, UAVs can provide timely information on pests and diseases, enabling farmers to take preventive measures and making agricultural management more intelligent. Preventing widespread infestations while reducing the use of insecticides. In summary, UAV remote sensing technology provides an efficient, cost-effective, timely, and accurate method for pest and disease monitoring, which is important for modern agricultural management and crop protection.





4 UAV RS systems

The above analysis showed that UAV RS has been widely used in various fields of IA, especially in crop diseases and pests monitoring, and the UAV RS system represented by plant protection UAV has been rapidly developed and applied (He, 2018; Yang K. et al., 2020). A complete set of low-altitude UAV RS systems mainly includes a UAV platform, sensors, a ground station system, and a communication data link. Here, we focus on reviewing the typical types of UAVs, as well as the four typical types of sensors.



4.1 Typical types of UAVs

With the rapid development of UAV low-altitude RS, represented by plant protection, UAVs have excellent performance in crop information collection, pest monitoring, spraying, fertilization, and other fields. According to the structure of UAVs, plant protection UAVs are divided into coaxial, single-rotor, and multi-rotor helicopters (Lan et al., 2019). The coaxial plant protection helicopters are generally a hydraulic motor type with solid endurance, sizeable operating area, and other characteristics. But limited by the engine maintenance complexity, as well as the engine life being short and other issues, they are rarely used in practical agricultural operations. Single-rotor plant protection UAVs are mainly the oil-driven type. Compared with coaxial plant protection helicopters, oil-powered single-rotor plant protection drones can effectively reduce maintenance frequency and extend engine life; they have a wide range of crop applications and long working hours. However, because of their high cost and hard to control, they still have certain limitations in large-scale agricultural applications.

Given the limitations of coaxial and single-rotor plant protection drones, electric multi-rotor plant protection drones are widely used in crop disease monitoring. Multi-rotor plant protection UAVs can be divided into four rotors, six rotors, eight rotors, and other unmanned aerial vehicles. The fuselage body is usually made of carbon fiber to reduce its load. With the characteristics of large load, convenient maintenance, sufficient power, etc., they have become the mainstream model of plant protection UAVs (Chen H. et al., 2021; Chen et al., 2017). At present, RS monitoring based on multi-rotor UAVs equipped with visual sensors has been widely used in crop diseases and pests identification (Yinka-Banjo and Ajayi, 2019), growth monitoring, yield estimation (Yang et al., 2015), crop lodging judgment, and other aspects, and RS monitoring provides a new means for crop growth monitoring.




4.2 Typical types of sensors

Given that a variety of sensors are available for UAV systems, it is valuable to provide an overview of the cameras and sensors applicable to UAV systems and their characteristics. Colomina and Molina (2014) within their paper reviewed the specific parameters and applications of several RGB cameras, multi-spectral cameras, hyperspectral cameras, thermal cameras, and laser scanners adapted to UAVs, as can be seen in the literature. In pest and disease detection, especially the first four cameras are more applied in UAV RS, and these images are shown in Figure 5. Therefore, suitable solutions and deployment of UAV platforms can be found according to the research purpose and available budget.




Figure 5 | The UAV RS system mounted types of cameras.





4.2.1 RGB cameras

RGB cameras measure specific intensities of the three-color channels of red (R), green (G), and blue (B) in the visible spectrum (400-780 nm), and the color of each pixel is expressed by the superposition of specific values of the three-color channels. RGB cameras have the advantages of being low-cost, easy to carry, and easy to operate, and has been widely used in plant phenotype research (Su, 2020). RGB images are usually processed and analyzed by ML or DL and have excellent application space in crop recognition, plant defect, and greenness monitoring due to their excellent performance (Dalsass et al., 2016; Darwin et al., 2021; van Iersel et al., 2018). Nevertheless, due to the limitation that the RGB cameras only contain three color channels in the visible light range and the poor spectral resolution, it is usually necessary to cooperate with other cameras to complete the identification and detection task.




4.2.2 Multi-spectral cameras

Multi-spectral cameras are mainly used for the visible/near-infrared (VIS/NIR) region, which can obtain the advantages of both spatial information and spectral information of the detected targets. Rapid acquisition and analysis of crop growth information are achieved by analyzing changes in absorption, transmission, or reflection spectra in the visible (400-780 nm) and near-infrared (780-2500 nm) regions. The visible spectrum primarily conveys color-related information, whereas the near-infrared spectrum is derived from the molecular group’s vibrational absorption. When crops are afflicted by pests and diseases, a range of physiological and biochemical reactions take place, altering the composition and distribution of pigments, water, and other tissues in affected crops compared to their healthy counterparts. This leads to changes in the density and vibrational intensity of molecular bonds such as C-H, O-H, N-H, etc., which in turn cause variations in optical properties. It provides a theoretical basis for the wide application of multi-spectral cameras in crop yield, pest monitoring, and other fields (Ali et al., 2022). With the continuous development of cameras, the development of multi-spectral camera systems has derived many different types: Fourier transform base spectroscopy, wide and narrow band filters, and the like.




4.2.3 Hyperspectral cameras

By capturing the spectral information of a target object at different wavelengths, the hyperspectral camera generates a data cube that contains both spatial and spectral information, allowing the user to analyze the target object from different angles and depths. Compared with the multi-spectral cameras, the imaging systems of the hyperspectral camera can collect more spectral bands, typically up to more than 100 spectral bands, and the hyperspectral cameras usually use one or more continuous wavelength ranges. This provides an incredibly detailed spectral signature for each pixel, enabling the identification of specific materials and chemicals. The use of hyperspectral RS can monitor the growth of crops in the field. By effectively integrating the obtained data, it can provide relevant information promptly, and applying this technology in predicting farmland disasters has a significant effect. Digital processing of images enables segmentation and classification of leaves in the corn fields of the Mexican fields making use of HIS color models (Carranza-Flores et al., 2020; Bravo-Reyna et al., 2020). Applying this mechanism to agricultural management can improve agricultural management and reduce the cost of agricultural management (Lu et al., 2020).




4.2.4 Thermal infrared cameras

Infrared thermal imaging cameras detect infrared radiation emitted by objects, allowing for the measurement of their surface temperatures. They are sensitive to temperature differences and can detect subtle changes that are invisible to the naked eye. Infrared thermal imaging cameras are valuable tools for monitoring water stress in crops. Thermal infrared cameras operate by using the sensors they carry to capture infrared radiation in the range of 0.75 to 1000 µm emitted by the target object and feedback on the temperature of the target object as a digital thermal radiation image (Costa et al., 2013). When pests or pathogens infect crops, physiological states, for instance, transpiration, photosynthesis will change. Thermal infrared cameras can effectively monitor various characteristics, such as crop growth status and water stress, greatly contributing to IA (Calderón et al., 2013; Gago et al., 2015).





4.3 The technology road-map of RS

From the acquisition of UAV RS images to the identification and location of crop diseases and pests, the whole process involves a series of complex processing processes. The main technology road-map of crop diseases and pests monitoring can be seen in Figure 6. The whole process includes image acquisition, image preprocessing, spectral feature extraction (including vegetation index, effective wavelengths), image feature extraction (texture characteristics, temperature gradient characteristics), modelling, prediction and evaluation using machine learning methods or deep learning methods, and finally using the predicted values to achieve monitoring and treatment of crop pests and diseases. Image preprocessing is necessary to improve image quality, remove noise interference in bad weather, simplify data and increase the accuracy and efficiency of subsequent image analysis and processing tasks. Because of the wide range of applications of spectral image sensors, this paper focuses mainly on spectral images. Traditional machine learning methods need to extract features before building a model and finally get the predicted values, while deep learning methods can build models directly from image inputs. Through qualitative analysis, it is possible to determine whether the crop is infected with a disease and what type of disease it is. Through quantitative analysis, it is possible to analyze whether the crop is in the early, middle or late stages of the diseases/pests infestation, the severity of the diseases/pests infestation, and most importantly, construction a map of the regional distribution of the diseases/pests infestation (Kerkech et al., 2020). In this way, we can realize crop diseases and pests monitoring and treatment based on the UAV RS. During the flight of the UAV, it will be affected by many factors, such as light, wind speed, and the state of the crop canopy. The collected RS data often have noise and interference information, which brings adverse effects to constructing the pest detection model (Alvarez-Vanhard et al., 2021).




Figure 6 | The main technology roadmap of crop diseases and pests monitoring.



Although many UAV RS systems are equipped with corresponding image processing software for noise processing, many noises are still in the processed RS data (Bunting, 2017). To eliminate the noises and interference information in RS data, improve the stability and signal-to-noise ratio of data, and obtain more helpful information for the detection tasks, savitizky-golay convolution smoothing (SG), variable normalization (SNV), multivariate scatter correction (MSC), wavelet transform (WT), and other predictive processing methods are often used to process the collected RS data (Yang et al., 2022). Nighttime images captured in hazy conditions often suffer from glow effects, poor lighting, reduced visibility, and considerable noise, leading to a significant decline in image quality. These compromised images can negatively impact subsequent computer vision processes. As a result, effective dehazing of nighttime images is crucial to enhance the clarity of such images and facilitate outdoor computer vision applications. To address this, a novel dehazing algorithm called the ‘multi-purpose oriented single nighttime image haze removal based on unified variational retinex model’ was introduced (Liu et al., 2023). This advanced unified variational retinex model processes a pre-treated nighttime hazy image by separating it into three components: reflectance, illumination, and noise. The method then individually enhances the reflectance and illumination components through dehazing and gradient domain enhancement techniques. Some crop diseases and pests detection categorize and methods are listed in Supplementary Materials Table A1.





5 Traditional machine learning in intelligent agriculture

Currently, the primary data analysis methods of UAV RS monitoring crop diseases and pests stress focus on the modeling analysis of traditional ML algorithms. The color and texture features of the diseased plants are obtained by using various sensors on the drone (gray level histogram, gray level co-occurrence matrix, wavelet transform, etc.). Temperature and humidity parameters, effective wavelengths, vegetation indices formed by fusing multiple spectral characteristics, and other parameters are used as model input variables. A qualitative or quantitative pest detection model is established by combining ML algorithms such as a support vector machine, a clustering algorithm, a random forest algorithm, a Bayesian algorithm, a least square method, etc. Ultimately, it can realize early discovery, species identification and classification of agricultural pests, and the grading of pest stress degree. It can provide efficient decision information for early prevention and control of crop diseases and pests.

Before using machine learning algorithms for simulation modeling, a feature extraction step is required. For different images, there are different processing methods. Spectral images are processed by feature calculation to get information such as vegetation indices and effective wavelengths. The processing method for RGB images as well as thermal imaging images is image feature extraction to obtain texture characteristics information along with temperature gradient characteristics information. Unlike deep learning methods, feature extraction is an indispensable step for traditional machine learning. Deep learning can directly input the image, but traditional machines need to input the information extracted from the features.



5.1 Features extraction methods

Feature extraction is one of the key steps in UAV remote sensing monitoring of pests and diseases, which involves extracting useful information related to pests and diseases from remotely sensed images. In general, feature extraction can include effective wavelength selection, vegetation index, and texture features. Effective wavelength selection algorithms refine fundamental indices from spectral data and exclude irrelevant spectral data collected by UAV RS systems, thereby improving model performance and simplifying calculations. The vegetation index is a parameter that can reflect the growth condition of vegetation, calculated by RS technology, especially multispectral and hyperspectral data. It can effectively synthesize the relevant spectral signals, enhance the vegetation information and reduce the interference of non-vegetation information. Changes in the vegetation index can reflect the health and vigor of crops, and is an important indicator for assessing the extent of the impact of pests and diseases. Texture features reflect the surface texture information of objects in UAV remote sensing images, and there are differences in leaf morphology, color and other aspects between damaged and healthy plants, which are manifested as different texture features on remote sensing images.



5.1.1 Effective wavelengths selection

UAV RS systems with multi-spectral or hyperspectral cameras often gather extraneous spectral data, which can undermine the precision and consistency of pest detection models (Chen et al., 2002). Researchers have developed wavelength selection algorithms to distill essential indices from spectral data, enhancing model performance and simplifying computations (Thenkabail et al., 2000). These algorithms, chosen based on crop and pest spectral profiles, are tailored to specific detection contexts. Employing a blend of these algorithms or integrating additional ones could bolster model robustness, decrease errors, and boost prediction accuracy. This strategic application of wavelength algorithms advances detection capabilities, supporting targeted agricultural practices and crop safeguarding. Popular algorithms such as successive projections algorithm (SPA), genetic algorithm partial least squares (GAPLS), uninformative variable elimination algorithm (UVE), and competitive adaptive reweighted sampling (CARS) are in use (Li et al., 2016), with their effectiveness in detecting crop ailments and pests catalogued in research, exemplified in Table 1. for staples like wheat and soybeans. The t-test is a statistical method used to compare whether two sets of means are significantly different, while random forest (RF) is an integrated learning algorithm that makes predictions by constructing multiple decision trees. RF can be applied to select important wavelengths in spectroscopy by training the model on spectral data, extracting feature importance scores for each wavelength, and then choosing wavelengths with higher importance scores as they contribute more significantly to the model’s predictive performance.


Table 1 | Application of the wavelength selection algorithms.






5.1.2 Vegetation indices extraction

In the research and practice of UAV RS detection, crop spectrum can reflect the growth status of crops. As a result, crop phenotype information can be obtained based on spectral reflectance, but sometimes the direct use of spectral reflectance cannot reflect the growth of plant canopy well. To solve this problem, many researchers try to optimize the crop-sensitive spectral reflectance to reconstruct the monitoring indices, enhance some characteristics and details of the vegetation, and highlight the difference between the detection targets. Twenty-five common in used extraction methods of vegetation indices from the RGB and multispectral camera, including 14 commonly used color vegetation indices and 11 multispectral narrow band vegetation indices are shown in Appendix Supplementary Table A2. The calculated vegetation indices were averaged over the sampled area. The color vegetation indices are visible band vegetation indices that highlight a particular color, such as the green color of plants, which is more intuitive to humans. Vegetation indices extracted from RGB cameras are sensitive to the greenness of plants, and they have been used to extract green vegetation and to calculate vegetation cover. Some improved vegetation indices such as ExG, Woebbecke’s index and some combined vegetation indices have also been used to explore the feasibility of predicting yields. First-order derivative spectroscopy is a technique used to remove background signal or noise and for resolving overlapping spectral feature establishment. It is also effective for enhancing the relationship between spectral data and target parameters. In practical scenarios, high-resolution images captured via UAVs can undergo processing by a color feature extraction algorithm to derive diverse color feature values. Subsequently, machine learning techniques are leveraged to develop models for detecting crop diseases and pests.

In addition, 68 commonly used vegetation indices were selected in Supplementary Materials Table A3 regarding available literature. These vegetation indices can be broadly classified into several categories: characteristic, soil line, and atmospheric adaptive indices. Characteristic indices are mostly two or more band operations in the visible and near-infrared bands, such as simple two-band chlorophyll indices, normalized indices and so on. Soil line and atmospheric adaptation vegetation indices are designed to reduce the effects of environmental factors such as soil and atmosphere.




5.1.3 Texture features extraction

As one of the important characteristic variables to characterize the growth of crops, texture features represent the spatial organization of pixel intensity changes in images and contain much essential information related to the occurrence of crop diseases and pests (Mardanisamani et al., 2019). Supplementary Table A4 in Supplementary materials show 9 common texture characteristic parameter calculation methods. In practical applications, high-resolution images can be obtained by the UAVs and processed by a texture feature extraction algorithm to obtain values of different texture features. Then ML is applied to establish crop diseases and pests detection models. At present, the most commonly used texture features extraction method is to extract four texture features from RS images, namely, contrast CON (Contrast), correlation COR (Correlation), entropy EN (Entropy), and homogeneity HO (Homogeneity), according to gray level co-occurrence matrix (GLCM) (Wang et al., 2017). Combining texture features with their type feature variables can effectively improve the detection performance of quantitative detection models (Pang et al., 2021). In addition, the DL model also shows excellent performance in texture feature extraction. These depth models can automatically learn complex texture features, so they are widely used in the field of crop pest detection. When applying the depth model, a large amount of mark sample data is needed to train the model, which also becomes a big challenge in texture feature extraction by using the depth model.





5.2 Typical traditional machine learning frameworks

An overview of a typical ML approach system is illustrated in Figure 7. ML tasks start with input training data. Depending on the learning signal of the learning system, training data are typically sorted into two types: labeled and unlabeled. Hence, ML approaches are mainly classified into three categories: supervised learning, semi-supervised learning and unsupervised learning. Supervised learning involves the algorithm being trained on a data set complete with input variables and their corresponding output results, aiming to deduce a rule that consistently links the two. Sometimes, the inputs might be incomplete, or the desired outputs may only be provided as feedback within a changing environment, a scenario known as reinforcement learning. In such supervised scenarios, the model that has been honed is then applied to estimate the unknown outputs or ‘labels’ for new data. Conversely, unsupervised learning deals with data that lacks predefined labels, merging all data without a clear division into training or test subsets. Here, the algorithm’s goal is to sift through inputs and unearth underlying structures or patterns.




Figure 7 | A typical machine learning approach system.





5.2.1 Extreme learning machine

The ELM is highly effective in generalizing feed-forward neural networks. It utilizes a single hidden layer neural network that can randomly assign input weights and biases in the hidden layer, thereby addressing common issues such as over-fitting and local minima (Ding et al., 2014). The ELM stands out for its rapid learning pace, robust generalization capability, and ability to find unique, optimal solutions. As a result, it’s extensively employed in a variety of classification and regression tasks. In the research of Kouadio et al. (2018), ELM model has the ability to analyze soil fertility properties and to generate an accurate estimation of robusta coffee yield. The performance of 18 different ELM-based models with single and multiple combinations of the predictor variables based on the soil organic matter, available potassium, boron, sulfur, zinc, phosphorus, nitrogen, exchangeable calcium, magnesium, and pH, was evaluated. Khan et al. (2022) applied a multi-level deep entropy-ELM feature selection technique to recognize cucumber leaf diseases, and the best accuracy obtained by training on five different datasets was 98.4%.




5.2.2 Support vector machine

The SVM identifies a hyperplane that maximizes the margin between the closest points of the training dataset. This process is executed through quadratic programming optimization using a radial basis kernel function, making it ideal for tackling small-sample, nonlinear, and high-dimensional datasets in both classification and regression contexts. SVM operates on the principle of structural risk minimization, constructing an optimal hyperplane for ideal classification by balancing training set error and complexity (Mahesh, 2020). SVM employs four primary kernel functions: the linear kernel, polynomial kernel, sigmoid function, and radial basis function kernel. These functions facilitate the transformation of low-dimensional space vectors into a high-dimensional space, aiding in the analysis of sample separability in this expanded space. Both regression and classification tasks in SVM share a common foundation. The choice of kernel function plays a crucial role in influencing the effectiveness of SVM in classification or regression. For classification tasks, SVM outputs a class value, whereas in regression scenarios, the output can be any real number. Kale and Shitole (2021) analyzed a SVM based method for crop disease detection. SVM algorithm is used to classify the extracted features. The data points are classified by finding a maximum spaced hyperplane in N dimensional space and the position of the hyperplane is optimized by means of support vectors in order to minimize the classification error.




5.2.3 Back propagation neural network

The BPNN primarily utilizes an error back-propagation algorithm. This method involves adjusting the network’s connection weights after each training cycle based on the error back-propagation, continuing until the discrepancy between the actual and predicted output values is minimized (Hecht-Nielsen, 1992). For a given input sample set in BPNN, it’s necessary to define the number of hidden layers and nodes, select a learning algorithm and rate, choose a transfer function, and establish conditions for training termination. The neuron transfer functions in BPNN typically encompass a threshold function, a linear function, and a sigmoid function. The presence of irrelevant information in the data can impact the accuracy of the BPNN algorithm, and the inclusion of large sample data sets can slow down the BPNN’s modeling process. Consequently, it’s more efficient to build BPNN models using characteristic variables derived from raw data as inputs, which also enhances the computation speed.






6 Deep learning algorithms

In the modeling process of traditional ML algorithms, feature extraction mainly depends on a manually designed feature extractor, which requires solid professional knowledge and the ability to model parameter adjustment. Meanwhile, each algorithm has strong pertinence but poor generalization ability and robustness (Nazarenko et al., 2019). In contrast, deep learning relies on deep neural network (DNN) advantages, for example highly optimized algorithms and multiple unit layer architecture. DNN can extract features based on data-driven, automatically extract deep and dataset-specific feature representation according to the learning of a large number of samples, which is more efficient and accurate for the expression of the dataset. The extracted abstract features are more robust and have better generalization ability, which can realize end-to-end expression (Shrestha and Mahmood, 2019). With the explosive growth of UAV remote sensing image data, the importance of deep learning becomes more important than ML. Some state-of-the-art (SOTA) methods are the followings: convolutional neural network (CNN), VGG-Net (Simonyan and Zisserman, 2014), ResNet (He et al., 2016), ResNeXt (Xie S. et al., 2017), HRNet (Wang et al., 2020), RegNet (Radosavovic et al., 2020), LeNet, U-Net, etc. Therefore, DL algorithms have shown promising results and great potential in the early detection of crop diseases and pests, identification of pest species, and classification of disease severity (Kamilaris and Prenafeta-Boldú, 2018). Many researchers have conducted applied research on DL algorithms and achieved good results, as shown in the appendix Supplementary Table A5. The following describes a variety of DL frameworks commonly used in crop diseases and pests detection.



6.1 Typical deep learning frameworks

With the development of computer technology, advanced learning is represented by CNN (Abdel-Hamid et al., 2014). It extracts features layer by layer through convolution and pooling and has the characteristics of weight sharing and local connection at the same time, which reduces the number of training parameters and makes the model easier to optimize. After the proposal of CNNs, various new deep network structures have been proposed. In this article, the main focus is on three commonly used deep learning network structures found during previous hot-spot analyses.



6.1.1 LeNet network

LeNet is a DL framework proposed by LeCun et al. (1998). LeNet has seven layers of the network, including two convolutional layers, two pooling layers, and three fully connected layers. It uses softmax to process the output data. In addition to the input layer, each layer contains trainable parameters and has multiple feature maps. LeNet is the first successful application of CNN to solve the image classification problem, which is widely used in image recognition and text character recognition tasks. Though the network structure of LeNet is relatively simple, it has great adjustability in changing the size of the full connection layer and the size of the convolutional layer and can adapt to different image classification tasks. The feature map can extract each input feature through a convolutional filter, and its topology is illustrated in Figure 8A. In addition, modern convolutional neural networks are often improved and developed based on the LeNet framework. For example, classical convolutional neural networks such as AlexNet, VGG-Net, GoogLeNet, and ResNet have all proposed more effective network structures and training strategies on the basis of LeNet’s work and achieved amazing results in image classification and object recognition. Gayathri et al. (2020) used LeNet to classify and detect various diseases of tea, among which the accuracy rate of tea red spot disease was as high as 94%. Wallelign et al. (2018) obtained 12673 soybean images taken in the natural environment and used the LeNet framework to classify and detect many diseases, such as soybean septicemia and leaf blight, among which the highest accuracy rate reached 99.32%.




Figure 8 | The deep learning models. (A) LeNet, (B) U-net, (C) VGG-Net.






6.1.2 U-net network

U-net was proposed by Ronneberger et al. (2015), and its original intention was to solve the problem of medical image segmentation. Later, due to its excellent performance, the U-net architecture became more popular in various fields. The U-net is composed of two main parts: the feature extraction layer and the up-sampling layer. Its name comes from its U-shaped architecture, and its topology is illustrated in Figure 8B. The feature extraction part consists of two 3x3 convolutional layers (ReLU activation function) plus a 2x2 max-pooling layer (maximum pooling layer) to form a down-sampled module right half, which is repeatedly composed of an up-sampled convolutional layer (deconvolution layer) plus feature concatenation concat plus two 3x3 convolutional layers (ReLU). To further improve the performance of U-net, many researchers have improved and extended the U-net network structure to adapt to more complex scenes. For example, the introduction of deeper network layers, attention mechanisms, multi-scale structure, cross-scale connection, and other technologies can improve the performance and generalization ability of the U-net network to some extent. Because of the excellent performance and flexibility of the U-net algorithm itself, as well as its abundant improvement and extension methods, its application prospect and research value in the field of computer vision are paid more and more attention. Bhujel et al. (2022) used the U-net model to perform image segmentation and quantitative analysis on strawberry gray mold, and the U-net model showed robust performance on a wide range of test images. Chen S. et al. (2021) employed the U-net architecture to subdivide rice bacterial leaf spot disease and evaluate the severity of leaf spot disease. Rao (2021) utilized the improved separable convolution of the U-net model to classify cassava mosaic disease and cassava bacterial wilt, and the accuracy reached 83.9%.




6.1.3 VGG-Net network

VGG-Net is a model proposed by the visual geometry group of Oxford University. It is characterized by small convolution and deep network layers, which proves that increasing network depth can effectively improve performance. According to the size of the convolution kernel and the number of convolution layers, there are six configurations of VGG, namely A, A-LRN, B, C, D, and E, of which D and E are the most commonly used, namely VGG16 and VGG19. VGG16 has sixteen layers, including thirteen convolutional layers and three fully connected layers. The first time, after two convolutions with 64 convolution kernels, one pooling is used. The second time, after two convolutions with 128 convolution kernels, another pooling is used. Three 512 convolution kernels are repeated twice, and then pooling is repeated. Finally, three fully connected layers are used. The topology is shown in Figure 8C. Li et al. (2020) used the VGG16 and InceptionV3 to identify different degrees of ginkgo leaf disease. The accuracy of VGG16 in laboratory datasets was 98.5%, and the accuracy rate in the field dataset was 92.19%. Rangarajan et al. (2018) used the pre-trained DL architecture VGG16 net to classify tomato crop diseases. The classification accuracy of the VGG16 network using 13,262 images was 97.29%. Yan et al. (2020) employed an enhanced version of the VGG16 model to classify and identify apple leaf diseases. In this modified model, they replaced the fully connected layer with a global average polarization layer to decrease the number of parameters. Additionally, a batch normalization layer was incorporated to accelerate the convergence speed. The experiments conducted with this model demonstrated an overall accuracy of 99.01% in apple leaf disease classification.





6.2 Latest technology in processing crop diseases and pests imagery

Large language models (LLM) have been widely used in various fields with promising results. However, the IA has yet to fully integrate LLM into its practice due to the dominance of visual images. For this reason, it is worth exploring how LLM can be applied to IA on a large scale. It’s worth mentioning that the target detection network——the YOLO (You only look once) network was proposed as a fast-type method since it adopts a single neural network to run all components of the given task. YOLO is widely used for its small size and fast processing speed, and has been upgraded iteratively, the latest version is YOLOv10 (Wang et al., 2024). Qing et al. (2023) made a nice try to simultaneous application of YOLO and large models for pests and disease detection. A novel approach that combines YOLOPC and Gpt-4 was proposed. YOLOPC is a YOLO lightweight variant. Using the ability of YOLOPC, turning the affected leaves images into a natural language description of the disease, which is called image-to-text. After that, these descriptions of the crop diseases are then entered into a chatbot, which uses the reasoning capabilities of GPT-4 as well as the language generation capabilities to generate a disease diagnosis report. The experiments were tested and evaluated using datasets from different sources. Test results show that on the premise of entering text assistant, this network model’s induction and reasoning module demonstrates 90% reasoning accuracy in generating agricultural diagnostic reports. A very interesting and novel attempt to use existing models in combination with LLM. In the future, there will be more powerful LLMs such as GPT-5 or GPT-6, and this combination of ideas will still be very useful in the future.

The development of large vision models (LVM) is a direction that AI researchers want to follow to make further progress as they continue to refine LLM. Compared to LLM, visual information is typically 2-dimensional images, 3-dimensional stereo images, or 4-dimensional stereo video information. Therefore, the increase of 1-3 dimensions compared to the processing of linguistic information results in a higher difficulty level. However, the emergence of GPTs that are simultaneously LLM and LVM has changed our perception. It is capable of both processing image data and expressing the results obtained by processing the data in natural language to form an agricultural inspection report. As shown in Figure 9, we tried out the results of GPT-4’s reasoning with images of a diseased leaf. The image used was the apple leaves scab fungus disease image. We tested GPT-4 on images of one leaf that was severely diseased, and another leaf that was slightly diseased. The two paragraphs in the picture are ChatGPT’s responses to the two pictures I uploaded of diseased leaves. ChatGPT gives its judgement and advice. Notably, the image of the slightly diseased leaf posed challenges for recognition. The outcomes revealed the capability of GPT-4 to successfully detect visibly diseased leaves. However, it fell short in effectively identifying subtle signs of disease in the slightly diseased leaves, providing less satisfactory results in such cases.




Figure 9 | The GPT-4 results after entering an image of diseased leaves. (A) Severe diseases (B) Slight diseases.






6.3 Deep learning in UAV RS - some discussions in detail areas

It is undeniable that DL-based methods are powerful and efficient tools for processing the large amounts of data generated by RS systems. In this section, there are some brief discussions of some detail areas.



6.3.1 Image resolution problem

The input of DL architecture is low-resolution images, and the processing method for high-resolution images is to scale them to the size required for processing. Hence, it is a challenge that maintain the high resolution of images in the process. In this regard, the latest HRNet (Kannojia and Jaiswal, 2018) attempts to maintain high-resolution CNN architecture in deeper layers.




6.3.2 Real-time processing

In the era of IA, crop protection applications can benefit from DL. However, these DL algorithms are highly computer-intensive. Usually, a data center or graphics processing unit (GPU) with strong computing power is required for post-processing. Therefore, the bottleneck of the development of DL in the field of IA is still real-time processing. There are two ways to solve this problem: developing better and faster algorithms and enhancing better GPUs. In terms of algorithms, MobileNets (Howard et al., 2017) with layers with fewer parameters can still maintain prediction performance. In terms of hardware, some platforms such as NVIDIA’s Jetson has been developed to better run DL (Mittal, 2019).




6.3.3 Dimensional reduction

Unlike RGB images, the latest hyperspectral images captured by drones are composed of dozens to hundreds of spectral bands, which can help classify and regress the characteristics of leaves. However, high dimensionality brings two problems: First, the high correlated bands. Second, the increasing learning cost. Therefore, hyperspectral data may hinder the accuracy of DL-based methods, which is an important issue to consider in RS practice. At present, the classic method to solve high dimensions is to apply PCA, but today when the amount of data has increased significantly, this method may need to be updated. There, Licciardi et al. (2011) suggested a singular, integrated method within a network engineering framework. This method focuses on identifying the most pertinent frequency band combinations from hyperspectral sensors, directly correlating to the labeled data presented in the input layer at the network’s initial phase.




6.3.4 Transfer learning

Transfer learning is the ability to learn to draw inferences from one example and learn new knowledge by using existing knowledge. Its core is to find the similarity between existing knowledge and new knowledge. How to reasonably find the similarities between them and then use this bridge to help learn new knowledge is the core issue of transfer learning. In practical applications of this model, there are frequently spectral shifts observed between the training and testing images. These shifts typically arise from variations in image acquisition, geographical locations, and atmospheric conditions (Tuia et al., 2016). Therefore, how to reduce the impact of the difference between actual indicators on the DL algorithm is also a direction worth studying.






7 Practical application of UAV RS



7.1 Application of the UAVs assembled the RGB cameras

The RGB cameras equipped with the UAVs are often used to obtain morphological indicators of crops, for instance, lodging area, leaf color, plant height, canopy coverage, and panicle number. Morphological indices, as important phenotype parameters to characterize crop growth, are essential in monitoring crop diseases. The RGB images are processed by RS image classification, image feature extraction, and hybrid model recognition, which can realize the rapid acquisition and accurate diagnosis of crop disease information.

Liu et al. (2018) constructed a wheat disease detection model based on a random coefficient regression model based on RGB RS images of UAV and realized an accurate evaluation of wheat powdery mildew disease severity. Oh et al. (2021) extracted crop canopy coverage, canopy volume, and vegetation indexes based on UAV RGB RS images and combined them with various ML algorithms to construct various detection models of corn tar spot disease, realizing accurate detection of corn tar spot disease. Calou et al. (2020) monitored banana yellow leaf disease with an RGB camera mounted on UAV and constructed the banana yellow leaf disease detection model by using ML algorithms including maximum likelihood, minimum distance, SVM, and artificial neural network. Among the above models, the overall accuracy of the SVM model achieved 99.28%. RGB cameras have the advantages of low prices and easy operation. Nevertheless, it is limited by the limited spectral band in RGB images, which cannot reflect more physiological information about crops. Compared with RGB cameras, UAV multi-spectral imaging systems can obtain more diverse spectral characteristics and perform better in biochemical trait estimation due to the contribution of near-infrared spectral information.




7.2 Application of the UAVs mounted the multi-spectral cameras

The multispectral imaging sensors carried by the UAVs obtain the map information of the crop, which can more comprehensively present the spectral characteristics of the crop and realize the in-situ, rapid, and efficient monitoring and accurate acquisition of the crop disease information. High spectral-resolution sensors have significant advantages and wide application potential in quantitative RS of IA.

Marin et al. (2021) extracted various vegetation indices including the green ratio vegetation index (GRVI), green normalized difference vegetation index (GNDVI), and normalized difference vegetation index (NDVI) based on UAV multispectral images. They constructed various coffee leaf rust detection models using four decision tree models (logistic model tree (LMT), reduced-error pruning tree (REPTree), regression tree (RT), and RF), among which the LMT detection model achieved 91.5% accuracy. Lan et al. (2020) used the UAV RS platform to collect multispectral RS images of large citrus orchards, explored the best vegetation index combination for citrus Huanglongbing detection, and constructed various citrus Huanglongbing detection models in combination with various ML algorithms (SVM, k-nearest neighbors (KNN), naive Bayes, logistic regression, ensemble learning). Xiao et al. (2022) constructed various apple fire blight detection models based on UAV multispectral RS images and various ML algorithms (decision tree, RF, and SVM), among which the overall accuracy of the random forest model reached 94.0%. Zheng et al. (2018) designed and proposed a real-time wheat disease detection algorithm called efficient double-flow UNet (DF-UNet) based on UAV multispectral images and a DL algorithm for the diagnosis of wheat yellow rust severity. Compared with the jagged spectral map provided by the multispectral cameras, the hyperspectral cameras can provide a smooth spectrum and higher spectral resolution, which makes up for the defect that the multispectral cameras cannot depict narrow spectral features. In addition, the hyperspectral cameras’ imaging speed is faster, making the data acquisition cycle shorter and more efficient.




7.3 Application of the UAVs mounted the hyperspectral cameras

Hyperspectral imaging mainly uses narrow electromagnetic bands to obtain the spectral information of ground objects. Since it came out, it has been widely used in crop diseases and pests. Zhang et al. (2003) identified and detected tomato leaf miners based on hyperspectral fusion, and the recognition rate and overall recognition rate of the GA-BPNN model for samples at all levels reached 93.33%. Based on the hyperspectral RS of UAV, Feng S. et al. (2021) constructed the classification and detection model of leaf blasts and explored the classification method of rice leaf blasts, among which the classification prediction accuracy reached 98.58%. Ma et al. (2021) conducted hyperspectral RS on a chestnut planting area using a UHD185 hyperspectral camera mounted on a UAV (DJI Dajiang M600). They analyzed the spectral characteristics of leaves that were locally infected, unevenly infected, and recovering from infection. Then they determined the relationship between the damage degree of red spider diseases and pests and the changes in 6 spectral characteristics, namely the green peak, red valley, low position, red edge, high position, and high shoulder. Abdulridha et al. (2020) used unmanned aerial vehicles (Matrice 600 Pro, Hexacopter, DJI Inc.) with a hyperspectral camera to detect powdery mildew at different stages in pumpkins. In field conditions, the RBF neural network was used to classify the early and late stages of disease development as 89% and 96%, respectively.




7.4 Application of the UAVs mounted the thermal infrared cameras

The upper limit of the spectral range that the above three sensors can collect is 5000 nm, while the thermal infrared camera can collect spectral information between 3000 nm and 14000 nm. The thermal infrared cameras can collect crop temperature information, photosynthesis, transpiration, and other crop physiological conditions that cannot be obtained by the above cameras, providing another crop pests monitoring method.

The real-time monitoring of crop temperature using thermal infrared cameras mounted on UAVs is crucial for the detection of early pests and diseases with non-visual symptoms, and thermal images from UAVs have greater temporal and geographic resolution than images received from satellites, making them a valuable source of information for agronomic applications (Ribeiro-Gomes et al., 2017). Feng et al. (2022) used a six-rotor UAV (Matrice600PRO DJI) as an RS platform equipped with thermal capture real-time monitoring of wheat canopy temperature information by thermal cameras to classify and detect wheat powdery mildew. Chen A. et al. (2021) used UAV to obtain thermal and visible-light aerial images. Thermal imaging can effectively detect late blight and white mold in field crops.




7.5 Application of multi-source data fusion

Limited by the different band ranges, interference conditions, imaging mode, and mechanism obtained by each sensor, any single data source has limitations and cannot fully reflect the spatial-temporal characteristics of crops. The multi-source RS carried by UAVs acquires RGB images, full-band spectrum or multi-band spectrum information, three-dimensional structure information, and temperature of crops by carrying various crop information monitoring equipment. It realizes the joint application of multi-source monitoring information through data fusion and forms a complete working system of UAV RS monitoring crop diseases and pests.

Because of the complexity and diversity of the actual farmland layout and the seriousness of spectral mixing, it is imperative to improve the spatial resolution of UAV RS. Multi-source data fusion can effectively improve the ability to describe the details of crop spatial distribution, improve the spatial resolution and clarity of the image, and reduce the impact of mixed pixels to a certain extent. Image fusion is the most common multi-source RS data fusion method. It aims at improving the spatial resolution. The synthetic image with new spatial and spectral characteristics is generated by processing and calculating the multi-source RS data according to specific rules. The hue-luminance-saturation (HLS) transform method based on color correlation and the PCA, wavelet transform methods based on statistical methods can effectively improve the spatial resolution of UAV RS. In addition, grain characteristics, spectral characteristics, and biochemical characteristics produced by crops at different stages of suffering from different diseases and pests are significantly different. Therefore, long-term RS data collection and multi-temporal data fusion can make up for the deficiency in the timing of crop monitoring and greatly improve the accuracy of classification monitoring of crop diseases and pests.

For wheat powdery mildew, Feng Z. et al. (2021) fused the hyperspectral features collected by the spectral radiometer, thermal infrared image data obtained by a thermal infrared camera, and texture features obtained by an RGB camera, which greatly improved the intensive reading of RS monitoring of wheat powdery mildew. DadrasJavan et al. (2019) constructed a citrus Huanglongbing detection model based on the low-altitude RS platform of RGB and multispectral cameras carried by UAV, combined with the SVM algorithm, and achieved 81.75% overall classification effect. In their study, Lei et al. (2021) utilized RGB and multispectral RS images obtained by UAV to extract normalized difference vegetation indices, optimized soil adjusted vegetation index (OSAVI), leaf chlorophyll index (LCI), GNDVI, and normalized difference red edge (NDRE) index. They constructed different detection models for the injury levels of areca yellow leaf disease depended on five ML algorithms (BPNN, decision tree, naive Bayes, SVM, KNN). The results demonstrated that the classification accuracies of the test sets of the BPNN algorithm and SVM algorithm were satisfactory, at 86.57% and 86.30%, respectively. Francesconi et al. (2021) used an unmanned DJI Matrice 600 multi-rotor aircraft equipped with a Zenmuse X5 RGB camera and a Zenmuse XT thermal infrared camera to collect RGB images and thermal infrared images for data fusion, which improved the accuracy and efficiency of classification and detection of wheat fusarium cephalosporins. Based on the fusion of the hyperspectral image and the multispectral image source, Cock et al. (2016) established a monitoring model for corn borer damage, effectively classified areas with different disease severity levels, and facilitated exemplary management of corn planting areas.





8 Conclusion and prospects



8.1 Deficiencies in the existing research and challenges to be solved

In recent years, with the continuous innovation of UAV RS, outstanding platforms have been built for research in crop monitoring. The UAVs have made significant progress in detecting and classifying crop diseases and pests and greatly promoted the development of IA (Hunt and Daughtry, 2018). However, there are still some deficiencies in the existing research, and there are still many problems and challenges to be solved.



8.1.1 Multi-source data fusion

There are a bunch of sources of monitoring data on crops, such as images or digital data obtained by hand-held spectral camera detectors, image data captured by cameras mounted on unmanned vehicles, and images captured by various types of cameras on UAVs. It’s worth exploring how to fusion these types of data because it will help us form a better overall system.

On the other aspect, due to the diversity of crop diseases and pests damages, different diseases and pests may appear simultaneously in similar spectral characteristics in the same crop. The same disease and pests may also appear in different spectral characteristics in the same crop at different times: the so-called ‘same spectrum foreign matter’ and ‘same substance different spectrum’ phenomenon. At the same time, a single sensor is limited by its spectral band, resolution, and other factors (Gao et al., 2020). The information on crop diseases and pests obtained by it is relatively limited, so it is difficult to solve the above problems. In contrast, multi-source data fusion can fully use different sensors’ characteristics and advantages. It can coordinate multiple sensors to jointly monitor crops’ growth, analyze crops’ growth from multiple levels, and provide a new solution for solving the errors and interference caused by the phenomenon of the same spectrum of foreign matter and the same thing different spectrum.




8.1.2 Combination of multi-scale RS methods

The RS of UAVs is limited by the load capacity and endurance of the UAV itself, so it is challenging to monitor farmland in real time in large areas and long time. Therefore, how to improve the UAV RS to achieve multi-temporal and multi-space crop diseases and pests monitoring has become a momentous research topic. To solve this problem, multi-scale RS monitoring of crop diseases and pests, which combines space RS, aerial RS, ground RS, and UAV RS, is a more prominent solution.

RS monitoring by using sensors carried on satellites can obtain three characteristics spatial resolution, time resolution, and spectral resolution at the same time. It combines the temporal dynamic change of crop diseases and pests process, the spatial range change of pests and diseases occurrence area with spectral characteristics. It has the technical advantages of all-weather, multi-mode, and multi-polarization (Neupane and Baysal-Gurel, 2021). Additionally, aerial RS and ground RS data have the advantages of high spectral resolution and convenient and diverse acquisition methods, which entirely make up for the shortcomings and defects of UAV RS. By utilizing the plurality of RS technical means, the trinity of ground-space satellite and the point-surface combination is realized to monitor and classify crop diseases and pests together. Such a combination allows for multilevel monitoring of crop leaves and canopies. Thus, the method has extremely high practical value.




8.1.3 Improvement of algorithms

In processing and analyzing the acquired UAV RS data using the traditional ML algorithm, tedious feature extraction operations need to be carried out so that real-time processing of the UAV RS data is difficult to realize. Meanwhile, the period of building a model is prolonged. However, using DL for modeling analysis requires much data to train the model. When the training data is insufficient, or the data sample type is unbalanced, problems such as under-fitting or over-fitting are prone to occur. In addition, the generalization ability of the DL model is weak. It is difficult to directly apply the model for specific crop pests to the pest recognition of other crops. Because of the above problems, the traditional ML algorithm is combined with the DL algorithm, and by utilizing the characteristics of the DL algorithm to automatically learn and extract the deep feature information of the data, the key feature information about the crop diseases and pests in the RS data is efficiently obtained, and the key feature information is taken as the input variable of the traditional ML algorithm so that a disease and pest detection model with stronger universality and stability is constructed.





8.2 Future of deep learning in IA

DL is still considered a ‘black box’ solution to most problems (LeCun et al., 2015), although new research is minimizing this concept to a considerable extent. Due to the complexity of layer number issues and parameter issues in deep learning, it is difficult for us to clearly understand why solutions that are considered good from the results are good. Regardless, in the field of RS, it has provided important discoveries in most of its implementations. In this paper, our aim is that this review of the literature will act as a comprehensive overview, encapsulating the various applications of UAVs in the realm of DL networks.

Therefore, from the above analysis, we can draw some conclusions:

	It is necessary for drones to obtain additional labeled publicly available datasets for training and benchmarking networks.

	Methods such as R-CNN and XGBoost are slightly insufficient in detection accuracy. However, emerging algorithms such as U-Net and PSNet have achieved better accuracy, which means there is still a lot of room for continuous improvement in algorithms.

	DL can provide fast inference solutions with the assistance of GPU processing. However, further investigation is still needed regarding the real-time processing of UAVs using embedded systems.

	In the context of UAV RS, whether some promising topics. For example, combining multi-head attention-based mechanisms and multi-task learning to form a new networks. Whether general large model technology can be applied to pest and disease detection in IA under UAV RS is also worth studying.






8.3 Something even better than DL in the near future

Since the AI application AlphaGo (Silver et al., 2017) defeated the world champ Jie Ke in May 2017, AI has become the talk of the town. Furthermore, the release of ChatGPT (Brown et al., 2020) and GPT-4 (Achiam et al., 2023) exacerbated this process. Maybe AGI could be useful in IA. General AI refers to the capability of machines to mimic human cognition and execute a wide range of tasks through transfer learning and other methods. GPT-4 exemplifies this as a multimodal system, combining language and visual recognition, allowing it to understand and process images. It is feasible to use LLM e.g. GPT4 for image recognition, text organization, and inference to generate crop diseases and pests diagnostic reports with suggested solutions (Lu et al., 2023).

The image processing process of traditional AI models is to analyze, simply reason, and draw conclusions. However, AGI models can recognize and analyze the image directly through ‘prompts’ and begin to reason, search the knowledge base, draw organized conclusions, and give readable scientific advice. This is the question-answering and dialogue system. Not everyone knows how to use AI models. However, the natural language conversation capability that AGI has allows these individuals to utilize AGI models using a spoken question-and-answer format. Assuming that AGI can be integrated into mobile, it would be a real convenience for a large number of farmers. In addition to this, there are many applications of knowledge graphs to agricultural AGI. For example, a search engine designed for farmers. Agricultural search engines enhance the connection between farmers and experts, providing easier access to necessary information. Additionally, agricultural recommender systems play a pivotal role. These systems aid in distributing reliable information, assisting farmers in making well-informed choices to boost production. This includes recommendations on the best agricultural inputs like seeds, fertilizers, and pesticides to use. By utilizing auxiliary information from the knowledge graph, user preferences can be captured more accurately, enabling more precise recommendations.

AI service integration holds great potential for assistance, documentation, education, interpretation forecasts or data-driven predictions. LLM depict a fundamental step to reduce the gap between AI-driven data analysis and common users. For agriculture, this implies that LLM will improve farmer consultation by providing all necessary information e.g. crop cultivation, breeding, machines, or phytopathology to an advisor or the farmer directly (Kuska et al., 2024).

As shown in Figure 10, we summarized the development process of the big models and selected some models released in 2022 and 2023. The overall trend in large models is from LLM to LVM to multi-modal large language model (MLLM). On one hand, the use of LLM can be combined with other computer vision techniques. On the other hand, the use of LVM could process UAV RS imagery directly. Further on, the MLLM is capable of inputting text, sound, image, and video, and also outputs the multimodal items. The aforementioned LLM, LVM, and MLLM, are all belong to AGI. Considering the generalization of AGI, all these models mentioned in the Figure can be applied to IA in the future. However, for the time being, LLM still has a number of limitations. The outputs generated by LLM sometimes do not provide valid answers due to insufficient information. Often the source of data used to generate the output is not clearly known, affecting the reliability of the output. The performance of multilingual extensions is low, especially in agricultural applications, which are more complex when different languages, dialects and technical terms are involved. Recommendations and conclusions that are valid in one region may not be applicable when translated to another region with different geographical, legal and agricultural conditions.




Figure 10 | LLMs/LVMs/MLLMs that could be used on IA in the future.
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Abbreviation

IA: intelligent agriculture

UAV: unmanned aerial vehicle

RS: remote sensing

AI: artificial intelligence

DL: deep learning

ML: machine learning

LLM: large language model

LVM: large vision model

FAO: food and agriculture organization

ELISA: enzyme-linked immunosorbent assay

IF: immunofluorescence

PCR: polymerase chain reaction

FISH: fluorescence in situ hybridization

AGI: artificial general intelligence

WOS: web of science

PCA: principal component analysis

VIS: visible light

NIR: near-infrared

SG: savitizky-golay convolution smoothing

SNV: standard normal variate

MSC: multivariate scatter correction

WT: wavelet transform

CON: contrast

COR: correlation

EN: entropy

HO: homogeneity

GLCM: gray level co-occurrence matrix

SPA: successive projections algorithm

GAPLS: genetic algorithm partial least squares

UVE: uninformative variable elimination algorithm

CARS: competitive adaptive reweighted sampling

RF: random forest

ELM: extreme learning machine

SVM: support vector machine

BPNN: back propagation neural network

DNN: deep neural network

CNN: convolutional neural network

SOM: self-organizing map

LLM: large language model

YOLO: you-only-look-once

LVM: large vision model

GPU: graphics processing unit

GRVI: green ratio vegetation index

GNDVI: green normalized difference vegetation index

NDVI: normalized difference vegetation index

LMT: logistic model tree

REPTree: reduced-error pruning tree

RT: regression tree

KNN: k-nearest neighbors

DF-UNet: double-flow UNet

HLS: hue-luminance-saturation

OSAVI: optimized soil adjusted vegetation index

LCI: leaf chlorophyll index

NDRE: normalized difference red edge

MLLM: multi-modal large language model.
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pest damage. To give an accurate diagnosis, one would typically need to consider the type of
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physiological disorder due to environmental stress.

For a precise identification and treatment recommendation, the image and symptoms should be
examined by a plant pathologist or a knowledgeable horticulturist. They would consider the host
plant's specific needs and vulnerabilities, the local climate and environmental conditions, and

other factors to diagnose the problem and suggest a management strategy.

ChatGPT

The second image you've uploaded shows another leaf, this time with what appears to be minimal

damage — a small hole, which could be the result of insect feeding. The rest of the leaf seems to

be healthy, with no significant discoloration or spotting that would typically indicate a disease.

However, similar to the first leaf, the presence of damage or disease on a plant's foliage can be
caused by a variety of factors, such as pests, pathogens, or environmental conditions. The hole
could be the result of an insect bite, physical damage, or even a symptom of a disease that causes

tissue to drop out. It's also common for leaves to have minor imperfections that are not indicative

of any serious health issue for the plant.

If you're looking to diagnose a problem in your garden or houseplants, it's best to monitor the

plants for any changes or progression of symptoms and consult with a local expert if the issue

persists or worsens.
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    if not config.warningCount == 0: return 'WARNING'

    return 'SUCCESS'

    

    

def readXMLfile(zipFileObj):

    for file in zipFileObj.namelist():

        if file.endswith('.xml'):

            xmlFile = file

            break



    xmlObj = zipFileObj.open(xmlFile)

    xmlContentBytes = xmlObj.read()

    xmlObj.close()

    xmlContent = xmlContentBytes.decode('utf-8')

    return xmlContent



    

    

'''    

def groupConvert(xmlFile):

    #xmlInput = ET.parse('arthrogram.xml')

    xmlContent = fso.readfile(xmlFile)

    xmlContent = xmlContent.replace('&', '&amp;')

    #xmlContent = prettyPrint(xmlContent) #pretty print it

    #xmlInput = ET.parse(xmlFile)

    

    #linearize XML input

    xmlContent = xmlContent.replace('\r\n', '')

    xmlContent = xmlContent.replace('\n', '')

    xmlInput = ET.fromstring(xmlContent)

    print(xmlInput)

    mplus.mplus_GroupConversion(xmlInput)

'''    

    





    

if __name__ == "__main__":

    #import applib.schema_insideRadiology as xlst

    #fso.writefile('process.log', 'Liquid State Conversion Process', newFile=True, utf8=True)

    #import applib.schema_default as xlst

    processFolder()

    '''

    parser = argparse.ArgumentParser()

    parser.add_argument('file', help='XML file to convert to Liquid State XML requirement')

    parser.add_argument('schema', help='schema to use')

    param = parser.parse_args()

    if param.schema == 'insideradiology':

        import applib.schema_insideRadiology as xlst

    else:

        print('ERROR: Invalid schema input')

        exit

    if param.file:

        if os.path.isfile(param.file):

            main(param.file)

        else:

            objLog.log('ERROR: cannot find file: {}'.format(param.file))

    '''
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@python zzz_run.py %1 "frontiers"
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@GOTO EXITING





:EXITING
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@echo Exiting Program

@echo.

@pause

@exit
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Editorial on the Research Topic
Novel biomarkers and extracellular vesicles in endocrine hypertension and related disorders











The search for novel or complementary biomarkers, including extracellular vesicles (EVs) or exosomes, is a highly active research field (1). Biomarkers, EVs and EV-cargos have been suggested to be highly useful for patient’s stratification, diagnosis, and prognosis for endocrine hypertension, and also for cardiovascular and renal disorders (1, 2).




EVs have been highlighted for their potential as a form of liquid biopsy that contains multiple types of “cargo” including cell-specific miRNA species and proteins. EVs have enormous potential for identification of novel metabolic and pathophysiological mechanisms affecting cardiovascular health, biomarker discovery and to advance in development of novel therapeutic strategies. Urinary exosomes are of particular interest since they can be isolated from urine in a non-invasive fashion and from large volumes of low concentration samples (3). Both standard analytical methods and high-throughput omics technologies have been applied in (urinary) EV biomarker research (4), leading to the identification of novel regulatory pathways and also the discovery of several potential EV-based biomarkers for a range of diseases, including cancer and chronic diseases (5).




This Research Topic covers recent research in urinary EVs and novel biomarkers associated to endocrine hypertension, primary aldosteronism (PA) and renal diseases (2). It consists of two reviews, two original research manuscripts and a perspective.




The review by Wu et al. “Using human urinary extracellular vesicles to study physiological and pathophysiological states and regulation of the sodium chloride cotransporter” provides a brief overview of the state-of-the-art, challenges and knowledge gaps in current uEV-based analyses, with a focus on the application of uEVs to study the “renal-K+ switch” and the thiazide-sensitive sodium chloride cotransporter (NCC) regulation. They also provide recommendations regarding biospecimen handling, processing, and reporting requirements to improve experimental reproducibility of studies associated to discover uEV-derived biomarkers in arterial hypertension and clinical practice. The authors reported the use of uEVs as a tool to assess NCC abundance and activity in a variety of human studies has provided insight to the relative roles of K+ and mineralocorticoids in NCC regulation and its potential pitfalls associated to age, sex, and states of disease.




In the review by Araos and Amador “Neutrophil Gelatinase Associated- Lipocalin as an Immunomodulator in Endocrine Hypertension” the link between neutrophil gelatinase-associated lipocalin (NGAL) and endocrine hypertension is discussed with a focus on PA. Possible regulators and mechanisms are discussed in detail with particular attention paid to the role of NGAL as an immunomodulator. In the last decade, studies have shown that NGAL is required to develop aldosterone-induced hypertension and is associated with end-organ damage (6). NGAL has multiple origins, from epithelial cells to immune cells, is modulated by microRNAs and transported by extracellular vesicles which support its use as a biomarker for endocrine hypertension due to increased circulating aldosterone (7). The authors reviewed in detail the supportive evidence arising from recent studies in the area that support a role for MR-dependent activation in antigen-presenting cells (APCs) and induction of NGAL. APC-derived NGAL promotes differentiation and recruitment of Th lymphocytes, through the release of specific mediators indicating a pathway for MR regulation of Th lymphocytes (6). Given that NGAL has been found in EVs, it adds a novel route of communication and mechanism of this lipocalin in its role as pro-inflammatory and pro-fibrotic mediator, either via MR or independent of MR, highlighting its role in endocrine hypertension morbidity.




The original manuscript from Bertolone et al. “Proteomic analysis of urinary extracellular vesicles highlights specific signatures for patients with Primary Aldosteronism”, showed that UEVs are molecular biomarkers associated to PA characterization highlighting decreased expression of AQP1 and AQP2 in PA compared with essential hypertension (EH). They studied the proteome of UEVs from patients with PA and essential hypertension EH patients, and identified specific molecular indicators associated with pathophysiological features of PA, including those related to either aldosterone producing adenoma (APA) or bilateral primary aldosteronism (BPA). Using proteomic analysis of UEVs the authors identified differences in water reabsorption proteins such as AQP1 and AQP2 in PA, and specific proteomic signatures in APA vs BPA.




The original manuscript by Carotti et al. “Involvement of ceramide biosynthesis in increased extracellular vesicle release in Pkd1 knock out cells” they found a role of EVs associated to Autosomal Dominant Polycystic Kidney Disease (ADPKD) that is an inherited disorder characterized by the development of renal cysts, which frequently leads to renal failure. Using Pkd1 deficient mouse cells of both the distal convoluted tubule (DCT) and inner medullary collecting duct (IMCD), the authors demonstrated a significant increase in EV release in Pkd1-/- mDCT15 and mIMCD3 cells, with respect to the wild type cells. Elevated EV release was associated with changes in the purinergic signaling and ceramide biosynthesis enzymes, suggesting the involvement of the DCT in the EV-mediated ADPKD progression and points to the induction of ceramide biosynthesis as an underlying molecular mechanism. These findings highlight the role of purinergic activity and the biosynthesis of ceramide in EVs generation in TCD and CD, which have the potential to promote renal failure and further arterial hypertension and other cardiovascular symptoms observed in patients with kidney alterations.




Finally, the perspective from Friso et al. “Urinary extracellular vesicles carry valuable hints through mRNA for the understanding of endocrine hypertension” enlighten the reader about the state-of-the-art and the possible future use of uEVs transcriptomics to build our understanding of the pathophysiology of hypertension, as well as, diagnostic-prognostic approaches. UEVs are now well recognized as a valuable source of information about the originating tissues, that can be obtained through a readily available non-invasive procedure. Urinary EVs can carry protein and nucleic acids, especially RNA, and therefore represent a unique way to perform gene expression analysis of a tissue strictly related to the pathophysiology of arterial hypertension such as the kidney (3). In this perspective, Friso et al. highlight to advance uEVs transcriptomics and proteomics to reach a deeper knowledge on the physiology and pathophysiology of arterial hypertension, especially mineralocorticoid-dependent hypertension, than eventually would lead to the design of more specific diagnostic-prognostic strategies.




In summary, this Research Topic is focused on advances in EVs, particularly uEVs, in humas and mice models associated to endocrine hypertension and kidney pathology. The series of manuscripts on this topic emphasize uEVs as useful biological tool to reveal proteins or molecular signatures related to specific disease etiologies. The EV-cargo reflects the molecular content of the parent cells from which they are released and thus carry cell specific markers from every segment of the nephron and urogenital tract (8). Paired with the non-invasive collection of a large quantity of sample exosomes, are thus ideal for evaluating the health status of these systems, and have great potential as multiplex-biomarkers associated with key subtypes of hypertension and renal disease (3, 8) (Figure 1). Further studies investigating the regulatory mechanisms associated to EV release, EV-cargo and paracrine or endocrine cell-cell communication are warranted to advance in the use of uEVs in the diagnosis, prognosis and potential treatment of different diseases affecting the cardiovascular system as well as many renal disorders.





FIGURE 1
[bookmark: ][image: www.frontiersin.org]Figure 1 Extracellular vesicles (EVs), either plasma or urinary EVs are a novel biological tool to identify proteins or EV molecular signatures (RNA, miRNA, proteins) useful for novel research and biomarker discovery associated to hypertension, cardiovascular and renal diseases.
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Editorial on the Research Topic





Novel biomarkers and extracellular vesicles in endocrine hypertension
and related disorders




The search for novel or complementary biomarkers, including extracellular vesicles





(EVs) or exosomes, is a highly active research field (1). Biomarkers, EVs and EV-cargos





have been suggested to be highly useful for patient’s stratification, diagnosis, and prognosis





for endocrine hypertension, and also for cardiovascular and renal disorders (1, 2).





EVs have been highlighted for their potential as a form of liquid biopsy that contains





multiple types of “cargo” including cell-specific miRNA species and proteins. EVs have





enormous potential for identification of novel metabolic and pathophysiological





mechanisms affecting cardiovascular health, biomarker discovery and to advance in





development of novel therapeutic strategies. Urinary exosomes are of particular interest





since they can be isolated from urine in a non-invasive fashion and from large volumes of





low concentration samples (3). Both standard analytical methods and high-throughput





omics technologies have been applied in (urinary) EV biomarker research (4), leading to





the identification of novel regulatory pathways and also the discovery of several potential





EV-based biomarkers for a range of diseases, including cancer and chronic diseases (5).





This Research Topic covers recent research in urinary EVs and novel biomarkers





associated to endocrine hypertension, primary aldosteronism (PA) and renal diseases (2). It





consists of two reviews, two original research manuscripts and a perspective.





The review by Wu et al. “Using human urinary extracellular vesicles to study





physiological and pathophysiological states and regulation of the sodium chloride





cotransporter” provides a brief overview of the state-of-the-art, challenges and





knowledge gaps in current uEV-based analyses, with a focus on the application of uEVs
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to study the “renal-K+ switch” and the thiazide-sensitive





sodium chloride cotransporter (NCC) regulation. They also





provide recommendations regarding biospecimen handling,





processing, and reporting requirements to improve experimental





reproducibility of studies associated to discover uEV-derived





biomarkers in arterial hypertension and clinical practice. The





authors reported the use of uEVs as a tool to assess NCC





abundance and activity in a variety of human studies has





provided insight to the relative roles of K+ and mineralocorticoids





in NCC regulation and its potential pitfalls associated to age, sex,





and states of disease.





In the review by Araos and Amador “Neutrophil Gelatinase





Associated- Lipocalin as an Immunomodulator in Endocrine





Hypertension” the link between neutrophil gelatinase-associated





lipocalin (NGAL) and endocrine hypertension is discussed with a





focus on PA. Possible regulators and mechanisms are discussed in





detail with particular attention paid to the role of NGAL as an





immunomodulator. In the last decade, studies have shown that





NGAL is required to develop aldosterone-induced hypertension





and is associated with end-organ damage (6). NGAL has multiple





origins, from epithelial cells to immune cells, is modulated by





microRNAs and transported by extracellular vesicles which





support its use as a biomarker for endocrine hypertension due to





increased circulating aldosterone (7). The authors reviewed in detail





the supportive evidence arising from recent studies in the area that





support a role for MR-dependent activation in antigen-presenting





cells (APCs) and induction of NGAL. APC-derived NGAL





promotes differentiation and recruitment of Th lymphocytes,





through the release of specific mediators indicating a pathway for





MR regulation of Th lymphocytes (6). Given that NGAL has been





found in EVs, it adds a novel route of communication and





mechanism of this lipocalin in its role as pro-inflammatory and





pro-fibrotic mediator, either via MR or independent of MR,





highlighting its role in endocrine hypertension morbidity.





The original manuscript from Bertolone et al. “Proteomic





analysis of urinary extracellular vesicles highlights specific





signatures for patients with Primary Aldosteronism”, showed that
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UEVs are molecular biomarkers associated to PA characterization





highlighting decreased expression of AQP1 and AQP2 in PA





compared with essential hypertension (EH). They studied the





proteome of UEVs from patients with PA and essential





hypertension EH patients, and identified specific molecular





indicators associated with pathophysiological features of PA,





including those related to either aldosterone producing adenoma





(APA) or bilateral primary aldosteronism (BPA). Using proteomic





analysis of UEVs the authors identified differences in water





reabsorption proteins such as AQP1 and AQP2 in PA, and





specific proteomic signatures in APA vs BPA.





The original manuscript by Carotti et al. “Involvement of





ceramide biosynthesis in increased extracellular vesicle release in





Pkd1 knock out cells” they found a role of EVs associated to





Autosomal Dominant Polycystic Kidney Disease (ADPKD) that is





an inherited disorder characterized by the development of renal





cysts, which frequently leads to renal failure. Using Pkd1 deficient





mouse cells of both the distal convoluted tubule (DCT) and inner





medullary collecting duct (IMCD), the authors demonstrated a





significant increase in EV release in Pkd1-/- mDCT15 and mIMCD3





cells, with respect to the wild type cells. Elevated EV release was





associated with changes in the purinergic signaling and ceramide





biosynthesis enzymes, suggesting the involvement of the DCT in the





EV-mediated ADPKD progression and points to the induction of





ceramide biosynthesis as an underlying molecular mechanism.





These findings highlight the role of purinergic activity and the





biosynthesis of ceramide in EVs generation in TCD and CD, which





have the potential to promote renal failure and further arterial





hypertension and other cardiovascular symptoms observed in





patients with kidney alterations.





Finally, the perspective from Friso et al. “Urinary extracellular





vesicles carry valuable hints through mRNA for the understanding of





endocrine hypertension” enlighten the reader about the state-of-the-





art and the possible future use of uEVs transcriptomics to build our





understanding of the pathophysiology of hypertension, as well as,





diagnostic-prognostic approaches. UEVs are now well recognized as





a valuable source of information about the originating tissues, that




FIGURE 1





Extracellular vesicles (EVs), either plasma or urinary EVs are a novel biological tool to identify proteins or EV molecular signatures (RNA, miRNA,
proteins) useful for novel research and biomarker discovery associated to hypertension, cardiovascular and renal diseases.
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can be obtained through a readily available non-invasive procedure.





Urinary EVs can carry protein and nucleic acids, especially RNA,





and therefore represent a unique way to perform gene expression





analysis of a tissue strictly related to the pathophysiology of arterial





hypertension such as the kidney (3). In this perspective, Friso et al.





highlight to advance uEVs transcriptomics and proteomics to reach





a deeper knowledge on the physiology and pathophysiology of





arterial hypertension, especially mineralocorticoid-dependent





hypertension, than eventually would lead to the design of more





specific diagnostic-prognostic strategies.





In summary, this Research Topic is focused on advances in EVs,





particularly uEVs, in humas and mice models associated to





endocrine hypertension and kidney pathology. The series of





manuscripts on this topic emphasize uEVs as useful biological





tool to reveal proteins or molecular signatures related to specific





disease etiologies. The EV-cargo reflects the molecular content of





the parent cells from which they are released and thus carry cell





specific markers from every segment of the nephron and urogenital





tract (8). Paired with the non-invasive collection of a large quantity





of sample exosomes, are thus ideal for evaluating the health status of





these systems, and have great potential as multiplex-biomarkers





associated with key subtypes of hypertension and renal disease (3, 8)





(Figure 1). Further studies investigating the regulatory mechanisms





associated to EV release, EV-cargo and paracrine or endocrine cell-





cell communication are warranted to advance in the use of uEVs in





the diagnosis, prognosis and potential treatment of different





diseases affecting the cardiovascular system as well as many





renal disorders.
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 The search for novel or complementary biomarkers, including extracellular vesicles (EVs) or exosomes, is a highly active research field ( 1). Biomarkers, EVs and EV-cargos have been suggested to be highly useful for patient’s stratification, diagnosis, and prognosis for endocrine hypertension, and also for cardiovascular and renal disorders ( 1,  2).
 EVs have been highlighted for their potential as a form of liquid biopsy that contains multiple types of “cargo” including cell-specific miRNA species and proteins. EVs have enormous potential for identification of novel metabolic and pathophysiological mechanisms affecting cardiovascular health, biomarker discovery and to advance in development of novel therapeutic strategies. Urinary exosomes are of particular interest since they can be isolated from urine in a non-invasive fashion and from large volumes of low concentration samples ( 3). Both standard analytical methods and high-throughput omics technologies have been applied in (urinary) EV biomarker research ( 4), leading to the identification of novel regulatory pathways and also the discovery of several potential EV-based biomarkers for a range of diseases, including cancer and chronic diseases ( 5).
 This Research Topic covers recent research in urinary EVs and novel biomarkers associated to endocrine hypertension, primary aldosteronism (PA) and renal diseases ( 2). It consists of two reviews, two original research manuscripts and a perspective.
 The review by  Wu et al. “ Using human urinary extracellular vesicles to study physiological and pathophysiological states and regulation of the sodium chloride cotransporter” provides a brief overview of the state-of-the-art, challenges and knowledge gaps in current uEV-based analyses, with a focus on the application of uEVs to study the “renal-K + switch” and the thiazide-sensitive sodium chloride cotransporter (NCC) regulation. They also provide recommendations regarding biospecimen handling, processing, and reporting requirements to improve experimental reproducibility of studies associated to discover uEV-derived biomarkers in arterial hypertension and clinical practice. The authors reported the use of uEVs as a tool to assess NCC abundance and activity in a variety of human studies has provided insight to the relative roles of K + and mineralocorticoids in NCC regulation and its potential pitfalls associated to age, sex, and states of disease.
 In the review by  Araos and Amador “ Neutrophil Gelatinase Associated- Lipocalin as an Immunomodulator in Endocrine Hypertension” the link between neutrophil gelatinase-associated lipocalin (NGAL) and endocrine hypertension is discussed with a focus on PA. Possible regulators and mechanisms are discussed in detail with particular attention paid to the role of NGAL as an immunomodulator. In the last decade, studies have shown that NGAL is required to develop aldosterone-induced hypertension and is associated with end-organ damage ( 6). NGAL has multiple origins, from epithelial cells to immune cells, is modulated by microRNAs and transported by extracellular vesicles which support its use as a biomarker for endocrine hypertension due to increased circulating aldosterone ( 7). The authors reviewed in detail the supportive evidence arising from recent studies in the area that support a role for MR-dependent activation in antigen-presenting cells (APCs) and induction of NGAL. APC-derived NGAL promotes differentiation and recruitment of Th lymphocytes, through the release of specific mediators indicating a pathway for MR regulation of Th lymphocytes ( 6). Given that NGAL has been found in EVs, it adds a novel route of communication and mechanism of this lipocalin in its role as pro-inflammatory and pro-fibrotic mediator, either  via MR or independent of MR, highlighting its role in endocrine hypertension morbidity.
 The original manuscript from  Bertolone et al. “ Proteomic analysis of urinary extracellular vesicles highlights specific signatures for patients with Primary Aldosteronism”, showed that UEVs are molecular biomarkers associated to PA characterization highlighting decreased expression of AQP1 and AQP2 in PA compared with essential hypertension (EH). They studied the proteome of UEVs from patients with PA and essential hypertension EH patients, and identified specific molecular indicators associated with pathophysiological features of PA, including those related to either aldosterone producing adenoma (APA) or bilateral primary aldosteronism (BPA). Using proteomic analysis of UEVs the authors identified differences in water reabsorption proteins such as AQP1 and AQP2 in PA, and specific proteomic signatures in APA vs BPA.
 The original manuscript by  Carotti et al. “ Involvement of ceramide biosynthesis in increased extracellular vesicle release in Pkd1 knock out cells” they found a role of EVs associated to Autosomal Dominant Polycystic Kidney Disease (ADPKD) that is an inherited disorder characterized by the development of renal cysts, which frequently leads to renal failure. Using Pkd1 deficient mouse cells of both the distal convoluted tubule (DCT) and inner medullary collecting duct (IMCD), the authors demonstrated a significant increase in EV release in Pkd1 -/- mDCT15 and mIMCD3 cells, with respect to the wild type cells. Elevated EV release was associated with changes in the purinergic signaling and ceramide biosynthesis enzymes, suggesting the involvement of the DCT in the EV-mediated ADPKD progression and points to the induction of ceramide biosynthesis as an underlying molecular mechanism. These findings highlight the role of purinergic activity and the biosynthesis of ceramide in EVs generation in TCD and CD, which have the potential to promote renal failure and further arterial hypertension and other cardiovascular symptoms observed in patients with kidney alterations.
 Finally, the perspective from  Friso et al. “ Urinary extracellular vesicles carry valuable hints through mRNA for the understanding of endocrine hypertension” enlighten the reader about the state-of-the-art and the possible future use of uEVs transcriptomics to build our understanding of the pathophysiology of hypertension, as well as, diagnostic-prognostic approaches. UEVs are now well recognized as a valuable source of information about the originating tissues, that can be obtained through a readily available non-invasive procedure. Urinary EVs can carry protein and nucleic acids, especially RNA, and therefore represent a unique way to perform gene expression analysis of a tissue strictly related to the pathophysiology of arterial hypertension such as the kidney ( 3). In this perspective,  Friso et al. highlight to advance uEVs transcriptomics and proteomics to reach a deeper knowledge on the physiology and pathophysiology of arterial hypertension, especially mineralocorticoid-dependent hypertension, than eventually would lead to the design of more specific diagnostic-prognostic strategies.
 In summary, this Research Topic is focused on advances in EVs, particularly uEVs, in humas and mice models associated to endocrine hypertension and kidney pathology. The series of manuscripts on this topic emphasize uEVs as useful biological tool to reveal proteins or molecular signatures related to specific disease etiologies. The EV-cargo reflects the molecular content of the parent cells from which they are released and thus carry cell specific markers from every segment of the nephron and urogenital tract ( 8). Paired with the non-invasive collection of a large quantity of sample exosomes, are thus ideal for evaluating the health status of these systems, and have great potential as multiplex-biomarkers associated with key subtypes of hypertension and renal disease ( 3,  8) ( 
 Figure 1
). Further studies investigating the regulatory mechanisms associated to EV release, EV-cargo and paracrine or endocrine cell-cell communication are warranted to advance in the use of uEVs in the diagnosis, prognosis and potential treatment of different diseases affecting the cardiovascular system as well as many renal disorders.
 
 Figure 1
 
 Extracellular vesicles (EVs), either plasma or urinary EVs are a novel biological tool to identify proteins or EV molecular signatures (RNA, miRNA, proteins) useful for novel research and biomarker discovery associated to hypertension, cardiovascular and renal diseases.
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Editorial on the Research Topic 








Novel biomarkers and extracellular vesicles in endocrine hypertension and related disorders





The search for novel or complementary biomarkers, including extracellular vesicles (EVs) or exosomes, is a highly active research field (1). Biomarkers, EVs and EV-cargos have been suggested to be highly useful for patient’s stratification, diagnosis, and prognosis for endocrine hypertension, and also for cardiovascular and renal disorders (1, 2).




EVs have been highlighted for their potential as a form of liquid biopsy that contains multiple types of “cargo” including cell-specific miRNA species and proteins. EVs have enormous potential for identification of novel metabolic and pathophysiological mechanisms affecting cardiovascular health, biomarker discovery and to advance in development of novel therapeutic strategies. Urinary exosomes are of particular interest since they can be isolated from urine in a non-invasive fashion and from large volumes of low concentration samples (3). Both standard analytical methods and high-throughput omics technologies have been applied in (urinary) EV biomarker research (4), leading to the identification of novel regulatory pathways and also the discovery of several potential EV-based biomarkers for a range of diseases, including cancer and chronic diseases (5).




This Research Topic covers recent research in urinary EVs and novel biomarkers associated to endocrine hypertension, primary aldosteronism (PA) and renal diseases (2). It consists of two reviews, two original research manuscripts and a perspective.




The review by Wu et al. “Using human urinary extracellular vesicles to study physiological and pathophysiological states and regulation of the sodium chloride cotransporter” provides a brief overview of the state-of-the-art, challenges and knowledge gaps in current uEV-based analyses, with a focus on the application of uEVs to study the “renal-K+ switch” and the thiazide-sensitive sodium chloride cotransporter (NCC) regulation. They also provide recommendations regarding biospecimen handling, processing, and reporting requirements to improve experimental reproducibility of studies associated to discover uEV-derived biomarkers in arterial hypertension and clinical practice. The authors reported the use of uEVs as a tool to assess NCC abundance and activity in a variety of human studies has provided insight to the relative roles of K+ and mineralocorticoids in NCC regulation and its potential pitfalls associated to age, sex, and states of disease.




In the review by Araos and Amador “Neutrophil Gelatinase Associated- Lipocalin as an Immunomodulator in Endocrine Hypertension” the link between neutrophil gelatinase-associated lipocalin (NGAL) and endocrine hypertension is discussed with a focus on PA. Possible regulators and mechanisms are discussed in detail with particular attention paid to the role of NGAL as an immunomodulator. In the last decade, studies have shown that NGAL is required to develop aldosterone-induced hypertension and is associated with end-organ damage (6). NGAL has multiple origins, from epithelial cells to immune cells, is modulated by microRNAs and transported by extracellular vesicles which support its use as a biomarker for endocrine hypertension due to increased circulating aldosterone (7). The authors reviewed in detail the supportive evidence arising from recent studies in the area that support a role for MR-dependent activation in antigen-presenting cells (APCs) and induction of NGAL. APC-derived NGAL promotes differentiation and recruitment of Th lymphocytes, through the release of specific mediators indicating a pathway for MR regulation of Th lymphocytes (6). Given that NGAL has been found in EVs, it adds a novel route of communication and mechanism of this lipocalin in its role as pro-inflammatory and pro-fibrotic mediator, either via MR or independent of MR, highlighting its role in endocrine hypertension morbidity.




The original manuscript from Bertolone et al. “Proteomic analysis of urinary extracellular vesicles highlights specific signatures for patients with Primary Aldosteronism”, showed that UEVs are molecular biomarkers associated to PA characterization highlighting decreased expression of AQP1 and AQP2 in PA compared with essential hypertension (EH). They studied the proteome of UEVs from patients with PA and essential hypertension EH patients, and identified specific molecular indicators associated with pathophysiological features of PA, including those related to either aldosterone producing adenoma (APA) or bilateral primary aldosteronism (BPA). Using proteomic analysis of UEVs the authors identified differences in water reabsorption proteins such as AQP1 and AQP2 in PA, and specific proteomic signatures in APA vs BPA.




The original manuscript by Carotti et al. “Involvement of ceramide biosynthesis in increased extracellular vesicle release in Pkd1 knock out cells” they found a role of EVs associated to Autosomal Dominant Polycystic Kidney Disease (ADPKD) that is an inherited disorder characterized by the development of renal cysts, which frequently leads to renal failure. Using Pkd1 deficient mouse cells of both the distal convoluted tubule (DCT) and inner medullary collecting duct (IMCD), the authors demonstrated a significant increase in EV release in Pkd1-/- mDCT15 and mIMCD3 cells, with respect to the wild type cells. Elevated EV release was associated with changes in the purinergic signaling and ceramide biosynthesis enzymes, suggesting the involvement of the DCT in the EV-mediated ADPKD progression and points to the induction of ceramide biosynthesis as an underlying molecular mechanism. These findings highlight the role of purinergic activity and the biosynthesis of ceramide in EVs generation in TCD and CD, which have the potential to promote renal failure and further arterial hypertension and other cardiovascular symptoms observed in patients with kidney alterations.




Finally, the perspective from Friso et al. “Urinary extracellular vesicles carry valuable hints through mRNA for the understanding of endocrine hypertension” enlighten the reader about the state-of-the-art and the possible future use of uEVs transcriptomics to build our understanding of the pathophysiology of hypertension, as well as, diagnostic-prognostic approaches. UEVs are now well recognized as a valuable source of information about the originating tissues, that can be obtained through a readily available non-invasive procedure. Urinary EVs can carry protein and nucleic acids, especially RNA, and therefore represent a unique way to perform gene expression analysis of a tissue strictly related to the pathophysiology of arterial hypertension such as the kidney (3). In this perspective, Friso et al. highlight to advance uEVs transcriptomics and proteomics to reach a deeper knowledge on the physiology and pathophysiology of arterial hypertension, especially mineralocorticoid-dependent hypertension, than eventually would lead to the design of more specific diagnostic-prognostic strategies.




In summary, this Research Topic is focused on advances in EVs, particularly uEVs, in humas and mice models associated to endocrine hypertension and kidney pathology. The series of manuscripts on this topic emphasize uEVs as useful biological tool to reveal proteins or molecular signatures related to specific disease etiologies. The EV-cargo reflects the molecular content of the parent cells from which they are released and thus carry cell specific markers from every segment of the nephron and urogenital tract (8). Paired with the non-invasive collection of a large quantity of sample exosomes, are thus ideal for evaluating the health status of these systems, and have great potential as multiplex-biomarkers associated with key subtypes of hypertension and renal disease (3, 8) (Figure 1). Further studies investigating the regulatory mechanisms associated to EV release, EV-cargo and paracrine or endocrine cell-cell communication are warranted to advance in the use of uEVs in the diagnosis, prognosis and potential treatment of different diseases affecting the cardiovascular system as well as many renal disorders.










Figure 1 | Extracellular vesicles (EVs), either plasma or urinary EVs are a novel biological tool to identify proteins or EV molecular signatures (RNA, miRNA, proteins) useful for novel research and biomarker discovery associated to hypertension, cardiovascular and renal diseases.
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Santiago, Chile, 2Center for Translational Research in Endocrinology (CETREN-UC), Pontificia Universidad
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Editorial on the Research Topic




Novel biomarkers and extracellular vesicles in endocrine hypertension
and related disorders



The search for novel or complementary biomarkers, including extracellular vesicles




(EVs) or exosomes, is a highly active research field (1). Biomarkers, EVs and EV-cargos




have been suggested to be highly useful for patient’s stratification, diagnosis, and prognosis




for endocrine hypertension, and also for cardiovascular and renal disorders (1, 2).




EVs have been highlighted for their potential as a form of liquid biopsy that contains




multiple types of “cargo” including cell-specific miRNA species and proteins. EVs have




enormous potential for identification of novel metabolic and pathophysiological




mechanisms affecting cardiovascular health, biomarker discovery and to advance in




development of novel therapeutic strategies. Urinary exosomes are of particular interest




since they can be isolated from urine in a non-invasive fashion and from large volumes of




low concentration samples (3). Both standard analytical methods and high-throughput




omics technologies have been applied in (urinary) EV biomarker research (4), leading to




the identification of novel regulatory pathways and also the discovery of several potential




EV-based biomarkers for a range of diseases, including cancer and chronic diseases (5).




This Research Topic covers recent research in urinary EVs and novel biomarkers




associated to endocrine hypertension, primary aldosteronism (PA) and renal diseases (2). It




consists of two reviews, two original research manuscripts and a perspective.




The review by Wu et al. “Using human urinary extracellular vesicles to study




physiological and pathophysiological states and regulation of the sodium chloride




cotransporter” provides a brief overview of the state-of-the-art, challenges and




knowledge gaps in current uEV-based analyses, with a focus on the application of uEVs
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to study the “renal-K+ switch” and the thiazide-sensitive




sodium chloride cotransporter (NCC) regulation. They also




provide recommendations regarding biospecimen handling,




processing, and reporting requirements to improve experimental




reproducibility of studies associated to discover uEV-derived




biomarkers in arterial hypertension and clinical practice. The




authors reported the use of uEVs as a tool to assess NCC




abundance and activity in a variety of human studies has




provided insight to the relative roles of K+ and mineralocorticoids




in NCC regulation and its potential pitfalls associated to age, sex,




and states of disease.




In the review by Araos and Amador “Neutrophil Gelatinase




Associated- Lipocalin as an Immunomodulator in Endocrine




Hypertension” the link between neutrophil gelatinase-associated




lipocalin (NGAL) and endocrine hypertension is discussed with a




focus on PA. Possible regulators and mechanisms are discussed in




detail with particular attention paid to the role of NGAL as an




immunomodulator. In the last decade, studies have shown that




NGAL is required to develop aldosterone-induced hypertension




and is associated with end-organ damage (6). NGAL has multiple




origins, from epithelial cells to immune cells, is modulated by




microRNAs and transported by extracellular vesicles which




support its use as a biomarker for endocrine hypertension due to




increased circulating aldosterone (7). The authors reviewed in detail




the supportive evidence arising from recent studies in the area that




support a role for MR-dependent activation in antigen-presenting




cells (APCs) and induction of NGAL. APC-derived NGAL




promotes differentiation and recruitment of Th lymphocytes,




through the release of specific mediators indicating a pathway for




MR regulation of Th lymphocytes (6). Given that NGAL has been




found in EVs, it adds a novel route of communication and




mechanism of this lipocalin in its role as pro-inflammatory and




pro-fibrotic mediator, either via MR or independent of MR,




highlighting its role in endocrine hypertension morbidity.




The original manuscript from Bertolone et al. “Proteomic




analysis of urinary extracellular vesicles highlights specific




signatures for patients with Primary Aldosteronism”, showed that
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UEVs are molecular biomarkers associated to PA characterization




highlighting decreased expression of AQP1 and AQP2 in PA




compared with essential hypertension (EH). They studied the




proteome of UEVs from patients with PA and essential




hypertension EH patients, and identified specific molecular




indicators associated with pathophysiological features of PA,




including those related to either aldosterone producing adenoma




(APA) or bilateral primary aldosteronism (BPA). Using proteomic




analysis of UEVs the authors identified differences in water




reabsorption proteins such as AQP1 and AQP2 in PA, and




specific proteomic signatures in APA vs BPA.




The original manuscript by Carotti et al. “Involvement of




ceramide biosynthesis in increased extracellular vesicle release in




Pkd1 knock out cells” they found a role of EVs associated to




Autosomal Dominant Polycystic Kidney Disease (ADPKD) that is




an inherited disorder characterized by the development of renal




cysts, which frequently leads to renal failure. Using Pkd1 deficient




mouse cells of both the distal convoluted tubule (DCT) and inner




medullary collecting duct (IMCD), the authors demonstrated a




significant increase in EV release in Pkd1-/- mDCT15 and mIMCD3




cells, with respect to the wild type cells. Elevated EV release was




associated with changes in the purinergic signaling and ceramide




biosynthesis enzymes, suggesting the involvement of the DCT in the




EV-mediated ADPKD progression and points to the induction of




ceramide biosynthesis as an underlying molecular mechanism.




These findings highlight the role of purinergic activity and the




biosynthesis of ceramide in EVs generation in TCD and CD, which




have the potential to promote renal failure and further arterial




hypertension and other cardiovascular symptoms observed in




patients with kidney alterations.




Finally, the perspective from Friso et al. “Urinary extracellular




vesicles carry valuable hints through mRNA for the understanding of




endocrine hypertension” enlighten the reader about the state-of-the-




art and the possible future use of uEVs transcriptomics to build our




understanding of the pathophysiology of hypertension, as well as,




diagnostic-prognostic approaches. UEVs are now well recognized as




a valuable source of information about the originating tissues, that



FIGURE 1




Extracellular vesicles (EVs), either plasma or urinary EVs are a novel biological tool to identify proteins or EV molecular signatures (RNA, miRNA,
proteins) useful for novel research and biomarker discovery associated to hypertension, cardiovascular and renal diseases.
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can be obtained through a readily available non-invasive procedure.




Urinary EVs can carry protein and nucleic acids, especially RNA,




and therefore represent a unique way to perform gene expression




analysis of a tissue strictly related to the pathophysiology of arterial




hypertension such as the kidney (3). In this perspective, Friso et al.




highlight to advance uEVs transcriptomics and proteomics to reach




a deeper knowledge on the physiology and pathophysiology of




arterial hypertension, especially mineralocorticoid-dependent




hypertension, than eventually would lead to the design of more




specific diagnostic-prognostic strategies.




In summary, this Research Topic is focused on advances in EVs,




particularly uEVs, in humas and mice models associated to




endocrine hypertension and kidney pathology. The series of




manuscripts on this topic emphasize uEVs as useful biological




tool to reveal proteins or molecular signatures related to specific




disease etiologies. The EV-cargo reflects the molecular content of




the parent cells from which they are released and thus carry cell




specific markers from every segment of the nephron and urogenital




tract (8). Paired with the non-invasive collection of a large quantity




of sample exosomes, are thus ideal for evaluating the health status of




these systems, and have great potential as multiplex-biomarkers




associated with key subtypes of hypertension and renal disease (3, 8)




(Figure 1). Further studies investigating the regulatory mechanisms




associated to EV release, EV-cargo and paracrine or endocrine cell-




cell communication are warranted to advance in the use of uEVs in




the diagnosis, prognosis and potential treatment of different




diseases affecting the cardiovascular system as well as many




renal disorders.
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2. Carvajal CA, Tapia-Castillo A, Pérez JA, Fardella CE. Primary aldosteronism,
aldosterone, and extracellular vesicles. Endocrinology (2022) 163(1):1–9. doi: 10.1210/
endocr/bqab240




3. Barros ER, Carvajal CA. Urinary exosomes and their cargo: potential biomarkers
for mineralocorticoid arterial hypertension? Front Endocrinol (Lausanne) (2017) 8:230.
doi: 10.3389/fendo.2017.00230




4. Blijdorp CJ, Tutakhel OAZ, Hartjes TA, van den Bosch TPP, van HeugtenMH, Rigalli
JP, et al. Comparing approaches to norMalize, quantify, and characterize urinary extracellular
vesicles. J Am Soc Nephrol (2021) 32(5):1210–26. doi: 10.1681/asn.2020081142



5. Erdbrügger U, Blijdorp CJ, Bijnsdorp IV, Borràs FE, Burger D, Bussolati B, et al.
Urinary extracellular vesicles: A position paper by the urine task force of the
international society for extracellular vesicles. J Extracell Vesicles (2021) 10(7):
e12093. doi: 10.1002/jev2.12093




6. Buonafine M, Martinez-Martinez E, Jaisser F. More than a simple biomarker: the
role of Ngal in cardiovascular and renal diseases. Clin Sci (Lond) (2018) 132(9):909–23.
doi: 10.1042/cs20171592




7. Pastén V, Tapia-Castillo A, Fardella CE, Leiva A, Carvajal CA. Aldosterone and
renin concentrations were abnormally elevated in a cohort of normotensive pregnant
women. Endocrine (2022) 75(3):899–906. doi: 10.1007/s12020-021-02938-0




8. Bazzell BG, Rainey WE, Auchus RJ, Zocco D, Bruttini M, Hummel SL, et al.
Human urinary mrna as a biomarker of cardiovascular disease. Circ Genom Precis Med
(2018) 11(9):e002213. doi: 10.1161/circgen.118.002213



frontiersin.org







https://doi.org/10.3389/fendo.2023.1155011



https://doi.org/10.1210/endrev/bnac009



https://doi.org/10.1210/endocr/bqab240



https://doi.org/10.1210/endocr/bqab240



https://doi.org/10.3389/fendo.2017.00230



https://doi.org/10.1681/asn.2020081142



https://doi.org/10.1002/jev2.12093



https://doi.org/10.1042/cs20171592



https://doi.org/10.1007/s12020-021-02938-0



https://doi.org/10.1161/circgen.118.002213



https://doi.org/10.3389/fendo.2023.1262046



https://www.frontiersin.org/journals/endocrinology



https://www.frontiersin.org







				Editorial: Novel biomarkers and extracellular vesicles in endocrine hypertension and related disorders



				Author contributions



				Funding



				References















<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /PageByPage
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages false
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 1
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness false
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages false
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages false
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages false
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /ENU (T&F settings for black and white printer PDFs 20081208)
  >>
  /ExportLayers /ExportVisibleLayers
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /BleedOffset [
        0
        0
        0
        0
      ]
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /ClipComplexRegions true
        /ConvertStrokesToOutlines false
        /ConvertTextToOutlines false
        /GradientResolution 300
        /LineArtTextResolution 1200
        /PresetName ([High Resolution])
        /PresetSelector /HighResolution
        /RasterVectorBalance 1
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks true
      /IncludeHyperlinks true
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MarksOffset 6
      /MarksWeight 0.250000
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PageMarksFile /RomanDefault
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
    <<
      /AllowImageBreaks true
      /AllowTableBreaks true
      /ExpandPage false
      /HonorBaseURL true
      /HonorRolloverEffect false
      /IgnoreHTMLPageBreaks false
      /IncludeHeaderFooter false
      /MarginOffset [
        0
        0
        0
        0
      ]
      /MetadataAuthor ()
      /MetadataKeywords ()
      /MetadataSubject ()
      /MetadataTitle ()
      /MetricPageSize [
        0
        0
      ]
      /MetricUnit /inch
      /MobileCompatible 0
      /Namespace [
        (Adobe)
        (GoLive)
        (8.0)
      ]
      /OpenZoomToHTMLFontSize false
      /PageOrientation /Portrait
      /RemoveBackground false
      /ShrinkContent true
      /TreatColorsAs /MainMonitorColors
      /UseEmbeddedProfiles false
      /UseHTMLTitleAsMetadata true
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice











fendo.2023.1262046 sample role/frontiers_metadata_fendo-14-1262046.xml


 
   
     
       Front. Endocrinol.
       106
       122
       
         Frontiers in Endocrinology
         Translational Endocrinology
         Front. Endocrinol.
      
       1664-2392
       
         Frontiers Media S.A.
      
    
     
       1262046
       10.3389/fendo.2023.1262046
       
         
           Endocrinology
           
             Editorial
          
        
         Novel Biomarkers and Extracellular Vesicles in Endocrine Hypertension and Related Disorders
         
           https://www.frontiersin.org/researchtopic/29051
        
      
       
         Editorial: Novel Biomarkers and Extracellular Vesicles in Endocrine Hypertension and Related Disorders
      
       
         
           
             Carvajal
             Cristian A
             Prof
          
           
           
           
           Conceptualization
           Funding acquisition
           Investigation
           Writing – original draft
           Writing – review & editing
           
           ccarvajm@gmail.com
        
         
           
             Young
             Morag J
             Prof
          
           
           Writing – original draft
           Writing – review & editing
           
           Morag.Young@baker.edu.au
        
         
           
             Romero
             Damian G.
             Prof
          
           
           
           
           
           Writing – original draft
           Writing – review & editing
           
           dromero@umc.edu
        
      
       
         
           0
           Department of Endocrinology, School of Medicine, Pontificia Universidad Católica de Chile
        
         Santiago
         Chile
      
       
         
           0
           Center for Translational Research in Endocrinology (CETREN-UC), Pontificia Universidad Católica de Chile
        
         Santiago
         Santiago Metropolitan Region (RM)
         Chile
      
       
         
           0
           Cardiovascular Endocrinology Laboratory, Baker Heart and Diabetes Institute
        
         Melbourne
         Australia
      
       
         
           0
           Department of Cell and Molecular Biology, School of Medicine, University of Mississippi Medical Center
        
         Jackson
         Kentucky
         United States
      
       
         
           0
           Mississippi Center of Excellence in Perinatal Research, University of Mississippi Medical Center
        
         Jackson
         United States
      
       
         
           0
           Women’s Health Research Center, University of Mississippi Medical Center
        
         Jackson
         Kentucky
         United States
      
       
         
           0
           Cardiovascular-Renal Research Center, University of Mississippi Medical Center
        
         Jackson
         Kentucky
         United States
      
       
         
           
             Olcese
             James M
          
           editor
           
           james.olcese@med.fsu.edu
           
             
               1131541147
               Florida State University
            
             Tallahassee
             United States
          
        
      
       
         
           The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.
        
         
           NULL
        
         Correspondence: Cristian A Carvajal ccarvajm@gmail.com
      
       
       
         01
         08
         2023
      
       14
       1262046
       
         
           19
           07
           2023
        
         
           01
           08
           2023
        
      
       
         Copyright © 2023 Carvajal, Young and Romero
         2023
         Carvajal, Young and Romero
         
         
           http://creativecommons.org/licenses/by/4.0/
           This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.
        
      
       https://www.frontiersin.org/articles/10.3389/fendo.2023.1262046/full
       
         Extracellular vesicles (EVs)
         endocrine hypertension
         Renal disease
         biomarkers
         exosome (vesicle)
      
       
         
         
         
         
         
         
      
       
         
           file-updated-date
           2023-08-02T06:14:09
        
         
           file-version
           2
        
         
           publisher-email
           health.production.office@frontiersin.org
        
         
           schema-version
           1.0
        
         
           POF/EOF comments
           230801 CMB: FV OK
230801 CMB: COI OK
        
      
    
  
   
   
     
       This study was supported partially by Grants ANID-FONDECYT 1212006 (CAC); CONICYT-FONDEQUIP EQM150023 (CAC); SOCHED 2019-09 (CAC) and CETREN-UC.
    
  











InputFolder/fpsyt-15-1478127.xml

 
 
 
 Front. Psychiatry
 Frontiers in Psychiatry
 Front. Psychiatry
 1664-0640
 
 Frontiers Media S.A.


 
 10.3389/fpsyt.2024.1478127
 
 
 Psychiatry
 
 Original Research



 
 Childhood maltreatment and aggressive behavior among college students: a serial mediation model of authenticity and alexithymia

 
 
 
 Zhou
 Jingya

 
 1

 
 †

 
 
 
 
 

 
 
 Wei
 Meiting

 
 2

 
 †

 
 
 
 
 

 
 
 Xie
 Qing

 
 3

 
 *

 
 
 
 


 
 1
 Department of Public Order Administration, Hunan Police Academy,  Changsha,  China

 
 2
 Faculty of Education, Yunnan Normal University,  Kunming,  China

 
 3
 Department of Management, Hunan Police Academy,  Changsha,  China

 
 
 Edited by: Padmavati Ramachandran, Schizophrenia Research Foundation, India

 
 Reviewed by: Shiva Prakash Srinivasan, Schizophrenia Research Foundation, India
 Karthikeyan Pandiyambakkam Rajendran, Schizophrenia Research Foundation, India

 
 *Correspondence: Qing Xie,  xievicent@126.com


 
 †These authors have contributed equally to this work and share first authorship


 
 10
 10
 2024

 
 2024

 15
 1478127
 
 
 09
 08
 2024

 
 26
 09
 2024


 
 Copyright © 2024 Zhou, Wei and Xie
 2024
 Zhou, Wei and Xie
 
 This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.


 
 
 Introduction
 Aggressive behavior among college students is a concerning issue that not only affects the mental health and personal development of those involved but also poses a threat to societal stability. Existing literature has consistently demonstrated a positive correlation between childhood maltreatment and aggressive behavior. However, the specific mechanisms through which childhood maltreatment leads to aggressive behavior remain unclear. This study aims to explore the impact of childhood maltreatment on aggressive behavior among college students and to examine the mediating roles of authenticity and alexithymia in this relationship. 

 
 Methods
 To investigate these relationships, we conducted an online survey among 1,148 Chinese college students. Participants completed the Childhood Trauma Questionnaire-Short Form (CTQ-SF), Authenticity Scale, Toronto Alexithymia Scale (TAS-20), and 12-item Aggression Questionnaire (12-AQ). These instruments allowed us to measure the variables of interest and to analyze the potential mediating effects of authenticity and alexithymia. 

 
 Results
 The findings of our study indicate that both authenticity and alexithymia mediate the positive relationship between childhood maltreatment and aggressive behavior. Specifically, the mediating effect of authenticity was 0.04 (95% CI [0.01, 0.06]), while that of alexithymia was 0.10 (95% CI [0.07, 0.13]). Moreover, we observed a chain-mediating effect involving both authenticity and alexithymia, with a chain-mediating effect of 0.03 (95% CI [0.02, 0.05]). 

 
 Conclusions
 This study demonstrates that childhood maltreatment can positively predict aggressive behavior in college students, and this relationship is mediated individually and sequentially by authenticity and alexithymia. Our findings contribute valuable insights to the existing research on aggressive behavior and provide a theoretical framework for developing interventions aimed at reducing aggressive behaviors among college students.
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 1
 Introduction
 Aggressive behavior, also known as offensive behavior, is a goal directed motivational behavior that intentionally causes physical injury or psychological pain to others, rather than doing so accidentally or unconsciously ( 1). With the frequent occurrence of a series of incidents including criminal behavior, campus violence, and dating violence among college students ( 2– 4), aggressive behavior in this group has become a focal issue in academic research. A survey showed that approximately one-third of Chinese college students exhibit a tendency towards moderate or higher levels of aggressive behavior ( 5). The World Health Organization’s report shows that approximately 37% of global violent crimes are committed by individuals aged 15-29, including the college student population ( 6). Meanwhile, aggressive behavior poses significant risks, not only to the victims’ physical and mental health ( 7,  8), but also to the aggressors themselves, impairing their personality development ( 9,  10) and contributing to higher crime rates ( 11,  12). Therefore, it is necessary to explore the influencing factors and mechanisms behind aggressive behavior among college students.
 Childhood maltreatment refers to actions by individuals who have a duty to care for and supervise a child, which are sufficient to cause actual or potential harm to the child’s health, survival, growth, development and dignity ( 13). In China, the overall prevalence of college students having experienced one or more forms of childhood maltreatment—including sexual abuse, emotional abuse, physical abuse, emotional neglect, and physical neglect—is 64.7% ( 14). In line with Ecological Systems Theory, childhood maltreatment, functioning as a microsystem, will exert an immediate negative influence on an individual’s development, leading to aggressive behavior among college students ( 15,  16). Previous research confirms that college students who have endured childhood maltreatment often exhibit lower levels of self-esteem, well-being, and security, as well as higher levels of anxiety and depression, which are risk factors for aggression ( 17– 20). Other empirical evidence directly demonstrates that childhood maltreatment is a significant risk factor for aggressive behavior among college students ( 21,  22). Furthermore, Attachment Theory suggests that the relational patterns between a child and their caregivers are gradually internalized as schemas of self-other relationships, influencing an individual’s attitudes and behaviors towards others ( 23). College students who have experienced childhood maltreatment are more likely to develop insecure styles of adult attachment, manifesting as attachment anxiety and attachment avoidance ( 24). Meanwhile, previous research has demonstrated that these negative relational patterns more readily lead to anger and hostility toward others, thereby increasing aggressive behavior ( 25,  26). Therefore, this study posits that childhood maltreatment positively predicts aggressive behavior in college students.
 Authenticity is often defined as the sense of being true to one’s real self ( 27). According to Self-Determination Theory, individuals are considered authentic when their behaviors are autonomous and reflect their true selves ( 28,  29). Childhood abuse experiences can decrease an individual’s sense of authenticity. This occurs because individuals who experience neglect or abuse from their parents are more likely to ignore or suppress their true thoughts and emotions, thereby developing a pattern of inauthentic self-expression ( 30,  31). Consistently, Li and Bi found that excessive control by parents can diminish the authenticity of Chinese college students ( 32). Theran and Han demonstrated that emotional maltreatment by parents could positively predict inauthenticity in female college students ( 33). Meanwhile, based on the Meaning Maintenance Model, low authenticity can diminish an individual’s sense of meaning ( 34). When individuals interact with others, they are more inclined to restore their sense of meaning through aggressive behaviors ( 35). Some evidence indicates that a threat to the sense of meaning can foster hostility and aggressive behavior ( 36,  37). Importantly, a cross-sectional study conducted by Pinto and associates revealed that individuals with lower levels of authentic living are more likely to exhibit aggressive responses ( 38). In conjunction with Self-Determination Theory, this suggests that childhood abuse can reduce an individual’s sense of meaning by diminishing their authenticity, thereby increasing the likelihood of the individual engaging in aggressive behavior.
 Alexithymia is a relatively stable personality construct, primarily characterized by difficulties in identifying feelings, difficulties in describing feelings, and an externally oriented style of thinking ( 39,  40). Therefore, alexithymia may mediate the relationship between childhood maltreatment and aggressive behavior in college students ( 41). On one hand, childhood abuse may hinder the growth and development of brain structures related to emotions, thereby affecting the development of emotional processes ( 42). Studies have validated that individuals who endured repeated physical or verbal mistreatment by their parents during childhood often display anomalies in the hippocampus and prefrontal cortex ( 43– 45). Additionally, based on the Self-defense Mechanism Hypothesis, the experience of abuse and neglect is often intolerable for children, leading them to be more inclined to adopt emotional numbing or dissociation as a defensive mechanism for self-protection ( 46). This evidence suggests that childhood abuse is a risk factor for the development of alexithymia. On the other hand, alexithymia impedes an individual’s capacity for empathy towards others and the recognition of one’s own emotions, thus blocking the channels for expressing and dissipating anxiety or anger ( 47,  48). When individuals encounter interpersonal conflicts, they may find it difficult to adopt effective stress-coping strategies to alleviate the conflict, which increases the likelihood of aggressive behavior. As a result, those with pronounced alexithymia are at a higher risk of exhibiting aggressive actions. Ample evidence indicates that higher levels of alexithymia are associated with increased aggressive behavior ( 49,  50), a finding supported by neurobiological evidence ( 51).
 Self-alienation is an important dimension of authenticity, which refers to a subjective experience of not knowing who one is and being disconnected from one’s core self ( 52). This suggests that individuals with lower levels of authenticity often find it difficult to discern their true thoughts and express their true feelings, which can lead to increased alexithymia ( 53). Meanwhile, the General Aggression Model (GAM) suggests that distal environmental factors can influence aggressive behavior by altering an individual’s personality traits ( 54). According to the GAM, childhood maltreatment, authenticity, alexithymia, and aggressive behavior in college students may form a comprehensive process leading to aggression. In other words, childhood maltreatment, as a distal environmental factor, hampers individuals from authentically expressing themselves and living genuinely, exacerbating difficulties in recognizing and expressing emotions and leading to the development of alexithymia ( 30,  46). Alexithymia, in turn, hinders individuals from employing appropriate coping strategies to resolve conflicts and regulate negative emotions, thereby leading to aggressive behavior ( 47). Based on this, the present study posits that childhood maltreatment may influence aggressive behavior through a chain mediation effect involving authenticity and alexithymia.
 Previous research has found varying degrees of correlation between childhood maltreatment, authenticity, alexithymia, and aggressive behavior. Additionally, authenticity and alexithymia are both considered mediating factors in the relationship between childhood maltreatment and aggressive behavior, with low authenticity potentially exacerbating alexithymia. Based on these studies, authenticity and alexithymia may not only independently mediate the relationship between childhood maltreatment and aggressive behavior in college students but may also exhibit a chain-mediated effect. This study aims to explore this psychological mechanism through a cross-sectional questionnaire survey ( N = 1,148) among Chinese college students.

 
 2
 Materials and methods
 
 2.1
 Participants
 Considering that Chinese universities organize and manage students in classes (approximately 50 students per class), we employed a cluster sampling method, using university class as the sampling unit. A total of 1,200 students were recruited from four universities in Hunan Province, China. Participants received the survey link on the  Credamo platform after providing informed consent. They voluntarily initiated the questionnaire after reading the introduction on the homepage and had the option to withdraw from the study at any time. After excluding 52 invalid responses (failed the attention check or provided patterned responses), the final sample size consisted of 1,148 participants. The basic information of the sample is presented in  
 Table 1
. Upon submitting the questionnaire, all participants were compensated with 3 RMB (approximately 0.42 USD).
 
 Table 1
 
 Distribution of sample characteristic.

 
 
 
 Variables
 Groups
 N
 Proportion


 
 
 Gender
 Male
 540
 47.0%

 
 Female
 608
 53.0%

 
 Age
 18
 368
 32.1%

 
 19
 418
 36.4%

 
 20
 244
 21.3%

 
 21
 84
 7.3%

 
 22
 26
 2.3%

 
 23
 8
 0.7%

 
 Hometown
 Urban areas
 466
 40.6%

 
 Rural areas
 682
 59.4%



 
 
 
 N = 1,148.



 The study complied with the Declaration of Helsinki and approved by the Institutional Review Board of corresponding author’s institution. Before commencing the research, we reached out to the administrative authorities of the schools involved and secured authorization for the questionnaire survey, as well as obtained informed consent from the student participants. The participants are all over the age of 18, therefore they are capable of making independent decisions without the consent of a guardian. All participants voluntarily participated in the survey after fully understanding the purpose, methods, potential risks and benefits of the study.

 
 2.2
 Measures
 
 2.2.1
 Childhood maltreatment
 Childhood maltreatment was measured using the Childhood Trauma Questionnaire-Short Form (CTQ-SF) developed by Bernstein et al. ( 55), which was revised into Chinese version by Zhao et al. ( 56). The scale is widely used and has good reliability and validity ( 56– 58). The questionnaire comprises 28 items, of which 25 are clinical items, including five subscales: sexual abuse, emotional abuse, physical abuse, emotional neglect, and physical neglect. All items were rated on a scale of 1 to 5 (1 = never to 5 = always), with higher scores indicating greater childhood maltreatment. In this study, the Cronbach’s alpha coefficient for this questionnaire was 0.90, and the Cronbach’s alpha coefficients for the five subscales were 0.90, 0.78, 0.86, 0.85 and 0.75, respectively, indicating good reliability.

 
 2.2.2
 Authenticity
 Authenticity was measured using the Authenticity Scale developed by Wood et al. ( 59), which was revised into Chinese version by Song et al. ( 60). The scale is widely used for measuring individual authenticity and has good reliability and validity ( 32,  60,  61). The scale consists of 12 items, which are divided into three subscales: authentic living, self-alienation and accepting external influence. All items were rated on a scale of 1 to 7 (1 = strongly disagree to 7 = strongly agree), with higher scores indicating greater authenticity. In this study, the Cronbach’s alpha coefficient for this scale was 0.81, and the Cronbach’s alpha coefficients for the three subscales were 0.76, 0.76 and 0.85, respectively, indicating good reliability.

 
 2.2.3
 Alexithymia
 Alexithymia was measured using The Toronto Alexithymia Scale (TAS-20) developed by Taylor et al. ( 62), which was revised into Chinese version by Yuan et al. ( 63). The scale has been used by many researchers to measure individual alexithymia and has good reliability and validity ( 12,  63– 65). The scale comprises 20 items, which are organized into three subscales: difficulties in identifying feelings, difficulties in describing feelings, and external-oriented thinking. All items were rated on a scale of 1 to 5 (1 = strongly disagree to 5 = strongly agree), with higher scores indicating greater alexithymia. In our study, the Cronbach’s alpha coefficient for this scale was 0.88, and the Cronbach’s alpha coefficients for the three subscales were 0.76, 0.80 and 0.78, respectively, indicating good reliability.

 
 2.2.4
 Aggressive behavior
 Aggressive Behavior was measured using the 12-item Aggression Questionnaire (12-AQ) developed by Bryant and Smith ( 66), which was revised into Chinese version by Zhang et al. ( 67). The scale is widely used for measuring individual level of aggression and has good reliability and validity ( 67– 69). This questionnaire comprises four subscales: physical attacks, verbal attacks, anger and hostility. All items were rated on a scale of 1 to 5 (1 = strongly disagree to 5 = strongly agree), with higher scores indicating more aggressive behavior. In this study, the Cronbach’s alpha coefficient for this scale was 0.88, indicating good internal consistency. The Cronbach’s alpha coefficients for the four subscales were 0.74, 0.69, 0.68 and 0.76, respectively, indicating good reliability.


 
 2.3
 Data analysis
 Descriptive statistics, correlation analysis, and mediation effect tests were conducted using SPSS 23.0. Initially, we conducted a common method bias test. Subsequently, we compiled descriptive statistics and calculated the correlation coefficients for the key variables. Finally, we employed Model 6 from the PROCESS macro within SPSS 23.0 to assess serial mediation and the significance of the serial mediation effect was tested using the Bootstrap method ( 70).


 
 3
 Results
 
 3.1
 Common method bias test
 The Harman single-factor test was employed to examine common method bias. The results indicated that 13 factors had eigenvalues greater than 1, and the variance explained by the first unrotated factor was 21.89% (less than the critical threshold of 40%). Thus, common method bias in our study was not serious.

 
 3.2
 Descriptive statistics and correlation analysis
 The results of the descriptive statistics and correlation analyses for our focal variables were presented in  
 Table 2
. Childhood maltreatment was negatively correlated with authenticity ( r = -0.30,  p < 0.001), and was positively correlated with alexithymia ( r = 0.42,  p < 0.001) and aggressive behavior ( r = 0.36,  p < 0.001). Authenticity was negatively correlated with alexithymia ( r = -0.45,  p < 0.001) and aggressive behavior ( r = -0.32,  p < 0.001). Furthermore, alexithymia was positively correlated with aggressive behavior ( r = 0.45,  p < 0.001). These correlations among the variables are consistent with our hypotheses.
 
 Table 2
 
 Descriptive statistics and correlations among focus variables.

 
 
 
 Variables
 M
 SD
 1
 2
 3
 4


 
 
 1. Childhood Maltreatment
 1.62
 0.40
 1.00
 
 
 

 
 2. Authenticity
 4.66
 0.85
 -0.30 ***

 1.00
 
 

 
 3 .Alexithymia
 2.67
 0.54
 0.42 ***

 -0.45 ***

 1.00
 

 
 4. Aggressive Behavior
 2.47
 0.76
 0.36 ***

 -0.32 ***

 0.45 ***

 1.00



 
 
 
 N = 1,148. *** p < 0.001 (two-tailed).




 
 3.3
 Mediating analysis
 Model 6 of the PROCESS macro was conducted to test the mediation effects of authenticity and alexithymia. The standardized coefficients for each pathway are shown in  
 Figure 1
. After controlling for gender and age, the total effect of childhood maltreatment on aggressive behavior was significant ( β = 0.37,  t = 13.25,  p < 0.001). This indicates that childhood maltreatment can positively predict aggressive behavior.
 
 Figure 1
 
 Standardized path coefficients of research model.  N = 1,148. *** p < 0.001 (two-tailed).

 

 Furthermore, as shown in  
 Tables 3
 and  
 4
, childhood maltreatment was negatively related to authenticity ( β = -0.30,  t = -10.86,  p < 0.001), and authenticity was negatively related to aggressive behavior ( β = -0.12,  t = -4.17,  p < 0.001). The bias-corrected non-parametric bootstrap method indicated that the indirect effect of authenticity was significant ( Estimate = 0.04,  SE = 0.01, 95%CI [0.01, 0.06]). This indicates that authenticity plays a mediating role in the relationship between childhood maltreatment and aggressive behavior.
 
 Table 3
 
 The analytic results of serial mediation model.

 
 
 
 Independent variables
 Dependent variables

 
 Authenticity
 Alexithymia
 Aggressive Behavior

 
 
 β

 
 t

 
 β

 
 t

 
 β

 
 t



 
 
 Childhood maltreatment
 -0.30
 -10.86 ***

 0.31
 12.00 ***

 0.20
 6.81 ***


 
 Authenticity
 
 
 -0.36
 -13.57 ***

 -0.12
 -4.17 ***


 
 Alexithymia
 
 
 
 
 0.32
 10.47 ***


 
 Gender
 -0.17
 -2.99 **

 -0.14
 -2.71 **

 0.07
 1.80

 
 Age
 0.06
 2.18 *

 -0.05
 -2.09 *

 0.05
 1.36

 
 
 R 2


 0.11
 0.30
 0.25

 
 
 F

 43.32 ***

 120.13 ***

 78.12 ***




 
 
 
 N = 1,148. * p < 0.05, ** p < 0.01, *** p < 0.001 (two-tailed). All variables in the model are standardized before being incorporated into the regression equation.



 
 Table 4
 
 The mediating role of authenticity and alexithymia.

 
 
 
 
 Estimate (SE)
 95% CI
 Proportion


 
 
 Indirect effect (Childhood Maltreatment−Authenticity−Aggressive Behavior)
 0.04 (0.01)
 [0.01, 0.06]
 10.81%

 
 Indirect effect (Childhood Maltreatment−Alexithymia−Aggressive Behavior)
 0.10 (0.01)
 [0.07, 0.13]
 27.03%

 
 Indirect effect (Childhood Maltreatment−Authenticity−Alexithymia−Aggressive Behavior)
 0.03 (0.01)
 [0.02, 0.05]
 8.11%

 
 Total indirect effect
 0.17(0.02)
 [0.13, 0.21]
 45.95%

 
 Direct effect
 0.20 (0.03)
 [0.14, 0.25]
 54.05%

 
 Total effect
 0.37 (0.03)
 [0.31, 0.42]
 




 Childhood maltreatment was positively related to alexithymia ( β = 0.31,  t = 12.00,  p < 0.001), and alexithymia was positively related to aggressive behavior ( β = 0.32,  t = 10.47,  p < 0.001). The bias-corrected non-parametric bootstrap method indicated that the indirect effect of alexithymia was significant ( Estimate = 0.10,  SE = 0.01, 95%CI [0.07, 0.13]). This indicates that alexithymia plays a mediating role in the relationship between childhood maltreatment and aggressive behavior.
 Importantly, authenticity was negatively related to alexithymia ( β = -0.36,  t = -13.57,  p < 0.001). The bias-corrected non-parametric bootstrap method revealed that the serial indirect effect was significant ( Estimate = 0.03,  SE = 0.01, 95%CI [0.02, 0.05]). This indicates that authenticity and alexithymia play a chain mediation role in the relationship between childhood maltreatment and aggressive behavior.
 Meanwhile, the direct effect of childhood maltreatment on aggressive behavior remained significant ( β = 0.20,  t = 6.80,  p < 0.001).
 Additionally, we employed the Monte Carlo Power Analysis for Indirect Effects ( https://schoemanna.shinyapps.io/mc_power_med/) to examine the statistical power of the chain mediating effect analysis in this study ( 71). When the sample size was set to the actual number in this study ( N = 1148) and the variable correlation coefficients were based on the actual findings, the results indicated a power of 1, suggesting that the sample size for the chain mediating analysis in this study is sufficient.


 
 4
 Discussion
 The current study investigated the relationship between childhood maltreatment and aggressive behavior among Chinese college students, examining the mediating roles of authenticity and alexithymia. Our findings indicate that childhood maltreatment can predict aggressive behavior in college students both directly and through a chain-mediated indirect pathway involving authenticity and alexithymia.
 Firstly, we found a close association between childhood maltreatment and aggressive behavior among college students. This finding further validates Ecological Systems Theory. As a microenvironmental factor, childhood maltreatment promotes aggressive behavior in individuals, and this negative impact can persist into adulthood. Based on Attachment Theory, this is because individuals who have been abused internalize this negative interpersonal relationship pattern, leading them to more easily experience attachment anxiety and attachment avoidance, which subsequently triggers aggressive behavior. This finding is consistent with previous studies ( 18,  72). For instance, Chen and colleagues conducted a survey on 809 Chinese college students and found that emotional abuse during childhood can positively predict aggression ( 73).
 Secondly, our study demonstrated that authenticity partially mediates the relationship between childhood maltreatment and aggressive behavior among college students, as hypothesized. On one hand, we confirmed a significant negative correlation between childhood maltreatment and authenticity among college students, consistent with the Self-Determination Theory ( 28). When individuals’ feelings and behaviors expressed in interactions with caregivers are not acknowledged or supported, it intensifies self-doubt and self-denial, making individuals less inclined to express their true selves. To survive and minimize harm, individuals may present an inauthentic self and comply with behaviors that hinder the development of authenticity ( 29). On other hand, authenticity showed a negative correlation with aggressive behavior among college students, aligning with the Meaning Maintenance Model. Low authenticity reduces an individual’s self-worth, life meaning, and life satisfaction ( 74,  75), triggering compensatory behaviors for meaning. Hostility, bias, and aggression have been identified as common compensatory mechanisms ( 35,  36). Consequently, individuals with lower authenticity are more prone to engaging in aggressive behaviors.
 Furthermore, our results indicated that alexithymia partially mediates the relationship between childhood maltreatment and aggressive behavior. Two meta-analysis studies suggest that childhood maltreatment is a risk factor for alexithymia ( 76,  77). This impact may be achieved through two pathways: physiological (affecting brain structures with emotional function) and psychological (emotional numbing as a self-protecting mechanism) ( 43,  44,  46). Meanwhile, alexithymia hinders college students from engaging effectively in social interactions, impeding the development of interpersonal relationships. Specifically, due to their deficits in emotional awareness and expression, as well as lower empathy levels ( 78,  79), they struggle to adopt adaptive strategies (such as calm communication) to resolve problems in stressful interpersonal interactions ( 32), there-by exacerbating aggressive behaviors.
 Lastly and more importantly, this study provides preliminary evidence of a chain-mediating effect of authenticity and alexithymia in the association between child-hood maltreatment and aggressive behavior. Within the framework of the GAM, individuals who experienced childhood maltreatment tend to suppress the expression of their true selves to avoid negative consequences. While this adaptive response may temporarily function, the long-term development of a “false self” ( 80) under this pattern may hinder the recognition and expression of emotions, leading to alexithymia. Sequent, suppressed emotions and feelings do not dissipate with age; instead, they may sensitize individuals to perceive (perhaps nonexistent) threats, triggering excessive self-protective mechanisms and aggression towards others. These findings further expand the GAM and provide important insights into the occurrence of aggressive behavior among college students.

 
 5
 Contributions
 Our research has the following contributions. Firstly, although there is evidence that childhood maltreatment increases aggressive behavior in college students, the psychological mechanisms underlying this process still need to be further investigated. To our knowledge, almost no studies have yet explored how childhood maltreatment, authenticity, and alexithymia collectively influence aggressive behavior in college students. We explained this mechanism through a chain mediation model, which helps to deepen our understanding of the relationship between childhood maltreatment and aggressive behavior.
 Secondly, our research further supports the Ecological Systems Theory. The findings reveal that a negative family environment (childhood maltreatment) can have a detrimental impact on individual development. This impact is not only current and temporary but can also extend into early adulthood.
 Finally, our research also further supports the GAM. The GAM emphasizes that environmental factors can influence aggressive behavior through personality factors. Consistent with the assumptions of GAM, our study reveals that abuse from parents or guardians can promote alexithymia by suppressing authenticity, which in turn increases an individual’s aggressive behavior. This deepens our understanding of the formation mechanisms of individual aggressive behavior.

 
 6
 Implications
 This study holds significant educational and societal implications. It highlights the lasting impact of childhood maltreatment on individual development, stressing the importance of early prevention and intervention at both family and community levels. It suggests that public awareness around parenting practices and the potential harm of neglect or harsh treatment should be increased, with a broader emphasis on providing accessible education and training on positive parenting techniques.
 Moreover, this research sheds light on factors contributing to aggressive behaviors commonly observed among college students, offering insights for future interventions. For educators, understanding and recognizing the emotional needs of students with a history of maltreatment is crucial in creating a supportive environment that encourages these individuals to express their authentic selves. Special attention and targeted intervention should be directed toward individuals exhibiting alexithymia, aiming to reduce the incidence of aggressive behaviors and promote both mental and physical well-being within the student population.

 
 7
 Limitations and future direction
 This study has several limitations. Firstly, it conceptualizes childhood maltreatment as a unified construct without distinguishing between its different subtypes, which may vary in their impact—such as emotional abuse having potentially stronger effects than physical abuse. Future research could explore and discuss these differences through comparative analyses of different maltreatment types. Secondly, this study relies on cross-sectional data to examine the mediation analysis. While this approach allows us to identify associations between variables, it does not establish causal relationships. Future studies employing longitudinal or cross-lagged designs would be valuable to confirm the directionality of the effects observed in this study and to provide a more robust understanding of the underlying mechanisms. Thirdly, the reliance on self-report methods for participants to recall past maltreatment experiences may be susceptible to memory biases. Future research could integrate multiple assessment methods, such as implicit association tests, to complement self-report data. Lastly, exploring other potential mediating or moderating variables, such as intolerance of uncertainty or self-pity, could provide additional insights.

 
 8
 Conclusions
 
 
 Childhood Maltreatment positively predicts aggressive behavior among college students.

 
 Authenticity mediates the relationship between childhood maltreatment and aggressive behavior.

 
 Alexithymia mediates the relationship between childhood maltreatment and aggressive behavior.

 
 Authenticity and Alexithymia play the serial mediating role in the relationship between childhood maltreatment and aggressive behavior.
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 Drug repurposing, or identifying new uses for existing drugs, has emerged as an alternative to traditional drug discovery processes involving  de novo synthesis. Drugs that are currently approved or under development for non-antibiotic indications may possess antibiotic properties, and therefore may have repurposing potential, either alone or in combination with an antibiotic. They might also serve as “antibiotic adjuvants” to enhance the activity of certain antibiotics.
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 Drug Discovery: Overview of Process
 Traditional drug discovery strategies aim to identify the next new chemical or molecular entity that possesses a novel mechanism of action. For any promising new compound, the path from initial discovery to market launch is sluggish, costly, and fraught with a multitude of barriers. Moving a new drug from pre-clinical phases to market generally requires a minimum timeframe of 10-12 years and over $2 billion in resources ( DiMasi, 2014;  DiMasi et al., 2016). Additionally, the probability of success is low, with only 1-2 drugs from an initial 10,000 compounds reaching Federal Drug Administration (FDA) approval. Following target identification and validation, high-throughput screening (HTS) assays are developed and run against compound libraries to generate ‘hits’, which are the compounds that demonstrate the desired activity or interaction with the target of interest. Each hit series undergoes additional screening and/or chemical modifications to become more ‘druggable’ lead compounds before  in vitro and  in vivo pharmacokinetic testing is performed in animal models (preclinical). Generally, only a handful of drug candidates from the initial 10,000 compounds enter clinical trials. Success rates for drugs entering Phase I clinical trials have approximately 10% chance of gaining FDA approval for the desired indication ( Mullard, 2016).

 
 Antibiotic Drug Development: A Historical Perspective
 Milestones of antibiotic discovery and development can offer insights into future solutions. The pre-antibiotic era bears striking resemblance to circumstances of today, regarding a need for: 1) novel, effective antibiotics, 2) large scale collaboration, and 3) efficient processes/timelines for antibiotic approvals.
 
 Penicillin: A Landmark “Bench to Bedside” Breakthrough
 The discovery of penicillin in 1928 is regarded as one of the most significant medical and scientific breakthroughs in history ( Ligon, 2004a;  Ligon, 2004b;  Kardos and Demain, 2011;  Lobanovska and Pilla, 2017). It represents one of history’s earliest examples of translating a scientific discovery into medicine. The story of how penicillin was developed is as important as the discovery of the drug itself. Overcoming the major barriers during that time helped establish methods that led to next-generation penicillins and development of other antibiotic classes ( Kardos and Demain, 2011;  Lobanovska and Pilla, 2017).
 When a fungal contaminant ( Penicillium notatum) on a petri dish was found to produce a potent substance that inhibited growth of  Staphylococcus aureus, Alexander Fleming had unknowingly discovered a life-saving antibiotic. He published his findings the following year ( Fleming, 1929), but surprisingly, the world did not take notice right away. Furthermore, there were problems with the drug itself. Penicillin was chemically unstable and difficult to isolate from the mold, raising serious doubts about its potential as a therapeutic agent.
 More than ten years later, in 1939, a group of scientists at Oxford University (Howard Florey, Ernest Chain, Norman Heatley, and Edward Abraham) took on this challenge, and successfully developed a procedure for isolating and purifying penicillin ( Chain et al., 2005), thereby enabling extraction of sufficient material to conduct  in vivo efficacy studies ( Chain et al., 1993). Clinical trials began in 1941, demonstrating drug stability and efficacy against  Streptococcus pyogenes and  Staphylococcus aureus, with no signs of toxicity ( Ligon, 2004a;  Ligon, 2004b;  Lobanovska and Pilla, 2017).
 With World War II underway, there was an established need for penicillin use in wounded soldiers and civilians ( Fraser, 1984;  Ligon, 2004a;  Ligon, 2004b); thus, creating an intense sense of urgency for large-scale production. Funding, however, was limited in England for a task of this size, leading the Oxford team to relocate to the United States for assistance. Collaborative efforts soon began at an unprecedented level between the United States and United Kingdom that included academic and government entities teaming up with multiple pharmaceutical companies (including Merck, Squibb, Lilly, and Pfizer to start). Through their combined resources and expertise, they developed new procedures for the purification and mass production of penicillin - and just in time for D-Day (1944) ( Swann, 1983;  Fraser, 1984). These were ground-breaking techniques (i.e. submerged fermentation, microbial strain production, mutational strain improvement) representing a combination of scientific disciplines including microbiology, biochemistry, and chemical engineering, that quickly became integral for the development of subsequent antibiotics ( Richards, 1964).
 Shortly after the war in 1946, penicillin became widely available by prescription, which revolutionized medicine. Providers were able to, for the first time; effectively treat previously incurable diseases such as rheumatic fever, scarlet fever, syphilis, severe wounds, and infections with aggressive pathogens such as  Staphylococcus or  Streptococcus spp ( Dowling and Lepper, 1951;  Armstrong et al., 1999;  Kardos and Demain, 2011;  Aminov, 2017). Alexander Fleming’s serendipitous discovery of penicillin was the breakthrough of the century; however, it took an international collaboration composed of government, academia, and industry scientists to translate this discovery into one of the most important medical treatments in history.

 
 The Antibiotic Era
 The drug discovery landscape was forever changed after the arrival of penicillin. Not only did it save thousands of lives, it also ushered in an era of natural products discovery ( Wright, 2014;  Moloney, 2016). Building on the work of Fleming, microbiologist Selman Waksman sought to find more sources of antibiotic-producing microbes from soil. His approach involved the screening of soil-derived bacteria (mostly  Actinomycetes spp.) against susceptible test organisms and evaluating zones of inhibited growth on an overlay plate ( Schatz et al., 2005). This method is similar to Fleming’s discovery of penicillin; however, Waksman applied a more systematic, deliberate screening approach, while Fleming’s discovery of an antibiotic-producing mold was accidental. This new screening approach, otherwise known as the ‘Waksman platform’ led to the discovery of an important antibiotic streptomycin, which exhibited  in vitro activity against Gram-positive and Gram-negative bacteria ( Jones et al., 1944). Though penicillin was highly effective and in frequent use at the time, its antibacterial activity was primarily limited to Gram-positive bacteria. Streptomycin, the first of the aminoglycoside antibiotic class, was also the first drug with activity against  Mycobacterium tuberculosis.
 After the successful launch of streptomycin, the Waksman platform quickly became the quintessential tool for antibiotic discovery at the time, and ultimately the most successful and widely adopted antibiotic discovery platform to date. Discovery of other antibiotics occurred shortly thereafter, and continued over the next 20 years, famously referred to as the ‘golden age’ of antibiotics ( Lewis, 2013;  Lyddiard et al., 2016). In fact, the bulk of antibiotics in use today are from natural products or their semisynthetic derivatives that were discovered by this method of mining through soil-derived compounds ( Moloney, 2016;  Mohr, 2016;  Katz and Baltz, 2016). Vancomycin, clindamycin, rifampin, tetracycline, and daptomycin are among a few important natural product antibiotics discovered during this era that remain in use today ( 
 Table 1
).
 
 Table 1
 
 Antibiotics derived from natural products ( Lewis, 2013;  Wright, 2014).

 
 
 
 Antibiotic class
 Example of clinically used drugs
 Biological target


 
 
 β-lactam
 Penicillins: amoxicillin, ampicillin, piperacillin, cephalosporins: cephalexin, cefaclor, ceftazidime, Carbapenems: imipenem, meropenem
 Peptidoglycan synthesis; transpeptidases

 
 Glycopeptide
 Vancomycin
 Peptidoglycan synthesis; binding to acyl-D-Ala-D-Ala

 
 Macrolide
 Erythromycin, clarithromycin, azithromycin
 Ribosome; blocks peptide exit tunnel in the large subunit

 
 Lincosamide
 Clindamycin
 Ribosome; blocks peptide exit tunnel in the large subunit

 
 Aminoglycoside
 Gentamicin, tobramycin, amikacin
 Ribosome; impairs cognate aminoacyl-tRNA recognition

 
 Streptogramin
 Synercid (quinupristin + dalfopristin)
 Ribosome: inhibits peptidyl transfer, blocks peptide exit tunnel in large subunit

 
 Tetracycline
 Doxycycline, minocycline
 Ribosome: inhibits aminoacyl-tRNA transfer, blocks peptide exit tunnel in small subunit

 
 Rifamycin
 Rifampin
 RNA polymerase

 
 Lipopeptide
 Daptomycin
 Cell membrane

 
 Cationic peptide
 Colistin
 Cell membrane





 
 Antibiotic Innovation Gap
 During the golden age of antibiotics, from 1940 through 1960s, the antibiotic development pipeline flourished ( Walsh and Wencewicz, 2014). In fact, the rapidity of new antibiotics discovered at the time appeared to be outpacing the spread of antibiotic resistance. However, the majority of antibiotics developed during this period were through natural product discovery, a few synthetic antibiotic classes or “scaffolds” were also developed with success and remain in used today: fluoroquinolones (ciprofloxacin, levofloxacin), sulfonamides (sulfamethoxazole), oxazolidinones (linezolid), and nitroimidazole (metronidazole) ( Wright, 2014;  Lewis, 2017). Rapid advances in biotechnology gave rise to HTS in the early 1990s ( Kubinyi, 1995). Plus, with the advancements in medicinal chemistry, molecular biology, and arrival of genomic tools, the pharmaceutical industry was seemingly more equipped than ever to discover the next wave of novel antibiotic compounds. Expectations were high for productivity as the industry moved away from laboriously mining soil for naturally-occurring compounds, opting instead for target-based HTS of synthetic compounds ( Silver, 2011;  Lewis, 2013). However, these high-tech platforms yielded only disappointing returns. What occurred instead was nearly a 40-year innovation gap. After the introduction of nalidixic acid in 1962, no new structural classes of antibiotics were developed again until linezolid in 2000 ( Walsh, 2003;  Fischbach and Walsh, 2009).
 A combination of several important factors is likely to blame for the antibiotic innovation gap or discover void lasting several decades:
 
 Collapse of the Waksman Platform
 This drug discovery platform was a success for approximately 20 years. Unfortunately, mining through soil microbes eventually led to frequent re-isolation or rediscovery of known compounds ( Katz and Baltz, 2016). After yielding diminished returns, the platform was abandoned. Still, many experts now advocate for a revival of this platform, as synthetic approaches have been unable to replace the success of natural product drug discovery. Furthermore, soil and marine environments may still be promising untapped sources for antibiotic compounds. Metagenomic analyses have shown that 99% of bacteria from soil and marine samples are “uncultured,” meaning they do not grow under normal laboratory conditions ( Rappe and Giovannoni, 2003;  Schloss and Handelsman, 2004). Recently, investigators unveiled the discovery of a new antibiotic, teixobactin ( Ling et al., 2015;  Fiers et al., 2017), using a method similar to the Waksman platform, but with a modified technique for isolating and growing uncultured bacteria ( Nichols et al., 2010).

 
 Golden Age of Medicinal Chemistry
 Much of the focus in the pharmaceutical industry during the 1960s and 1970s shifted from novel discovery of compounds to the chemical tailoring of existing antibiotics to create successive generations of antibiotics (2nd, 3rd, 4th, etc.). This has been important for improving the efficacy and/or pharmacological properties of antibiotics but has not lead to any new molecular entities or novel antibiotic scaffolds ( Walsh, 2003;  Aminov, 2017;  Lewis, 2017).

 
 Adherence to Lipinski ‘Rule of Five’
 Poor absorption was a major source of attrition during drug discovery in the early 1990s ( Kola and Landis, 2004). Renowned medicinal chemist, Christopher Lipinski, along with his team, sought to determine the physiochemical properties of compounds that best predict absorption and advancement to clinical stages of development. Lipinski analyzed properties of compounds that had emerged from Phase I and entered Phase II clinical studies, accessed through the World Drug Index (WDI) and United States Adopted Name (USAN) databases ( Lipinski et al., 2001). More than 90% of compounds that reached Phase II status had the following physiochemical parameters: i) molecular weight < 500, ii) number of hydrogen-bond donors < 5, iii) number of hydrogen-bond acceptors < 10, and iv) calculated octanol-water partition coefficient < 5. These characteristics, which became known as Lipinski’s rule of five are associated with solubility and permeability, and therefore increased absorption ( Lipinski, 2000). This rule-based approach for synthesizing or screening new compounds was widely adopted by the pharmaceutical industry. Antibiotics, however, are unique molecules, and have always been an exception to the Lipinski rules. Unlike drugs developed for other therapeutic areas, antibiotic drug candidates must be able to penetrate bacterial cells, and not just human cells. Lipinski’s rules do not account for this critical physiochemical property ( O’Shea and Moser, 2008;  Lewis, 2013). In fact, the widespread use of Lipinski’s ‘rule of five’ may have inadvertently selected against discovery of new antibiotic compounds.

 
 Phenotypic Versus Target-Based Screens
 Antibiotics during the Golden Age were discovered empirically using  in vitro growth inhibition assays, in which phenotypic endpoints were recorded as bacterial ‘growth’ or ‘no growth’ ( Waksman et al., 1946;  Ligon, 2004a;  Ligon, 2004b;  Moloney, 2016;  Katz and Baltz, 2016). Mechanisms of action were usually determined later, often many years after approval - a significant downside to using traditional whole-cell phenotypic assays. Following the arrival of genomics, bioinformatics, and high throughput screening, drug screening strategies shifted from phenotypic to molecular target-based platforms, thereby enabling target identification and validation of important disease-related targets ( Flordellis et al., 2006;  Lewis, 2013). A target-based method involves the  in vitro interaction between a drug candidate and a defined/validated target (e.g. enzyme or receptor) in a cell-free system. Other distinguishing characteristics between phenotypic and target-based screening is described in  
 Table 2
.
 
 Table 2
 
 Comparing target-based and phenotypic-based screens ( Swinney and Anthony, 2011;  Zheng et al., 2013;  Bell et al., 2015;  Wagner, 2016;  Moffat et al., 2017).

 
 
 
 
 Target-based
 Phenotypic-based


 
 
 Assay format/characteristics
 
 
 
 Often recombinant proteins (cell-free system) or cells over-expressing the target of interest

 
 High throughput

 
 Screen measures drug effect on target of interest

 
 Hypothesis-driven (target known at starting point)



 
 
 
 Whole cells (e.g. cell lines) or organisms (e.g. bacteria) are used

 
 Low to medium throughput

 
 Screen measures biological effect on cells, tissue, or organism

 
 Does not rely on hypothesis




 
 Advantages
 
 
 
 Target or mechanism identified



 
 
 
 Screen hits are biologically active

 
 Screen activity may translate better to human disease




 
 Disadvantages
 
 
 
 Screen hits may not be biologically active



 
 
 
 Additional study needed to determine target or mechanism of action







 Perceived at the time as the more sophisticated and more promising screening platform for anti-infective research and development, target-based screens soon became widely favored in industry. However, this highly anticipated method was met with disappointing results - no new antibiotics emerged from these platforms. Payne et al. published a highly influential article, in which the authors provided candid insight on experiences with target-based screening platforms at GlaxoSmithKline (GSK) ( Payne et al., 2007). Between 1995 and 2001, a total of 67 HTS campaigns using genomic-derived antibiotic targets were run against a large compound collection, consisting of 260,000 to 530,000 compounds. This was an unprecedented amount of effort and resources for screening only one single therapeutic area. Only 16 ‘hits’ were identified, five of which became ‘lead’ compounds; but ultimately none of them reached clinical trial phases. Payne et al. concluded that whole-cell phenotypic assays, rather than target-based, are more likely to produce successful leads ( Payne et al., 2007). The authors discussed several possibilities for the poor performing results, one of which is an inability to translate  in vitro activity observed from target-based assays to activity that occurs with live bacterial cells. Target-based screening can produce many ‘hits.’ However, if these compounds cannot overcome the permeability barriers and tendencies for efflux pump activity in bacteria, then none of them, not one single hit, will progress to a lead compound ( Livermore and British Society for Antimicrobial Chemotherapy Working Party on The Urgent Need: Regenerating Antibacterial Drug D, Development, 2011;  Aminov, 2017;  Lewis, 2017;  Moffat et al., 2017;  Singh et al., 2017). According to Dr. Kim Lewis, Ph.D., Distinguished Professor of Biology and Director of Antimicrobial Discovery Center at Northeastern University, “…simply doing more high-throughput screening or adding yet another target to the long list of potential ones will not do” ( Lewis, 2017).
 Although the cell permeability hurdle was specific to bacterial cells, the lower productivity from target-based screens does not appear to be limited to the development of antibiotics. An analysis of FDA drug approvals between 1999 and 2008 revealed a higher number of first-in-class compounds (i.e. new molecular entities) discovered through phenotypic screening compared to molecular target-based approach ( Swinney and Anthony, 2011). From a total of 50 new in-class drugs, 28 (56%) were discovered using a phenotypic approach, while 17 (34%) were from target-based methods. One area in which target screening appears to be more successful, however, is in the field of cancer. Between 1999 and 2013, 31 of the 48 first in-class oncology drugs were discovered through target-based screens, 21 of which were kinase inhibitors ( Moffat et al., 2014).
 Despite having fallen out of favor more than two decades ago, and replaced with molecular target-based platforms, phenotypic screening has been undergoing a resurgence ( Zheng et al., 2013;  Wagner, 2016;  Moffat et al., 2017). The ideal screening strategy to improve productivity in antibiotic drug discovery, however, is one that combines advantages of both phenotypic and target screening, while circumventing their limitations ( Zheng et al., 2013;  Farha and Brown, 2015;  Matano et al., 2016). This can be accomplished through a number of ways. One approach is through the use of a parent wildtype bacterial strain paired with a mutant or modified strain, in which a specific target or mechanism of interest has been altered ( Farha and Brown, 2015). Comparing the  in vitro response of a wildtype/mutant pair to drug candidates can preferentially reveal compounds that inhibit a target or pathway. This method allows for a more hypothesis-driven phenotypic approach, for which the screen hits are biologically active, and the mechanism of action can also be deduced. There are increasing reports of using this integrated strategy, some referring to it as target-, pathway-, or mechanism-based whole cell screens ( Testa and Johnson, 2012;  Gengenbacher and Dick, 2015;  Matano et al., 2016;  Bonnett et al., 2016).

 
 High-Risk Investments
 Antimicrobial research and development (R&D) programs were becoming unattractive investments. After the ‘high-tech’ target-based platforms failed to produce new antibiotics, the anti-infective divisions within the pharmaceutical industry began shutting down ( Payne et al., 2007;  Tommasi et al., 2015;  Lewis, 2017). Turning a profit may take years, possibly not until final years of the patent life, depending on the circumstances ( Fisher and Mobashery, 2016). Furthermore, antibiotics in general tend to have short durations of therapy (≤ 14 days). In contrast, chronic conditions, such as diabetes or hypertension may require daily treatment for many years, if not for life.
 Pharmaceutical companies estimate risk/benefit and profitability of a developing product using a metric known as net present value (NPV). This is a summation of Research and Development (R&D) costs and expected value of future revenue ( Sciarretta et al., 2016). A threshold target NPV of $200 million is recommended for an antibiotic to be an attractive investment and comparable to other therapeutic classes ( Sharma and Towse, 2011). However, the predicted NPV of an antibiotic is estimated at negative $50 million, meaning the developmental costs would exceed projected earnings ( Sharma and Towse, 2011). Among the more recently launched antibiotics, Avycaz (ceftazidime/avibactam) and Teflaro (ceftaroline fosamil) had the highest sales at ~ $80 and ~$50 million, respectively, two years post-launch. Meanwhile, other popular non-antibiotic drugs had sales ranging from $500 million to over $1 billion ( Fernandes and Martens, 2017). Thus, even for antibiotics that bring in revenue, the return of investment is low compared to other popular ‘blockbuster’ treatments for other conditions.


 
 Emergence of Resistance
 Antibiotic resistance is an extremely complicated problem. The urgency to develop new antibiotics is almost entirely driven by escalating resistance rates ( Theuretzbacher, 2011). The first sign of penicillin resistance was observed in 1940, several years before penicillin was available for widespread use (1945), when a penicillin-inactivating enzyme (penicillinase) was discovered in an  E. coli strain ( Abraham and Chain, 1988). In 1942, penicillin resistance was noted in four clinical strains of  S. aureus, also by a penicillinase ( Rammelkamp and Stolzer, 1961). Unfortunately, this was only the beginning. As each new antibiotic was launched into market, reports of resistance followed shortly thereafter. Over time, this pattern began occurring in a variety of bacterial pathogens, spanning several decades. Today, there is no shortage of antibiotic resistant bacteria, but there is a shortage of effective treatment options.
 Until better control measures are in place and more novel antibiotics are available, the threat of resistance will loom, putting an expiration date on each and every antibiotic in use.

 
 Addressing the Unmet Clinical Need
 The emergence and spread of resistant bacteria, coupled with the paucity of new antibiotics, has evolved into a global health crisis ( French, 2010;  Lushniak, 2014;  Rossolini et al., 2014;  Brown and Wright, 2016;  Martens and Demain, 2017). The Centers for Disease Control and Prevention (CDC) estimated that two million patients per year in the U.S. have infections associated with drug-resistant bacteria and 23,000 die annually as a result ( Centers for Disease Control and Prevention, 2013). If antimicrobial resistance continues its current trajectory, an estimated 10 million deaths worldwide are predicted by 2050 (surpassing cancer) ( Review on Antimicrobial Resistance, 2015). Industry sponsors, regulatory agencies, and organizations at the national and international level are taking action to overcome hurdles that led to a dry antibiotic pipeline. Just as the Oxford group discovered during their wartime efforts of mass-producing penicillin, public-private collaborations are critical to successfully revive the antibiotic pipeline and bring new antibiotics to patients in need ( Luepke and Mohr, 2017;  Luepke et al., 2017).
 In an effort to improve regulatory processes for drug approvals, the FDA developed four expedited drug review pathways ( 
 Table 3
) for the treatment of life-threatening/serious or rare conditions: i) accelerated approval, ii) priority review, iii) fast track, and iv) breakthrough therapy ( Guidance for industry: expedited programs for serious conditions – drugs and biologics, 2014;  Hwang et al., 2017). Bacterial infections were not specifically addressed in these pathways. That changed, however, in 2012 when the Generating Antibiotic Incentives Now (GAIN) act was signed into law. Under the GAIN act, industry sponsors can petition the FDA for a Qualified Infectious Disease Product (QIDP) designation, defined as an antibacterial or antifungal drug for human use intended to treat serious or life-threatening infections. Antibiotics with QIDP designation can receive both fast track and priority review status ( Brown, 2013). The FDA is expected to have frequent meetings and written communications with the sponsor and provide guidance along the way on developing pathogen-focused antibiotics. QIDP antibiotics are also eligible for five additional years of exclusivity, which allows the sponsor a longer timeframe to recoup development costs.
 
 Table 3
 
 FDA expedited regulatory pathways ( Darrow et al., 2014;  Kesselheim and Darrow, 2015;  Sinha and Kesselheim, 2016).

 
 
 
 Program
 Year initiated
 Criteria or Data required
 Key characteristics


 
 
 Accelerated approval
 1992
 
 
 
 − Treatment of serious condition

 
 − Early evidence showing advantage over existing therapies



 
 
 
 − FDA approval based on surrogate endpoint

 
 − Approval granted on conditional basis, post-approval trial required to confirm clinical benefit




 
 Priority review
 1992
 
 
 
 − Treatment of serious condition or drug is designated as QIDP

 
 − Improvement in safety or effectiveness over existing therapies



 
 
 
 − Shorter FDA review timeline (six vs. ten months)




 
 Fast track
 1997; 2012*
 
 
 
 − Treatment of serious condition or drug is designated as QIDP

 
 − Preclinical or clinical evidence demonstrating potential to address unmet medical need.



 
 
 
 − Rolling NDA review

 
 − More frequent written communication from FDA




 
 Breakthrough therapy
 2012
 
 
 
 − Treatment of serious condition

 
 − Demonstrates substantial improvement over existing therapies on one or more clinically important endpoints



 
 
 
 − Intensive FDA guidance throughout development to generate additional safety and efficacy data

 
 − Largely oncology and orphan diseases






 
 
 *Fast track designation was amended by the FDA Safety and Innovation Act (FDASIA) in 2012 to include the GAIN Act.

 
 NDA, new drug application; QIDP, Qualified Infectious Disease Product; FDA, Food and Drug Administration.



 In addition to expedited approval programs, another pathway, the Limited Population Antimicrobial Drug (LPAD) pathway, was signed into law in 2016 as a provision to the 21st Century Cures Act ( Stone, 2015;  Sinha and Kesselheim, 2016). Established with the intention to streamline antibiotic development, LPAD allows faster access to antibiotics for patients with serious or life-threatening bacterial infections in which no appropriate treatment options exist. The drug’s safety and effectiveness can be studied in significantly smaller, more rapid, and less expensive clinical trials using this mechanism, which is similar to the orphan drug approval process ( Simoens et al., 2012;  Kwok and Koenigbauer, 2015). Data considered acceptable for drug approval using this pathway can include a combination of non-clinical,  in vitro susceptibility, pharmacokinetic-pharmacodynamic, and phase II data ( Rex et al., 2013). An antibiotic approved by this pathway must have “Limited Population” in the labeling of the drug.
 The GAIN act and LPAD pathway are important milestones for revitalizing the antibiotic pipeline. However, some remain skeptical about the benefits of these expedited programs and have concern that speed is being favored over safety. Critics argue that expedited approval has been granted for drugs that did not meet qualifying criteria (i.e. life-threatening/serious, urgent unmet medical need, breakthrough) and have also pointed out a lack of oversight (or enforcement) of post-marketing surveillance studies for approvals based on surrogate markers ( Herper;  Frank et al., 2014;  Kesselheim and Darrow, 2015;  Kesselheim et al., 2015;  Kim and Prasad, 2016;  Chary and Pandian, 2017;  Mostaghim et al., 2017). Others have questioned how safety and efficacy can adequately be assessed from such limited data ( Light and Lexchin, 2015).
 Streamlining drug approval processes is an important strategy to help bring new antibiotics to market in a shorter timeline, but this is only one of several measures needed to combat antibiotic resistance. Several national and international initiatives aimed at incentivizing antibiotic R&D are currently underway, including tax credits, market exclusivity extension, public-private partnerships, and reimbursements ( Brogan and Mossialos, 2016;  Sciarretta et al., 2016;  Luepke and Mohr, 2017;  Luepke et al., 2017). Still, despite an expanding antibiotic pipeline, experts remain concerned that these measures will simply not be enough and that we will be outmatched by worsening antibiotic resistance rates ( Antibacterial agents in clinical development: an analysis of the antibacterial clinical development pipeline, including tuberculosis 2017;  Breaking throught the wall: A call for concerted action on antibiotics research and development, 2017;  Simpkin et al., 2017).


 
 Drug Repurposing
 
 Overview
 As of September 2017, 48 new antibiotics were in Phase I to Phase III development ( Antibiotics currently in global clinical development, 2018). While this news was initially encouraging, further investigation revealed a more sobering outlook. First, only approximately 20-30% will translate to a marketable product, given the success rates of an antibiotic moving through development ( Payne et al., 2007;  Thomas et al., 2017). Second, most of these antibiotics do not have a novel mechanism of action but are instead modifications of existing antibiotic classes ( Antibiotics currently in global clinical development, 2018). Third, only 38% of the antibiotics in development are expected to be active against ESKAPE pathogens ( Enterococcus faecium,  Staphylococcus aureus,  Klebsiella pneumoniae,  Acinetobacter baumanii,  Pseudomonas aeruginosa, and  Enterobacter), which have been regarded as high priority for more than a decade ( Boucher et al., 2009;  Thomas et al., 2017). These factors, combined with the efficacy and safety uncertainties of expedited/LPAD pathway approvals leave little optimism for the future of antibiotics.
 Perhaps an alternative solution to the scientific, regulatory, and safety barriers may be to seek new therapeutic uses from existing drugs, also known as drug repurposing or drug repositioning ( Beachy et al., 2014). This is becoming an increasingly attractive translational strategy to expedite therapies into the clinic, circumventing much of the early phases of drug development. Drug repurposing is, in itself, an expedited process.
 Drug repurposing provides a way for pharmaceutical companies to reduce costs, increase efficiency, and minimize investment and safety risks ( Tobinick, 2009;  Strittmatter, 2014;  Pryor and Cabreiro, 2015). Developing a repurposed drug, as opposed to a newly discovered compound, has the potential to save more than $1 billion and reduce the time to FDA approval by 50% ( Scannell et al., 2012;  Beachy et al., 2014). Using this strategy can also bring a failed drug back to life, often in the form of a different indication, thereby adding value back to a lost investment.
 There is no ‘standardized’ definition for drug repurposing. However, the term does have many other names, which has caused some confusion: “repositioning”, “reprofiling”, “redirecting”, “rediscovery”, and “redeployment”, to name a few ( Langedijk et al., 2015). These terms are generally considered interchangeable, with the exception of one – “drug rescue.” This is specifically applied to drugs that failed their intended indication and have successfully been developed for an unrelated indication ( Cavalla and Singal, 2012;  Medina-Franco et al., 2013). There is also some disagreement as to whether the terms “drug repurposing” and “drug repositioning” are synonymous. The source of some of this confusion is that the wording does not indicate whether a drug failed, was withdrawn, or was abandoned (i.e., early versus late development stages). Even the wording “existing drugs” is not very clear, since this could be interpreted as drug candidates in development or FDA approved drugs. Clearly, the terminology is a work in progress. Dr. Hermann Mucke, PhD, editor of Drug Repurposing, Rescue, and Repositioning, suggested that the term “drug repurposing” be used as a ‘catch-all’ phrase to describe the general concept of “developing an active pharmaceutical ingredient, at any stage of the life cycle and regardless of the success or misfortune it has encountered so far; to serve a therapeutic purpose that is significantly different from the originally intended one.” ( Mucke, 2017) For the sake of simplicity, we will follow this suggestion and use the wording “drug repurposing” as an all-encompassing term.
 Drug repurposing is not a new concept. In fact, it accounts for approximately 30% of all FDA approved drugs in recent years ( Jin and Wong, 2014). Repurposing is a rapidly emerging field, galvanizing interest from both industry sponsors and government agencies. In 2012, the National Center for Advancing Translational Sciences (NCATS) launched a drug repurposing program, entitled “Discovering New Therapeutic Uses for Existing Molecules.” ( Allison, 2012) Recognizing the value of drug repurposing, as well as the value of public-private collaborations, NCATS established a three-way partnership between academia, industry, and government with the goal to identify new therapeutic uses of propriety assets (drugs/biologics) across a range of human diseases in areas of unmet clinical need. Drug repurposing partnerships are established through the use of template agreements. AstraZeneca, Janssen Research, Pfizer, and Sanofi are a few of the companies making their assets available to researchers. Essentially, NCATS acts as the ‘matchmaker’ between the ideas from academia and experimental assets from pharmaceutical companies.
 Successful drug repurposing may lead to three possible outcomes: (1) new indications for shelved candidates, (2) line extension for existing drugs, and (3) new targets and new indications for existing drugs ( Tobinick, 2009;  Beachy et al., 2014). Shelved drugs may have failed due to efficacy or safety reasons or were discontinued by the sponsor for strategic reasons. ‘Existing drugs’ refers to those that are FDA approved and currently available. Drugs for which there is pre-existing knowledge of safety and toxicity data (i.e. cleared Phase I trials) are generally the most ideal candidates for repurposing, as this significantly de-risks the clinical development phases. Furthermore, sponsors can leverage pre-existing safety and/or efficacy data to streamline the regulatory approval process of their drug through another expedited pathway, known as the 505(b)(2) pathway. Established in 1984, this pathway is used when changes have been made to previously approved drugs. Ceftazidime-avibactam, which is a combination of an approved cephalosporin (ceftazidime) and a novel β-lactamase inhibitor (avibactam) was approved in 2015 using the 505(b)(2) pathway ( Hwang and Kesselheim, 2016). Ceftazidime-avibactam was also a QIDP designated drug, therefore receiving priority review, fast-track designation, and an additional five years of exclusivity.
 Repurposing has led to a number of successful drug launches ( 
 Table 4
) ( Padhy and Gupta, 2011;  Sardana et al., 2011;  Barratt and Frail, 2012;  Carlson-Banning et al., 2013;  DiMasi, 2013;  Beachy et al., 2014;  Heslop et al., 2015;  Rumore, 2016). Many of these success stories were the result of serendipitous re-discoveries, having once been abandoned or shelved after failing during early development for the intended indication. Zidovudine, for example, was originally developed as an anticancer agent, but development came to a halt after testing in animal models was unsuccessful. Years later, zidovudine was found to have potent  in vitro activity against HIV, and after a rigorous clinical trial, was fast-tracked to FDA approval in 1987 ( Yarchoan and Broder, 1987). This marked the beginning of the antiretroviral era, paving the way for discovery of additional life-saving antiretroviral drugs ( Broder, 2010). Probably the most notable example of reviving a discontinued drug is the case of thalidomide. Originally marketed in 1957 to pregnant women for treatment of morning sickness, thalidomide was found to have devastating teratogenic effects, causing more than 10,000 birth defects ( McBride, 1976;  Vargesson, 2015), and was withdrawn in 1961. Thalidomide resurfaced in the late 1990s due to growing interest in the drug for treatment of erythema nodosum leprosum, an indication for which it received FDA approval in 1998 (pregnant women were excluded from study population). This launched an aggressive effort by the sponsor (Celgene) to pursue additional indications and to develop analogues that lacked the teratogenic side effects. In 2003, thalidomide was also approved for treatment of multiple myeloma and quickly became Celgene’s blockbuster drug ( Novac, 2013). The thalidomide case, a redeployment of a once considered disastrous drug, demonstrates that repurposing possibilities can arise even from the unlikeliest of sources. This fuels hope that similar repurposing successes will be possible with antimicrobials.
 
 Table 4
 
 Examples of drugs successfully repurposed or repositioned.

 
 
 
 Drug
 Original Indication
 New Indication


 
 
 Amantadine
 Influenza
 Parkinson’s disease

 
 Amphotericin B
 Fungal infections
 Leishmaniosis

 
 Aspirin
 Inflammation, pain
 Antiplatelet

 
 Duloxetine
 Depression
 Fibromyalgia

 
 Finasteride
 Prostate hyperplasia
 Hair loss

 
 Gabapentin
 Epilepsy
 Neuropathic pain

 
 Minoxidil
 Hypertension
 Hair loss

 
 Thalidomide
 Morning sickness
 Leprosy, multiple myeloma

 
 Sildenafil
 Angina
 Pulmonary hypertension, erectile dysfunction

 
 Zidovudine
 Cancer
 HIV/AIDS





 
 Non-Antibiotics
 No drugs to date have been repurposed as antibiotics. However, a number of existing drugs have demonstrated  in vitro activity against bacterial pathogens and are therefore known as “non-antibiotics.” They exist among a range of drug classes ( Mazumdar et al., 2010;  Carlson-Banning et al., 2013;  Enserink, 2014;  Perlmutter et al., 2014;  Thangamani et al., 2015;  Schneider et al., 2017;  Stewart, 2015;  Ruiz et al., 2017), and their microbiological activity is highly variable depending on the specific drug. In many cases, non-antibiotic concentrations used during  in vitro testing exceed human plasma levels ( Sun, 2015). In those instances, it is unlikely a non-antibiotic would be pursued (alone) as a therapeutic agent, given the lack of potent  in vitro activity. That being said, plasma concentration is not the only metric for drug exposure. Drugs with a large volume of distribution have more drug distributed into the tissues than in plasma and could be useful for soft-tissue infections rather than bloodstream infections.

 
 Antibiotic Adjuvants
 Whether or not a non-antibiotic demonstrates antibacterial activity, directly, as monotherapy, is only one part of the story. Antibacterial properties of a drug can also be apparent when in combination with an antibiotic. When presence of a non-antibiotic drug enhances the  in vitro activity of an antibiotic, that drug is referred to as an “antibiotic adjuvant” or “antibiotic potentiator.” ( Ejim et al., 2011) Some investigators refer to them as “antibiotic helper compounds,” “resistance modulators,” or “resistance breakers.” ( Gibbons and Udo, 2000;  Mazumdar et al., 2010;  Bernal et al., 2013;  Brown, 2015;  Stenger et al., 2015;  de Araujo et al., 2016) Adjuvants not only potentiate antibiotic activity, but they can also minimize or even prevent antibiotic resistance ( Kalan and Wright, 2011;  Gill et al., 2015).
 Use of combination regimens for the prevention or reversal of antibiotic resistance is already a common strategy, but is typically performed with the combination of two antibiotics, rather than an antibiotic plus antibiotic adjuvant. The goal with co-administration of two antibiotics is to achieve synergistic activity, or when the sum of  in vitro activity of two drugs is greater than with either agent alone ( Pillai et al., 2005). The ideal scenario is to administer reduced doses of both antibiotics to decrease the risk of toxicity. However, given the increasing presence of multi-drug resistant pathogens (e.g.,  Pseudomonas aeruginosa), this is not a realistic treatment approach. Though it is possible that one of the combined antibiotics could be administered at a reduced dose, this applies only to certain types of infections and/or specific bacterial pathogens, such as the use of ampicillin with low-dose gentamicin for enterococcal endocarditis ( Le and Bayer, 2003).
 An antibiotic plus antibiotic adjuvant combination differs from antibiotic-antibiotic combination in that the adjuvant itself may have little to no  in vitro activity against bacteria, especially at clinically relevant doses ( Kalan and Wright, 2011;  Gill et al., 2015). The primary action of the adjuvant is to enhance antibiotic activity. Gill et al. has characterized adjuvant mechanisms by dividing them into anti-resistance and anti-virulence ( Gill et al., 2015). Quorum sensing inhibitors have demonstrated some success  in vitro and in murine models for treatment and prevention of biofilm formation ( Chow et al., 2014;  Sully et al., 2014). Meanwhile several anti-toxin antibodies are undergoing clinical trials. Efflux pumps have become a source of considerable research, particularly the NorA efflux pump that confers a multidrug resistant phenotype of  S. aureus ( Gibbons et al., 2003;  Couto et al., 2008;  Felicetti et al., 2017;  Zimmermann et al., 2017).


 
 Conclusion
 Unfortunately, drug development is notoriously riddled with barriers and has a high failure rate ( DiMasi, 2014;  DiMasi et al., 2016). One of the major benefits of drug repurposing is that it can significantly reduce this lengthy timeline, thereby making treatments more readily available for clinical unmet needs ( Ashburn and Thor, 2004;  Barratt and Frail, 2012;  Austin and Gadhia, 2017). Drug repurposing is simply a more expedited form of traditional drug development.
 The conventional understanding of translational science is that it is a “bench-to-bedside” forward movement that begins in a laboratory and ends with the treatment of patients ( Fernandez-Moure, 2016;  Fort et al., 2017). Not only is drug repurposing a translational process, but it is also the embodiment of a concept known as “reverse translation.” This is defined loosely as the use of scientific research from an earlier phase to answer questions arising from clinical data ( Shakhnovich, 2018). Reverse translation typically begins with patients, in which a question is identified during patient care experiences or clinical trials, and works backwards to test the new hypothesis. Reverse translation is therefore often referred to as a “bedside-to-bench” approach, as it occasionally requires revisiting basic sciences to answer a clinically relevant question ( Becker and Funk, 2018). The same principle applies with drug repurposing, in which existing drugs are reevaluated for new indications. Drugs that tend to have the highest probability of success and shortest turnaround time to a new indication are those that are reevaluated within the clinical development phases (i.e., T1 - T3) that have at least cleared phase I clinical trials (i.e., safety and tolerability). Even drugs that failed to meet clinical efficacy endpoints for their desired indications can be excellent candidates for repurposing.
 Discovery of an unanticipated drug effect (e.g., a side effect or therapeutic effect unrelated to the primary indication) occurs most commonly during patient care. Investigation of this unexpected effect is a frequent driver for working backwards to reevaluate an old drug. Though it is more ideal to stay within the T1-T3 phases during reevaluation, many of these clinically relevant questions require investigations at the basic science level ( Becker and Funk, 2018;  McWilliam et al., 2018).
 The traditional process of drug discovery and development of a novel compound has a notoriously low probability of success. Drug repurposing, a reverse translational process, is a strategy that can dramatically increase this probability. Using pre-existing scientific knowledge, usually in the form of human clinical data, drug repurposing has the potential to turn even a failed drug into a success.
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Drug repurposing, or identifying new uses for existing drugs, has emerged as an alternative to traditional drug discovery processes involving de novo synthesis. Drugs that are currently approved or under development for non-antibiotic indications may possess antibiotic properties, and therefore may have repurposing potential, either alone or in combination with an antibiotic. They might also serve as “antibiotic adjuvants” to enhance the activity of certain antibiotics.
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Drug Discovery: Overview of Process




Traditional drug discovery strategies aim to identify the next new chemical or molecular entity that possesses a novel mechanism of action. For any promising new compound, the path from initial discovery to market launch is sluggish, costly, and fraught with a multitude of barriers. Moving a new drug from pre-clinical phases to market generally requires a minimum timeframe of 10-12 years and over $2 billion in resources (DiMasi, 2014; DiMasi et al., 2016). Additionally, the probability of success is low, with only 1-2 drugs from an initial 10,000 compounds reaching Federal Drug Administration (FDA) approval. Following target identification and validation, high-throughput screening (HTS) assays are developed and run against compound libraries to generate ‘hits’, which are the compounds that demonstrate the desired activity or interaction with the target of interest. Each hit series undergoes additional screening and/or chemical modifications to become more ‘druggable’ lead compounds before in vitro and in vivo pharmacokinetic testing is performed in animal models (preclinical). Generally, only a handful of drug candidates from the initial 10,000 compounds enter clinical trials. Success rates for drugs entering Phase I clinical trials have approximately 10% chance of gaining FDA approval for the desired indication (Mullard, 2016).






Antibiotic Drug Development: A Historical Perspective




Milestones of antibiotic discovery and development can offer insights into future solutions. The pre-antibiotic era bears striking resemblance to circumstances of today, regarding a need for: 1) novel, effective antibiotics, 2) large scale collaboration, and 3) efficient processes/timelines for antibiotic approvals.





Penicillin: A Landmark “Bench to Bedside” Breakthrough




The discovery of penicillin in 1928 is regarded as one of the most significant medical and scientific breakthroughs in history (Ligon, 2004a; Ligon, 2004b; Kardos and Demain, 2011; Lobanovska and Pilla, 2017). It represents one of history’s earliest examples of translating a scientific discovery into medicine. The story of how penicillin was developed is as important as the discovery of the drug itself. Overcoming the major barriers during that time helped establish methods that led to next-generation penicillins and development of other antibiotic classes (Kardos and Demain, 2011; Lobanovska and Pilla, 2017).




When a fungal contaminant (Penicillium notatum) on a petri dish was found to produce a potent substance that inhibited growth of Staphylococcus aureus, Alexander Fleming had unknowingly discovered a life-saving antibiotic. He published his findings the following year (Fleming, 1929), but surprisingly, the world did not take notice right away. Furthermore, there were problems with the drug itself. Penicillin was chemically unstable and difficult to isolate from the mold, raising serious doubts about its potential as a therapeutic agent.




More than ten years later, in 1939, a group of scientists at Oxford University (Howard Florey, Ernest Chain, Norman Heatley, and Edward Abraham) took on this challenge, and successfully developed a procedure for isolating and purifying penicillin (Chain et al., 2005), thereby enabling extraction of sufficient material to conduct in vivo efficacy studies (Chain et al., 1993). Clinical trials began in 1941, demonstrating drug stability and efficacy against Streptococcus pyogenes and Staphylococcus aureus, with no signs of toxicity (Ligon, 2004a; Ligon, 2004b; Lobanovska and Pilla, 2017).




With World War II underway, there was an established need for penicillin use in wounded soldiers and civilians (Fraser, 1984; Ligon, 2004a; Ligon, 2004b); thus, creating an intense sense of urgency for large-scale production. Funding, however, was limited in England for a task of this size, leading the Oxford team to relocate to the United States for assistance. Collaborative efforts soon began at an unprecedented level between the United States and United Kingdom that included academic and government entities teaming up with multiple pharmaceutical companies (including Merck, Squibb, Lilly, and Pfizer to start). Through their combined resources and expertise, they developed new procedures for the purification and mass production of penicillin - and just in time for D-Day (1944) (Swann, 1983; Fraser, 1984). These were ground-breaking techniques (i.e. submerged fermentation, microbial strain production, mutational strain improvement) representing a combination of scientific disciplines including microbiology, biochemistry, and chemical engineering, that quickly became integral for the development of subsequent antibiotics (Richards, 1964).




Shortly after the war in 1946, penicillin became widely available by prescription, which revolutionized medicine. Providers were able to, for the first time; effectively treat previously incurable diseases such as rheumatic fever, scarlet fever, syphilis, severe wounds, and infections with aggressive pathogens such as Staphylococcus or Streptococcus spp (Dowling and Lepper, 1951; Armstrong et al., 1999; Kardos and Demain, 2011; Aminov, 2017). Alexander Fleming’s serendipitous discovery of penicillin was the breakthrough of the century; however, it took an international collaboration composed of government, academia, and industry scientists to translate this discovery into one of the most important medical treatments in history.






The Antibiotic Era




The drug discovery landscape was forever changed after the arrival of penicillin. Not only did it save thousands of lives, it also ushered in an era of natural products discovery (Wright, 2014; Moloney, 2016). Building on the work of Fleming, microbiologist Selman Waksman sought to find more sources of antibiotic-producing microbes from soil. His approach involved the screening of soil-derived bacteria (mostly Actinomycetes spp.) against susceptible test organisms and evaluating zones of inhibited growth on an overlay plate (Schatz et al., 2005). This method is similar to Fleming’s discovery of penicillin; however, Waksman applied a more systematic, deliberate screening approach, while Fleming’s discovery of an antibiotic-producing mold was accidental. This new screening approach, otherwise known as the ‘Waksman platform’ led to the discovery of an important antibiotic streptomycin, which exhibited in vitro activity against Gram-positive and Gram-negative bacteria (Jones et al., 1944). Though penicillin was highly effective and in frequent use at the time, its antibacterial activity was primarily limited to Gram-positive bacteria. Streptomycin, the first of the aminoglycoside antibiotic class, was also the first drug with activity against Mycobacterium tuberculosis.




After the successful launch of streptomycin, the Waksman platform quickly became the quintessential tool for antibiotic discovery at the time, and ultimately the most successful and widely adopted antibiotic discovery platform to date. Discovery of other antibiotics occurred shortly thereafter, and continued over the next 20 years, famously referred to as the ‘golden age’ of antibiotics (Lewis, 2013; Lyddiard et al., 2016). In fact, the bulk of antibiotics in use today are from natural products or their semisynthetic derivatives that were discovered by this method of mining through soil-derived compounds (Moloney, 2016; Mohr, 2016; Katz and Baltz, 2016). Vancomycin, clindamycin, rifampin, tetracycline, and daptomycin are among a few important natural product antibiotics discovered during this era that remain in use today (Table 1).





Table 1 | Antibiotics derived from natural products (Lewis, 2013; Wright, 2014).











Antibiotic Innovation Gap




During the golden age of antibiotics, from 1940 through 1960s, the antibiotic development pipeline flourished (Walsh and Wencewicz, 2014). In fact, the rapidity of new antibiotics discovered at the time appeared to be outpacing the spread of antibiotic resistance. However, the majority of antibiotics developed during this period were through natural product discovery, a few synthetic antibiotic classes or “scaffolds” were also developed with success and remain in used today: fluoroquinolones (ciprofloxacin, levofloxacin), sulfonamides (sulfamethoxazole), oxazolidinones (linezolid), and nitroimidazole (metronidazole) (Wright, 2014; Lewis, 2017). Rapid advances in biotechnology gave rise to HTS in the early 1990s (Kubinyi, 1995). Plus, with the advancements in medicinal chemistry, molecular biology, and arrival of genomic tools, the pharmaceutical industry was seemingly more equipped than ever to discover the next wave of novel antibiotic compounds. Expectations were high for productivity as the industry moved away from laboriously mining soil for naturally-occurring compounds, opting instead for target-based HTS of synthetic compounds (Silver, 2011; Lewis, 2013). However, these high-tech platforms yielded only disappointing returns. What occurred instead was nearly a 40-year innovation gap. After the introduction of nalidixic acid in 1962, no new structural classes of antibiotics were developed again until linezolid in 2000 (Walsh, 2003; Fischbach and Walsh, 2009).




A combination of several important factors is likely to blame for the antibiotic innovation gap or discover void lasting several decades:





Collapse of the Waksman Platform




This drug discovery platform was a success for approximately 20 years. Unfortunately, mining through soil microbes eventually led to frequent re-isolation or rediscovery of known compounds (Katz and Baltz, 2016). After yielding diminished returns, the platform was abandoned. Still, many experts now advocate for a revival of this platform, as synthetic approaches have been unable to replace the success of natural product drug discovery. Furthermore, soil and marine environments may still be promising untapped sources for antibiotic compounds. Metagenomic analyses have shown that 99% of bacteria from soil and marine samples are “uncultured,” meaning they do not grow under normal laboratory conditions (Rappe and Giovannoni, 2003; Schloss and Handelsman, 2004). Recently, investigators unveiled the discovery of a new antibiotic, teixobactin (Ling et al., 2015; Fiers et al., 2017), using a method similar to the Waksman platform, but with a modified technique for isolating and growing uncultured bacteria (Nichols et al., 2010).






Golden Age of Medicinal Chemistry




Much of the focus in the pharmaceutical industry during the 1960s and 1970s shifted from novel discovery of compounds to the chemical tailoring of existing antibiotics to create successive generations of antibiotics (2nd, 3rd, 4th, etc.). This has been important for improving the efficacy and/or pharmacological properties of antibiotics but has not lead to any new molecular entities or novel antibiotic scaffolds (Walsh, 2003; Aminov, 2017; Lewis, 2017).






Adherence to Lipinski ‘Rule of Five’




Poor absorption was a major source of attrition during drug discovery in the early 1990s (Kola and Landis, 2004). Renowned medicinal chemist, Christopher Lipinski, along with his team, sought to determine the physiochemical properties of compounds that best predict absorption and advancement to clinical stages of development. Lipinski analyzed properties of compounds that had emerged from Phase I and entered Phase II clinical studies, accessed through the World Drug Index (WDI) and United States Adopted Name (USAN) databases (Lipinski et al., 2001). More than 90% of compounds that reached Phase II status had the following physiochemical parameters: i) molecular weight < 500, ii) number of hydrogen-bond donors < 5, iii) number of hydrogen-bond acceptors < 10, and iv) calculated octanol-water partition coefficient < 5. These characteristics, which became known as Lipinski’s rule of five are associated with solubility and permeability, and therefore increased absorption (Lipinski, 2000). This rule-based approach for synthesizing or screening new compounds was widely adopted by the pharmaceutical industry. Antibiotics, however, are unique molecules, and have always been an exception to the Lipinski rules. Unlike drugs developed for other therapeutic areas, antibiotic drug candidates must be able to penetrate bacterial cells, and not just human cells. Lipinski’s rules do not account for this critical physiochemical property (O’Shea and Moser, 2008; Lewis, 2013). In fact, the widespread use of Lipinski’s ‘rule of five’ may have inadvertently selected against discovery of new antibiotic compounds.






Phenotypic Versus Target-Based Screens




Antibiotics during the Golden Age were discovered empirically using in vitro growth inhibition assays, in which phenotypic endpoints were recorded as bacterial ‘growth’ or ‘no growth’ (Waksman et al., 1946; Ligon, 2004a; Ligon, 2004b; Moloney, 2016; Katz and Baltz, 2016). Mechanisms of action were usually determined later, often many years after approval - a significant downside to using traditional whole-cell phenotypic assays. Following the arrival of genomics, bioinformatics, and high throughput screening, drug screening strategies shifted from phenotypic to molecular target-based platforms, thereby enabling target identification and validation of important disease-related targets (Flordellis et al., 2006; Lewis, 2013). A target-based method involves the in vitro interaction between a drug candidate and a defined/validated target (e.g. enzyme or receptor) in a cell-free system. Other distinguishing characteristics between phenotypic and target-based screening is described in Table 2.





Table 2 | Comparing target-based and phenotypic-based screens (Swinney and Anthony, 2011; Zheng et al., 2013; Bell et al., 2015; Wagner, 2016; Moffat et al., 2017).









Perceived at the time as the more sophisticated and more promising screening platform for anti-infective research and development, target-based screens soon became widely favored in industry. However, this highly anticipated method was met with disappointing results - no new antibiotics emerged from these platforms. Payne et al. published a highly influential article, in which the authors provided candid insight on experiences with target-based screening platforms at GlaxoSmithKline (GSK) (Payne et al., 2007). Between 1995 and 2001, a total of 67 HTS campaigns using genomic-derived antibiotic targets were run against a large compound collection, consisting of 260,000 to 530,000 compounds. This was an unprecedented amount of effort and resources for screening only one single therapeutic area. Only 16 ‘hits’ were identified, five of which became ‘lead’ compounds; but ultimately none of them reached clinical trial phases. Payne et al. concluded that whole-cell phenotypic assays, rather than target-based, are more likely to produce successful leads (Payne et al., 2007). The authors discussed several possibilities for the poor performing results, one of which is an inability to translate in vitro activity observed from target-based assays to activity that occurs with live bacterial cells. Target-based screening can produce many ‘hits.’ However, if these compounds cannot overcome the permeability barriers and tendencies for efflux pump activity in bacteria, then none of them, not one single hit, will progress to a lead compound (Livermore and British Society for Antimicrobial Chemotherapy Working Party on The Urgent Need: Regenerating Antibacterial Drug D, Development, 2011; Aminov, 2017; Lewis, 2017; Moffat et al., 2017; Singh et al., 2017). According to Dr. Kim Lewis, Ph.D., Distinguished Professor of Biology and Director of Antimicrobial Discovery Center at Northeastern University, “…simply doing more high-throughput screening or adding yet another target to the long list of potential ones will not do” (Lewis, 2017).




Although the cell permeability hurdle was specific to bacterial cells, the lower productivity from target-based screens does not appear to be limited to the development of antibiotics. An analysis of FDA drug approvals between 1999 and 2008 revealed a higher number of first-in-class compounds (i.e. new molecular entities) discovered through phenotypic screening compared to molecular target-based approach (Swinney and Anthony, 2011). From a total of 50 new in-class drugs, 28 (56%) were discovered using a phenotypic approach, while 17 (34%) were from target-based methods. One area in which target screening appears to be more successful, however, is in the field of cancer. Between 1999 and 2013, 31 of the 48 first in-class oncology drugs were discovered through target-based screens, 21 of which were kinase inhibitors (Moffat et al., 2014).




Despite having fallen out of favor more than two decades ago, and replaced with molecular target-based platforms, phenotypic screening has been undergoing a resurgence (Zheng et al., 2013; Wagner, 2016; Moffat et al., 2017). The ideal screening strategy to improve productivity in antibiotic drug discovery, however, is one that combines advantages of both phenotypic and target screening, while circumventing their limitations (Zheng et al., 2013; Farha and Brown, 2015; Matano et al., 2016). This can be accomplished through a number of ways. One approach is through the use of a parent wildtype bacterial strain paired with a mutant or modified strain, in which a specific target or mechanism of interest has been altered (Farha and Brown, 2015). Comparing the in vitro response of a wildtype/mutant pair to drug candidates can preferentially reveal compounds that inhibit a target or pathway. This method allows for a more hypothesis-driven phenotypic approach, for which the screen hits are biologically active, and the mechanism of action can also be deduced. There are increasing reports of using this integrated strategy, some referring to it as target-, pathway-, or mechanism-based whole cell screens (Testa and Johnson, 2012; Gengenbacher and Dick, 2015; Matano et al., 2016; Bonnett et al., 2016).






High-Risk Investments




Antimicrobial research and development (R&D) programs were becoming unattractive investments. After the ‘high-tech’ target-based platforms failed to produce new antibiotics, the anti-infective divisions within the pharmaceutical industry began shutting down (Payne et al., 2007; Tommasi et al., 2015; Lewis, 2017). Turning a profit may take years, possibly not until final years of the patent life, depending on the circumstances (Fisher and Mobashery, 2016). Furthermore, antibiotics in general tend to have short durations of therapy (≤ 14 days). In contrast, chronic conditions, such as diabetes or hypertension may require daily treatment for many years, if not for life.




Pharmaceutical companies estimate risk/benefit and profitability of a developing product using a metric known as net present value (NPV). This is a summation of Research and Development (R&D) costs and expected value of future revenue (Sciarretta et al., 2016). A threshold target NPV of $200 million is recommended for an antibiotic to be an attractive investment and comparable to other therapeutic classes (Sharma and Towse, 2011). However, the predicted NPV of an antibiotic is estimated at negative $50 million, meaning the developmental costs would exceed projected earnings (Sharma and Towse, 2011). Among the more recently launched antibiotics, Avycaz (ceftazidime/avibactam) and Teflaro (ceftaroline fosamil) had the highest sales at ~ $80 and ~$50 million, respectively, two years post-launch. Meanwhile, other popular non-antibiotic drugs had sales ranging from $500 million to over $1 billion (Fernandes and Martens, 2017). Thus, even for antibiotics that bring in revenue, the return of investment is low compared to other popular ‘blockbuster’ treatments for other conditions.







Emergence of Resistance




Antibiotic resistance is an extremely complicated problem. The urgency to develop new antibiotics is almost entirely driven by escalating resistance rates (Theuretzbacher, 2011). The first sign of penicillin resistance was observed in 1940, several years before penicillin was available for widespread use (1945), when a penicillin-inactivating enzyme (penicillinase) was discovered in an E. coli strain (Abraham and Chain, 1988). In 1942, penicillin resistance was noted in four clinical strains of S. aureus, also by a penicillinase (Rammelkamp and Stolzer, 1961). Unfortunately, this was only the beginning. As each new antibiotic was launched into market, reports of resistance followed shortly thereafter. Over time, this pattern began occurring in a variety of bacterial pathogens, spanning several decades. Today, there is no shortage of antibiotic resistant bacteria, but there is a shortage of effective treatment options.




Until better control measures are in place and more novel antibiotics are available, the threat of resistance will loom, putting an expiration date on each and every antibiotic in use.






Addressing the Unmet Clinical Need




The emergence and spread of resistant bacteria, coupled with the paucity of new antibiotics, has evolved into a global health crisis (French, 2010; Lushniak, 2014; Rossolini et al., 2014; Brown and Wright, 2016; Martens and Demain, 2017). The Centers for Disease Control and Prevention (CDC) estimated that two million patients per year in the U.S. have infections associated with drug-resistant bacteria and 23,000 die annually as a result (Centers for Disease Control and Prevention, 2013). If antimicrobial resistance continues its current trajectory, an estimated 10 million deaths worldwide are predicted by 2050 (surpassing cancer) (Review on Antimicrobial Resistance, 2015). Industry sponsors, regulatory agencies, and organizations at the national and international level are taking action to overcome hurdles that led to a dry antibiotic pipeline. Just as the Oxford group discovered during their wartime efforts of mass-producing penicillin, public-private collaborations are critical to successfully revive the antibiotic pipeline and bring new antibiotics to patients in need (Luepke and Mohr, 2017; Luepke et al., 2017).




In an effort to improve regulatory processes for drug approvals, the FDA developed four expedited drug review pathways (Table 3) for the treatment of life-threatening/serious or rare conditions: i) accelerated approval, ii) priority review, iii) fast track, and iv) breakthrough therapy (Guidance for industry: expedited programs for serious conditions – drugs and biologics, 2014; Hwang et al., 2017). Bacterial infections were not specifically addressed in these pathways. That changed, however, in 2012 when the Generating Antibiotic Incentives Now (GAIN) act was signed into law. Under the GAIN act, industry sponsors can petition the FDA for a Qualified Infectious Disease Product (QIDP) designation, defined as an antibacterial or antifungal drug for human use intended to treat serious or life-threatening infections. Antibiotics with QIDP designation can receive both fast track and priority review status (Brown, 2013). The FDA is expected to have frequent meetings and written communications with the sponsor and provide guidance along the way on developing pathogen-focused antibiotics. QIDP antibiotics are also eligible for five additional years of exclusivity, which allows the sponsor a longer timeframe to recoup development costs.





Table 3 | FDA expedited regulatory pathways (Darrow et al., 2014; Kesselheim and Darrow, 2015; Sinha and Kesselheim, 2016).









In addition to expedited approval programs, another pathway, the Limited Population Antimicrobial Drug (LPAD) pathway, was signed into law in 2016 as a provision to the 21st Century Cures Act (Stone, 2015; Sinha and Kesselheim, 2016). Established with the intention to streamline antibiotic development, LPAD allows faster access to antibiotics for patients with serious or life-threatening bacterial infections in which no appropriate treatment options exist. The drug’s safety and effectiveness can be studied in significantly smaller, more rapid, and less expensive clinical trials using this mechanism, which is similar to the orphan drug approval process (Simoens et al., 2012; Kwok and Koenigbauer, 2015). Data considered acceptable for drug approval using this pathway can include a combination of non-clinical, in vitro susceptibility, pharmacokinetic-pharmacodynamic, and phase II data (Rex et al., 2013). An antibiotic approved by this pathway must have “Limited Population” in the labeling of the drug.




The GAIN act and LPAD pathway are important milestones for revitalizing the antibiotic pipeline. However, some remain skeptical about the benefits of these expedited programs and have concern that speed is being favored over safety. Critics argue that expedited approval has been granted for drugs that did not meet qualifying criteria (i.e. life-threatening/serious, urgent unmet medical need, breakthrough) and have also pointed out a lack of oversight (or enforcement) of post-marketing surveillance studies for approvals based on surrogate markers (Herper; Frank et al., 2014; Kesselheim and Darrow, 2015; Kesselheim et al., 2015; Kim and Prasad, 2016; Chary and Pandian, 2017; Mostaghim et al., 2017). Others have questioned how safety and efficacy can adequately be assessed from such limited data (Light and Lexchin, 2015).




Streamlining drug approval processes is an important strategy to help bring new antibiotics to market in a shorter timeline, but this is only one of several measures needed to combat antibiotic resistance. Several national and international initiatives aimed at incentivizing antibiotic R&D are currently underway, including tax credits, market exclusivity extension, public-private partnerships, and reimbursements (Brogan and Mossialos, 2016; Sciarretta et al., 2016; Luepke and Mohr, 2017; Luepke et al., 2017). Still, despite an expanding antibiotic pipeline, experts remain concerned that these measures will simply not be enough and that we will be outmatched by worsening antibiotic resistance rates (Antibacterial agents in clinical development: an analysis of the antibacterial clinical development pipeline, including tuberculosis 2017; Breaking throught the wall: A call for concerted action on antibiotics research and development, 2017; Simpkin et al., 2017).







Drug Repurposing





Overview




As of September 2017, 48 new antibiotics were in Phase I to Phase III development (Antibiotics currently in global clinical development, 2018). While this news was initially encouraging, further investigation revealed a more sobering outlook. First, only approximately 20-30% will translate to a marketable product, given the success rates of an antibiotic moving through development (Payne et al., 2007; Thomas et al., 2017). Second, most of these antibiotics do not have a novel mechanism of action but are instead modifications of existing antibiotic classes (Antibiotics currently in global clinical development, 2018). Third, only 38% of the antibiotics in development are expected to be active against ESKAPE pathogens (Enterococcus faecium, Staphylococcus aureus, Klebsiella pneumoniae, Acinetobacter baumanii, Pseudomonas aeruginosa, and Enterobacter), which have been regarded as high priority for more than a decade (Boucher et al., 2009; Thomas et al., 2017). These factors, combined with the efficacy and safety uncertainties of expedited/LPAD pathway approvals leave little optimism for the future of antibiotics.




Perhaps an alternative solution to the scientific, regulatory, and safety barriers may be to seek new therapeutic uses from existing drugs, also known as drug repurposing or drug repositioning (Beachy et al., 2014). This is becoming an increasingly attractive translational strategy to expedite therapies into the clinic, circumventing much of the early phases of drug development. Drug repurposing is, in itself, an expedited process.




Drug repurposing provides a way for pharmaceutical companies to reduce costs, increase efficiency, and minimize investment and safety risks (Tobinick, 2009; Strittmatter, 2014; Pryor and Cabreiro, 2015). Developing a repurposed drug, as opposed to a newly discovered compound, has the potential to save more than $1 billion and reduce the time to FDA approval by 50% (Scannell et al., 2012; Beachy et al., 2014). Using this strategy can also bring a failed drug back to life, often in the form of a different indication, thereby adding value back to a lost investment.




There is no ‘standardized’ definition for drug repurposing. However, the term does have many other names, which has caused some confusion: “repositioning”, “reprofiling”, “redirecting”, “rediscovery”, and “redeployment”, to name a few (Langedijk et al., 2015). These terms are generally considered interchangeable, with the exception of one – “drug rescue.” This is specifically applied to drugs that failed their intended indication and have successfully been developed for an unrelated indication (Cavalla and Singal, 2012; Medina-Franco et al., 2013). There is also some disagreement as to whether the terms “drug repurposing” and “drug repositioning” are synonymous. The source of some of this confusion is that the wording does not indicate whether a drug failed, was withdrawn, or was abandoned (i.e., early versus late development stages). Even the wording “existing drugs” is not very clear, since this could be interpreted as drug candidates in development or FDA approved drugs. Clearly, the terminology is a work in progress. Dr. Hermann Mucke, PhD, editor of Drug Repurposing, Rescue, and Repositioning, suggested that the term “drug repurposing” be used as a ‘catch-all’ phrase to describe the general concept of “developing an active pharmaceutical ingredient, at any stage of the life cycle and regardless of the success or misfortune it has encountered so far; to serve a therapeutic purpose that is significantly different from the originally intended one.” (Mucke, 2017) For the sake of simplicity, we will follow this suggestion and use the wording “drug repurposing” as an all-encompassing term.




Drug repurposing is not a new concept. In fact, it accounts for approximately 30% of all FDA approved drugs in recent years (Jin and Wong, 2014). Repurposing is a rapidly emerging field, galvanizing interest from both industry sponsors and government agencies. In 2012, the National Center for Advancing Translational Sciences (NCATS) launched a drug repurposing program, entitled “Discovering New Therapeutic Uses for Existing Molecules.” (Allison, 2012) Recognizing the value of drug repurposing, as well as the value of public-private collaborations, NCATS established a three-way partnership between academia, industry, and government with the goal to identify new therapeutic uses of propriety assets (drugs/biologics) across a range of human diseases in areas of unmet clinical need. Drug repurposing partnerships are established through the use of template agreements. AstraZeneca, Janssen Research, Pfizer, and Sanofi are a few of the companies making their assets available to researchers. Essentially, NCATS acts as the ‘matchmaker’ between the ideas from academia and experimental assets from pharmaceutical companies.




Successful drug repurposing may lead to three possible outcomes: (1) new indications for shelved candidates, (2) line extension for existing drugs, and (3) new targets and new indications for existing drugs (Tobinick, 2009; Beachy et al., 2014). Shelved drugs may have failed due to efficacy or safety reasons or were discontinued by the sponsor for strategic reasons. ‘Existing drugs’ refers to those that are FDA approved and currently available. Drugs for which there is pre-existing knowledge of safety and toxicity data (i.e. cleared Phase I trials) are generally the most ideal candidates for repurposing, as this significantly de-risks the clinical development phases. Furthermore, sponsors can leverage pre-existing safety and/or efficacy data to streamline the regulatory approval process of their drug through another expedited pathway, known as the 505(b)(2) pathway. Established in 1984, this pathway is used when changes have been made to previously approved drugs. Ceftazidime-avibactam, which is a combination of an approved cephalosporin (ceftazidime) and a novel β-lactamase inhibitor (avibactam) was approved in 2015 using the 505(b)(2) pathway (Hwang and Kesselheim, 2016). Ceftazidime-avibactam was also a QIDP designated drug, therefore receiving priority review, fast-track designation, and an additional five years of exclusivity.




Repurposing has led to a number of successful drug launches (Table 4) (Padhy and Gupta, 2011; Sardana et al., 2011; Barratt and Frail, 2012; Carlson-Banning et al., 2013; DiMasi, 2013; Beachy et al., 2014; Heslop et al., 2015; Rumore, 2016). Many of these success stories were the result of serendipitous re-discoveries, having once been abandoned or shelved after failing during early development for the intended indication. Zidovudine, for example, was originally developed as an anticancer agent, but development came to a halt after testing in animal models was unsuccessful. Years later, zidovudine was found to have potent in vitro activity against HIV, and after a rigorous clinical trial, was fast-tracked to FDA approval in 1987 (Yarchoan and Broder, 1987). This marked the beginning of the antiretroviral era, paving the way for discovery of additional life-saving antiretroviral drugs (Broder, 2010). Probably the most notable example of reviving a discontinued drug is the case of thalidomide. Originally marketed in 1957 to pregnant women for treatment of morning sickness, thalidomide was found to have devastating teratogenic effects, causing more than 10,000 birth defects (McBride, 1976; Vargesson, 2015), and was withdrawn in 1961. Thalidomide resurfaced in the late 1990s due to growing interest in the drug for treatment of erythema nodosum leprosum, an indication for which it received FDA approval in 1998 (pregnant women were excluded from study population). This launched an aggressive effort by the sponsor (Celgene) to pursue additional indications and to develop analogues that lacked the teratogenic side effects. In 2003, thalidomide was also approved for treatment of multiple myeloma and quickly became Celgene’s blockbuster drug (Novac, 2013). The thalidomide case, a redeployment of a once considered disastrous drug, demonstrates that repurposing possibilities can arise even from the unlikeliest of sources. This fuels hope that similar repurposing successes will be possible with antimicrobials.





Table 4 | Examples of drugs successfully repurposed or repositioned.











Non-Antibiotics




No drugs to date have been repurposed as antibiotics. However, a number of existing drugs have demonstrated in vitro activity against bacterial pathogens and are therefore known as “non-antibiotics.” They exist among a range of drug classes (Mazumdar et al., 2010; Carlson-Banning et al., 2013; Enserink, 2014; Perlmutter et al., 2014; Thangamani et al., 2015; Schneider et al., 2017; Stewart, 2015; Ruiz et al., 2017), and their microbiological activity is highly variable depending on the specific drug. In many cases, non-antibiotic concentrations used during in vitro testing exceed human plasma levels (Sun, 2015). In those instances, it is unlikely a non-antibiotic would be pursued (alone) as a therapeutic agent, given the lack of potent in vitro activity. That being said, plasma concentration is not the only metric for drug exposure. Drugs with a large volume of distribution have more drug distributed into the tissues than in plasma and could be useful for soft-tissue infections rather than bloodstream infections.






Antibiotic Adjuvants




Whether or not a non-antibiotic demonstrates antibacterial activity, directly, as monotherapy, is only one part of the story. Antibacterial properties of a drug can also be apparent when in combination with an antibiotic. When presence of a non-antibiotic drug enhances the in vitro activity of an antibiotic, that drug is referred to as an “antibiotic adjuvant” or “antibiotic potentiator.” (Ejim et al., 2011) Some investigators refer to them as “antibiotic helper compounds,” “resistance modulators,” or “resistance breakers.” (Gibbons and Udo, 2000; Mazumdar et al., 2010; Bernal et al., 2013; Brown, 2015; Stenger et al., 2015; de Araujo et al., 2016) Adjuvants not only potentiate antibiotic activity, but they can also minimize or even prevent antibiotic resistance (Kalan and Wright, 2011; Gill et al., 2015).




Use of combination regimens for the prevention or reversal of antibiotic resistance is already a common strategy, but is typically performed with the combination of two antibiotics, rather than an antibiotic plus antibiotic adjuvant. The goal with co-administration of two antibiotics is to achieve synergistic activity, or when the sum of in vitro activity of two drugs is greater than with either agent alone (Pillai et al., 2005). The ideal scenario is to administer reduced doses of both antibiotics to decrease the risk of toxicity. However, given the increasing presence of multi-drug resistant pathogens (e.g., Pseudomonas aeruginosa), this is not a realistic treatment approach. Though it is possible that one of the combined antibiotics could be administered at a reduced dose, this applies only to certain types of infections and/or specific bacterial pathogens, such as the use of ampicillin with low-dose gentamicin for enterococcal endocarditis (Le and Bayer, 2003).




An antibiotic plus antibiotic adjuvant combination differs from antibiotic-antibiotic combination in that the adjuvant itself may have little to no in vitro activity against bacteria, especially at clinically relevant doses (Kalan and Wright, 2011; Gill et al., 2015). The primary action of the adjuvant is to enhance antibiotic activity. Gill et al. has characterized adjuvant mechanisms by dividing them into anti-resistance and anti-virulence (Gill et al., 2015). Quorum sensing inhibitors have demonstrated some success in vitro and in murine models for treatment and prevention of biofilm formation (Chow et al., 2014; Sully et al., 2014). Meanwhile several anti-toxin antibodies are undergoing clinical trials. Efflux pumps have become a source of considerable research, particularly the NorA efflux pump that confers a multidrug resistant phenotype of S. aureus (Gibbons et al., 2003; Couto et al., 2008; Felicetti et al., 2017; Zimmermann et al., 2017).







Conclusion




Unfortunately, drug development is notoriously riddled with barriers and has a high failure rate (DiMasi, 2014; DiMasi et al., 2016). One of the major benefits of drug repurposing is that it can significantly reduce this lengthy timeline, thereby making treatments more readily available for clinical unmet needs (Ashburn and Thor, 2004; Barratt and Frail, 2012; Austin and Gadhia, 2017). Drug repurposing is simply a more expedited form of traditional drug development.




The conventional understanding of translational science is that it is a “bench-to-bedside” forward movement that begins in a laboratory and ends with the treatment of patients (Fernandez-Moure, 2016; Fort et al., 2017). Not only is drug repurposing a translational process, but it is also the embodiment of a concept known as “reverse translation.” This is defined loosely as the use of scientific research from an earlier phase to answer questions arising from clinical data (Shakhnovich, 2018). Reverse translation typically begins with patients, in which a question is identified during patient care experiences or clinical trials, and works backwards to test the new hypothesis. Reverse translation is therefore often referred to as a “bedside-to-bench” approach, as it occasionally requires revisiting basic sciences to answer a clinically relevant question (Becker and Funk, 2018). The same principle applies with drug repurposing, in which existing drugs are reevaluated for new indications. Drugs that tend to have the highest probability of success and shortest turnaround time to a new indication are those that are reevaluated within the clinical development phases (i.e., T1 - T3) that have at least cleared phase I clinical trials (i.e., safety and tolerability). Even drugs that failed to meet clinical efficacy endpoints for their desired indications can be excellent candidates for repurposing.




Discovery of an unanticipated drug effect (e.g., a side effect or therapeutic effect unrelated to the primary indication) occurs most commonly during patient care. Investigation of this unexpected effect is a frequent driver for working backwards to reevaluate an old drug. Though it is more ideal to stay within the T1-T3 phases during reevaluation, many of these clinically relevant questions require investigations at the basic science level (Becker and Funk, 2018; McWilliam et al., 2018).




The traditional process of drug discovery and development of a novel compound has a notoriously low probability of success. Drug repurposing, a reverse translational process, is a strategy that can dramatically increase this probability. Using pre-existing scientific knowledge, usually in the form of human clinical data, drug repurposing has the potential to turn even a failed drug into a success.
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 Co-infections with sexually transmittable pathogens are common and more likely in women with disturbed vaginal bacteriome. Among those pathogens, the protozoan parasite  Trichomonas vaginalis (TV) is most common after accounting for the highly persistent DNA viruses human papillomavirus (HPV) and genital herpes. The parasitic infection often concurs with the dysbiotic syndrome diagnosed as bacterial vaginosis (BV) and both are associated with risks of superimposed viral infections. Yet, the mechanisms of microbial synergisms in evading host immunity remain elusive. We present clinical and experimental evidence for a new role of galectins, glycan-sensing family of proteins, in mixed infections. We assessed participants of the HIV Epidemiology Research Study (HERS) at each of their incident TV visits (223 case visits) matched to controls who remained TV-negative throughout the study. Matching criteria included age, race, BV (by Nugent score), HIV status, hysterectomy, and contraceptive use. Non-matched variables included BV status at 6 months before the matched visit, and variables examined at baseline, within 6 months of and/or at the matched visit e.g. HSV-2, HPV, and relevant laboratory and socio-demographic parameters. Conditional logistic regression models using generalized estimating equations calculated odds ratios (OR) for incident TV occurrence with each log 10 unit higher cervicovaginal concentration of galectins and cytokines. Incident TV was associated with higher levels of galectin-1, galectin-9, IL-1β and chemokines (ORs 1.53 to 2.91, p <0.001). Galectin-9, IL-1β and chemokines were up and galectin-3 down in TV cases with BV or intermediate Nugent  versus normal Nugent scores (p <0.001). Galectin-9, IL-1β and chemokines were up in TV-HIV and down in TV-HPV co-infections.  In-vitro, TV synergized with its endosymbiont  Trichomonasvirus (TVV) and BV bacteria to upregulate galectin-1, galectin-9, and inflammatory cytokines. The BV-bacterium  Prevotella bivia alone and together with TV downregulated galectin-3 and synergistically upregulated galectin-1, galectin-9 and IL-1β, mirroring the clinical findings of mixed TV–BV infections.  P. bivia also downregulated TVV+TV-induced anti-viral response e.g. IP-10 and RANTES, providing a mechanism for conducing viral persistence in TV-BV co-infections. Collectively, the experimental and clinical data suggest that galectin-mediated immunity may be dysregulated and exploited by viral–protozoan–bacterial synergisms exacerbating inflammatory complications from dysbiosis and sexually transmitted infections.
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 Introduction
 Co-infections with taxonomically diverse sexually transmittable pathogens are common and more likely in women with disturbed vaginal bacterial communities ( Onderdonk et al., 2016;  Brown and Drexler, 2020). Among those pathogens, the extracellular protozoan parasite  Trichomonas vaginalis (TV) is most common after accounting for human papillomavirus (HPV) and genital herpes ( Workowski, 2015). TV accounts for close to half of the annual incidence of nearly half-a-billion sexually transmitted infections (STIs) according to WHO estimates ( WHO, 2012;  Rowley et al., 2019). Adding to the public health care burden, TV is associated with adverse pregnancy outcomes, high-risk HPV genotypes and cancer ( Fichorova, 2009;  Yang et al., 2020), as well as with HIV acquisition ( Cu-Uvin et al., 1999;  Van Der Pol et al., 2008) and transmission ( Kissinger et al., 2009). Bacterial vaginosis (BV), a common syndrome of disturbed vaginal microbiota, goes hand-in-hand with TV infection ( Onderdonk et al., 2016) and is also associated with HIV acquisition ( Atashili et al., 2008), shedding and transmission ( Low et al., 2014) and with HPV infection ( Oh et al., 2015;  Yang et al., 2018;  Liang et al., 2019;  Brusselaers et al., 2019;  Norenhag et al., 2019) and lower rates of HPV clearance ( King et al., 2011). BV affects over 21 million (~30%) women of child-bearing age in the US alone ( CDC, 2020). Mixed TV-BV infections are common ( Brotman et al., 2010), and in HIV-infected women they can dramatically increase HIV shedding in the genital tract, with adjusted odds ratios (OR) as high as 18.63 (95% CI 6.71–51.72) when comparing women with TV and BV to those with neither ( Fastring et al., 2014).
 Despite the strong epidemiologic evidence for protozoan–bacterial–viral synergisms in evading host immunity in the genital tract mucosa, the molecular mechanisms facilitating coinfections remain largely unknown ( Malla et al., 2014). To gain insights into innate immunity breakdown by microbial synergisms, we conducted a nested case-control study utilizing participants from the large HIV Epidemiology Research Study (HERS), which enrolled 1,310 US reproductive age women and followed them over 7 years collecting comprehensive information on STI acquisition and relevant laboratory and socio-demographic variables ( Cu-Uvin et al., 1999;  Mayer et al., 2003;  Tohill et al., 2004;  King et al., 2011). We turned our attention to the galectin family of glycan-binding proteins ( Sato et al., 2009) as innate immunity mediators yet underexplored in the human cervicovaginal environment despite growing experimental evidence of their involvement in HIV ( Lanteri et al., 2003;  Ouellet et al., 2005;  Mercier et al., 2008;  Sato et al., 2012) and TV pathogenesis ( Okumura et al., 2008;  Fichorova et al., 2016;  Heiss et al., 2016). We tested the hypothesis that TV and mixed TV–BV and protozoan–viral (TV-HIV, TV-HPV) infections will be associated with specific patterns of altered galectin levels, which in turn would correlate with altered mediators of innate immunity, e.g. cytokines and chemokines in the cervicovaginal secretions. For the first time in this study we investigated experimentally whether concurrent exposure to TV and BV bacteria dysregulates galectin expression and whether the host–protozoan–bacterial interactions are modified by the protozoan viral endosymbiont  Trichomonasvirus (TVV), which is commonly carried by the vaginal isolates of the parasite ( Fichorova et al., 2017).

 
 Materials and Methods
 
 The HERS Cohort
 The HERS cohort was started in 1992 before highly active antiretroviral therapy (HAART) became available. A total of 871 HIV-infected women and 439 high-risk HIV-uninfected women between the ages of 16–55 years were enrolled in four U.S. urban centers ( Cu-Uvin et al., 1999;  Mayer et al., 2003;  Tohill et al., 2004). Women with a clinical diagnosis of AIDS were ineligible for enrollment. Women were followed prospectively with comprehensive clinical and laboratory examination every 6 months for up to 7 years. At each visit, a complete pelvic exam was performed that included collection of cervicovaginal lavage (CVL) and vaginal swabs. Polymorphonuclear (PMNs) and mononuclear (MNC) white blood cells (WBC) were enumerated per five oil-immersion microscopy fields. TV,  Neisseria gonorrhea,  Chlamydia trachomatis, HSV-2 and HPV were diagnosed as described before ( Smith et al., 1997). The Nugent Gram-staining scoring system was used to define normal (score 0–3), altered (score of 4–6) and BV microbiota (score 7–10). A strength of the study was that the Nugent scoring for all samples was performed in a single well-qualified central laboratory (Dr. J. Sobel’s laboratory at Wayne State University, Detroit, MI). Pregnancies, but not breastfeeding, were recorded. As part of a structured interview, women were asked to identify themselves as currently using pill/oral contraceptive, Norplant, or Depo-Provera; if they answered “yes” to any of these, they were listed as taking hormonal contraceptives. Socioeconomic status was measured at enrollment by monthly income, source of income, education, employment, and health insurance coverage and type.

 
 Matched Case–Control Nested Study Of Incident TV Infection
 We defined cases as all HERS participants with documented acquisition of TV who had a CVL collected at a TV+ visit (confirmed by culture), following a prior 6-month visit at which all tests for TV were negative. Each of these TV positive visits post a TV negative visit is referred to as “incident TV infection”. Some women transitioned from TV negative to TV positive status more than once. All such episodes were captured. Women who were negative in all tests for TV recorded throughout study follow-up served as controls. Each incident TV visit was randomly matched 1:1 to a visit by a control participant by race (White, Hispanic/Latina, Black/African American, Native American, Asian) and by the following visit-specific matching criteria: age (within 10 years), HIV status (positive/negative), BV by Nugent categorization, hormonal contraceptive use, and hysterectomy status. We were able to identify 169 women with 223 incident TV infections and 147 control women with 223 matched TV-negative visits. We compared the women selected for the nested case–control study to the overall HERS cohort by all matched variables as well as a number of unmatched socio-behavioral and clinical laboratory parameters. The case–control sample was found to be well-representative of the overall cohort, which provided confidence for the generalizability of the nested case–control findings to the overall study population ( 
 Supplementary Tables 1
,  
 2
).

 
 
 In-Vitro Infection Model
 
 Isogenic TV Strains
 A TV isolate that carries the endosymbiont  Trichomonasvirus (strain 347v+) and its isogenic derivative strain (347v−) cured from the virus were obtained from Dr. John Alderete (Washington State University) ( Provenzano et al., 1997). The status of  Trichomonasvirus (TVV) infection of each isolate was confirmed as described and reported ( Fichorova et al., 2012). Parasites were cultured in modified Diamond’s medium supplemented with 10% heat-inactivated horse serum (HyClone Laboratory) and iron, as reported earlier ( Gilbert et al., 2000).

 
 Vaginal Bacteria
 
 Lactobacillus gasseri,  L. crispatus,  L. jensenii,  Gardnerella vaginalis and  Prevotella bivia were originally isolated by vaginal swabs from women participating in various vaginal microbiota research studies ( Onderdonk et al., 1987;  Delaney and Onderdonk, 2001). These isolates were identified using phenotypic characteristics and established criteria (Manual of Clinical Microbiology, Washington (DC): ASM Press; 1995), and identification was confirmed using the Microbial Identification System for long chain fatty acid analysis (MIDI Inc., Newark, DE).  Atopobium vaginae (ATCC BAA-55) was acquired from the American Type Culture Collection.  L. crispatus and  L. gasseri were chosen as common homeostatic  Lactobacillus species representative of the healthy vaginal microbiota that are non-inflammatory in contrast of the most common BV associated bacteria  P. bivia,  G. vaginalis and  A. vaginae ( Fichorova et al., 2013;  Anahtar et al., 2015). Although also commonly found in the human vagina,  L. iners was not included in our experimental homeostatic  Lactobacillus panel because it has been associated both epidemiologically and causally with disturbed immune homeostasis and vaginal inflammation ( Anahtar et al., 2015).

 
 Human Epithelial Cell Lines
 Immortalized cell lines, originating from normal human vagina (Vk2/E6E7), uterine endocervix (End1/E6E7) and ectocervix (Ect1/E6E7) ( Fichorova et al., 1997) were cultured ( Fichorova et al., 2011) in antibiotic-free keratinocyte serum-free medium (KSFM), supplemented with 50 μg/ml bovine pituitary extract, 0.1 ng/ml epidermal growth factor (Invitrogen, Carlsbad, CA), and 0.4 mM CaCl 2 (Fisher Scientific, Pittsburgh, PA). These cell lines have been established as a physiologically relevant  in-vitro model for the study of  TV pathogenesis by multiple investigators ( Bastida-Corcuera et al., 2005;  Fichorova et al., 2006;  Okumura et al., 2008;  Singh et al., 2009;  Lustig et al., 2013;  Jain et al., 2014) and have been extensively compared to their primary tissues of origin and to primary organotypic cultures showing no significant differences in responses to  TV parasites as well as other innate immunity ligands ( Fichorova et al., 1997;  Fichorova and Anderson, 1999;  Fichorova et al., 2002;  Fichorova et al., 2004;  Canny et al., 2006;  Fichorova et al., 2006;  Trifonova et al., 2009;  Fichorova et al., 2011;  Fichorova et al., 2012;  Fichorova et al., 2013). The epithelial cell lines can be obtained from ATCC (ATCC ® CRL 2616, ATCC ® CRL 2615, and ATCC ® CRL 2614) or from Dr. Raina Fichorova.

 
 Co-Infection Model
 TV–BV bacteria co-infection was conducted as previously described ( Fichorova et al., 2013). In brief, vaginal epithelial cells grown to confluency were first colonized with bacteria for 24 h followed by removal of cell culture supernatants along with non-adherent bacteria. The colonized epithelial cells were then incubated for 24 h with cell culture medium control, TV 347v+ or TV 347v−. After 24 h incubation under conditions mimicking the vaginal microenvironment (Mitsubishi AnaeroPack, Fisher), cell culture supernatants were collected for assessment of galectin and cytokine levels while cells were harvested for viability assessment by Trypan blue.


 
 Immunoassays
 We measured simultaneously protein levels of galectin-1, -3 and -9 and the following markers of cervicovaginal inflammation; interleukin (IL)-1β, a major cytokine initiator and product of inflammation, and the chemokines IL-8 (CXCL8), interferon gamma-induced protein (IP)-10 (CXCL10), monocyte chemotactic protein (MCP)-1 (CCL2), macrophage inflammatory protein (MIP)-1β (CCL4), RANTES (regulated on activation, normal T cell expressed and secreted) (CCL5), and MIP-3α (CCL19). All ten proteins were quantified in undiluted CVL and cell culture supernatants (stored frozen at −80°C) using a custom-designed multiplex electrochemiluminescence (ECL) immunoassay, Sector Imager 2400 and Discovery Workbench Software (Meso Scale Discovery MSD, Gaithersburg, MD). Validated by comparisons with traditional ELISA ( Fichorova et al., 2006;  Fichorova et al., 2008), the MSD ECL platform has high clinical content validity ( Fichorova et al., 2011). All samples were run in duplicate. All immune mediators were well-detectable within assay linearity in the CVL samples ( 
 Supplementary Table 3
). Galectin-3 was detectable at >33 pg/ml in all CVLs, galectin-9 was detectable at >16 pg/ml in 99% of CVLs, and galectin-1 was detectable at >137 pg/ml in 92% of CVLs.

 
 Statistics
 The subset of women in the HERS cohort selected for the case-control study were compared to those not in this study using t-tests and Fisher Exact tests ( 
 Supplementary Tables 1
,  
 2
). All immune mediators were log 10-transformed prior to analysis, and values below the lower limit of detection were set to the lower limit. Due to the use of matched data in this study, odds ratios (OR) are used when comparing the cases and controls. ORs and 95% confidence intervals (CI) for each 1 log 10 unit higher concentration of the immune mediator with incident  T. vaginalis (TV) were calculated by conditional logistic regression. To account for potential correlation among multiple longitudinal visits from the same woman, we fitted our conditional logistic regression models using generalized estimating equations (GEE) and employed robust standard errors throughout the analysis. This approach allows for consistent parameter estimation even when the correlation structure is incorrectly or incompletely specified ( Liang and Zeger, 1986). Using separate models for each covariate to avoid collinearity, we also used conditional logistic regression to examine the OR associations between log unit higher immune mediator levels and incident TV when visits were stratified on BV, HIV, and other matched and non-matched variables, as well as to compare ORs within levels of these variables.
 Correlations between the log 10-transformed concentrations of immune mediators simultaneously measured in CVLs from all visits were calculated using Pearson’s product moment correlation.
 Within the TV positive subgroup only, we used linear regression to evaluate the association between levels of the inflammatory markers as a continuous outcome and several covariates. Again, to account for a possible correlation between multiple visits within a woman, we used generalized estimating questions and employed robust standard errors to construct 95% confidence intervals and calculate p-values ( Liang and Zeger, 1986). Covariates examined within the TV positive group were the matched variables as well as unmatched variables that appeared to differ between the TV positive and TV negative women ( 
 Supplementary Tables 1
,  
 2
) as well as between TV positive and TV negative visits ( 
 Supplementary Table 4
), including Nugent score categories, HIV, HPV, and HSV status, presence of genital tract WBC, smoking and alcohol use. The latter analysis was not done for the control visits, since they were selected to be similar to the matched incident-TV visits on confounders and therefore we could not consider them representative of the broader population of any TV-negative women.


 
 Results
 
 Incident TV Is Associated With Higher Cervicovaginal Levels Of Galectin-1 And -9, Which Correlate With Mediators Of Inflammation
 Geometric means of galectin-1, galectin-9, IL-1β and all chemokines were higher in women with incident TV compared to matched control visits ( 
 Table 1
). Each log 10 increase in biomarker concentration was associated with higher odds for incident TV, with the largest ORs seen for increases in galectin-9 (OR = 2.91, 95% CI 2.14–3.97), IL-8 (OR = 2.67, 95% CI 1.99–3.59), IL-1β (OR = 2.56, 95% CI 1.95–3.37), IP-10 (OR = 2.33, 95% CI 1.51–3.60), and galectin-1 (OR = 1.84, 95% CI 1.33–2.55) (p <0.001) ( 
 Table 1
).
 
 Table 1
 
 Association between TV positive status and cervicovaginal levels of immune mediators assessed in 223 case and 223 control visits.

 
 
 
 Biomarker
 Median (IQR) of geometric means in pg/ml
 OR (95% CI)

 
 TV Positive (n = 223 visits)
 TV Negative (n = 223 visits)
 All Races (n = 446 visits)
 Black Race Only (n = 400 visits)


 
 
 Galectin-1
 1,433 (611–3,850)
 871 (309–2,697)
 
 1.84 (1.33, 2.55)***

 
 1.72 (1.20, 2.45)**


 
 Galectin-3
 4,340 (2,507–6,361)
 4,957 (3,258–7,189)
 0.54 (0.29, 1.03)
 0.52 (0.27, 1.01)

 
 Galectin-9
 2,201 (641–8,451)
 598 (196–2,087)
 
 2.91 (2.14, 3.97)***

 
 2.82 (2.03, 3.91)***


 
 IL-1β
 63 (14–262)
 10 (3–63)
 
 2.56 (1.95, 3.37)***

 
 2.55 (1.90, 3.43)***


 
 IL-8
 1,133 (410–5,796)
 259 (93–1,049)
 
 2.67 (1.99, 3.59)***

 
 2.61 (1.91, 3.57)***


 
 IP-10
 291 (96–789)
 157 (58–398)
 
 2.33 (1.51, 3.60)***

 
 2.17 (1.38, 3.42)***


 
 MCP-1
 8 (3–29)
 5 (2–19)
 
 1.53 (1.16, 2.00)**

 
 1.47 (1.11, 1.96)**


 
 MIP-1β
 17 (8–50)
 10 (7–40)
 
 1.67 (1.13, 2.46)**

 1.49 (0.99, 2.24)

 
 RANTES
 11 (4-41)
 3 (1–19)
 
 1.72 (1.30, 2.28)***

 
 1.64 (1.23, 2.20)***


 
 MIP-3α
 200 (96–496)
 127 (50–321)
 
 1.77 (1.21, 2.60)**

 
 1.75 (1.17, 2.61)**




 
 
 Median and inter-quartile ranges (IQR) of back-transformed geometric means of concentrations of immune mediators and odds ratios (OR) and 95% confidence intervals (CI) for incident  T. vaginalis (TV) with each 1 log 10 unit higher level of immune mediator are calculated from conditional logistic regression models fitted using generalized estimating equations. Significantly different ORs are bolded and indicated by **p < 0.01 and ***p < 0.001.



 The size of OR and 95% CI were similar in Black women who represented the majority of the women with incident TV selected for our case-control sample (148/169, 88%) ( 
 Table 1
) as well as the majority of overall HERS cohort participants (736/1310, 59%) and women infected with TV at baseline and throughout the study (445/566, 79%) ( 
 Supplementary Tables 1
,  
 2
).
 A strong positive correlation (Pearson correlation coefficient ≥0.5) was observed between galectin-1 and galectin-9, between galectin-1 and all cytokines and chemokines, and between galectin-9 and IL-1β, IL-8, MIP-1β, and RANTES, but not between galectin-3 and any of those immune mediators ( 
 Table 2
).
 
 Table 2
 
 Pearson correlation between cervicovaginal levels of immune mediators in all 446 visits.

 
 
 
 Immune Mediator
 Galectin-1
 Galectin-3
 Galectin-9
 IL-1β
 IL-8 (CXCL8)
 IP-10 (CXCL10)
 MCP-1 (CCL2)
 MIP-1β (CCL4)
 MIP-3α (CCL20) 
 RANTES (CCL5)


 
 
 Galectin-1
 1
  
 0.6
 0.6
 0.7
 0.6
 0.6
 0.8
 0.6
 0.8

 
 Galectin-3
  
 1
  
  
  
  
  
  
  
  

 
 Galectin-9
 0.6
  
 1
 0.8
 0.8
  
  
 0.6
  
 0.7

 
 IL-1β
 0.6
  
 0.8
 1
 0.9
  
  
 0.6
  
 0.6

 
 IL-8
 0.7
  
 0.8
 0.9
 1
  
  
 0.6
  
 0.6

 
 IP-10
 0.6
  
  
  
  
 1
 0.6
  
  
 0.5

 
 MCP-1
 0.6
  
  
  
  
 0.6
 1
  
  
 0.6

 
 MIP-1β
 0.8
  
 0.6
 0.6
 0.6
  
  
 1
  
 0.7

 
 MIP-3α
 0.6
  
  
  
  
  
  
  
 1
  

 
 RANTES
 0.8
  
 0.7
 0.6
 0.6
 0.5
 0.6
 0.7
  
 1



 
 
  Only coefficients ≥0.5 shown. In gray shade; the black shading  denotes each protein compared to itself.




 
 Higher Galectin-1 and -9 Are Associated With Incident TV Co-Infections With BV, HIV, HPV or HSV, While Galectin-3 Is Negatively Associated With Incident TV Co-Infections With HIV And Normal Bacterial Flora
 Separate conditional logistic regression models examined the association between each one log 10 higher level of immune mediator and incident TV when stratified by co-infection status at the case-control matched visit ( 
 Figures 1A–D
).
 
 Figure 1
 
 Impact of vaginal microbiota disturbance  (A), HIV  (B), HPV  (C) and genital herpes  (D) on odds ratios (OR) and 95% confidence intervals (CI) for incident TV with each one log 10 unit increase in immune mediator levels calculated for all 446 visits stratified by:  (A) BV[+]: Nugent score = 7–10 (square symbol, dotted line), BV[–]: Nugent score 0–3 (circle symbol, solid line), and A[+] (triangle symbol, dashed line): altered microbiota, Nugent score = 4–6;  (B) HIV[+] (triangle, dashed line) and [–] status (circle, solid line);  (C) HPV [+] (triangle, dashed line) or [–] status (circle, solid line), and  (D) HSV [+] (triangle, dashed line) and [–] (circle, solid line) status. The vertical line is set at 1.0, representing an OR of 1. Any 95% CI >1 or <1 indicates significant positive or respectively negative assocaition between immune mediator levels and TV positive status within each stratum (+, A, or – in  A and + or – in  B–D).

 

 An interaction was observed between TV and concurrent abnormal vaginal microbiota ( 
 Figure 1A
). Incident TV was associated with higher RANTES, MIP-3α, MIP-1β, MCP-1 and galectin-1 only when BV-positive, and higher IP-10—only when positive for BV or Nugent score 4–6. Higher galectin-9, IL-1β and IL-8 were significantly associated with incident TV in each Nugent categories; however, the 95% CI for the OR shifted closer to 1.0 within each Nugent category shift closer to normal vaginal flora. The relationship between galectin-3 and incident TV was inverted, with significant negative association only when normal microbiota was present.
 The concurrent HIV positive status had less impact on the association between incident TV and immune mediators with the most notable exception of galectin-3 which was inversely associated with incident TV in the HIV-positive but not HIV-negative visits ( 
 Figure 1B
).
 Higher levels of galectin-9, IL-1β, IL-8, RANTES and galectin-1 were significantly associated with incident TV in both HPV-positive and -negative visits while higher IP-10 was associated with incident TV in HPV negative visits only ( 
 Figure 1C
).
 Higher levels of galectin-9, IL-1β and IL-8 were significantly associated with incident TV in both HSV negative and HSV positive visits; however, higher levels of RANTES and IP-10 and lower levels of galectin-3 were associated with incident TV in the HSV positive visits only ( 
 Figure 1D
).

 
 Co-Infections, Cervicovaginal Leukocytes, Hysterectomy, And Socio-Behavioral Variables Affect Levels Of Galectins And Inflammatory Mediators At Incident TV
 To identify factors that may affect levels of immune mediators and galectins associated with TV incidence, we examined non-matched socio-behavioral and clinical laboratory parameters at baseline, 6 months prior to matched visit and at the matched 446 visits comparing cases to controls ( 
 Supplementary Table 4
).
 At baseline, incident TV cases were less likely to have above high school education (OR = 0.47; CI = 0.27–0.80, p = 0.006), be employed (OR = 0.41, 95% CI0.26–0.67, p <0.001), be on Medicaid (OR = 0.64; 95% CI 0.43–0.95, p = 0.026) and having no sex  vs using a condom all the time with a male partner (OR = 0.41, 95% CI 0.23–0.75), p = 0.004). There was no significant difference by HSV-2 serology at baseline.
 When tested for HPV at 6 months prior to the matched visit, the TV incident visit was most likely to have a switch from HPV-positive to -negative status (OR = 3.35; 95% CI 1.62–6.95, p = 0.001), followed by newly acquired HPV (OR = 2.74, 95% CI 1.27–5.89, p = 0.010) and a persistent HPV-positive test (OR = 1.95; 95% CI 1.16–3.26, p = 0.011).
 Socio-behavioral covariates more likely to be reported by incident TV cases than controls during the 6 months prior to the matched visit included cigarette smoking (OR = 2.52; 95% CI 1.58–4.01, p <0.001), alcohol (OR = 2.29; 95% CI 1.53–3.44, p <0.001) and illicit drug use (OR = 3.11; 95% CI 2.03–4.76, p <0.001), one male partner  versus none (OR = 1.92, 95% CI 1.15–3.22, p = 0.013) and 3+ male partners  versus none (OR = 2.38, 95% CI 1.09–5.22, p = 0.03).
 At the matched visit, incident TV was more likely to test positive  versus negative for cervicovaginal MNCs (OR = 2.33; 95% CI 1.27–4.28, p = 0.006), positive for both PMNs and MNCs  versus PMNs only (OR 2.45; 95% CI 1.22–4.89, p = 0.011), and positive  versus negative for HPV (OR = 1.63; 95% CI 1.07–2.48, p = 0.023). Incident TV and controls did not differ by non-matched HIV variables, e.g. CD4+ T cell counts, HIV plasma load and antiretroviral subcategories.
 To further identify factors that may be driving the levels of galectins and inflammatory mediators among the TV incident visits only, we performed regression analysis with focus on matched variables (Nugent score, HIV status and hysterectomy) and non-matched variables that differed at the matched and 6-month prior visits. Only factors showing at least one significant association with the immune mediators are shown in  
 Figure 2
.
 
 Figure 2
 
 Differences in levels of immune mediators (mean log 10 pg/ml) measured at the incident TV visits stratified by BV  (A), HIV  (B), HPV  (C), presence of white blood cells (WBC) including polymorphonuclear (PMNs) and mononuclear (MNC) cells  (D) and hysterectomy  (G) status at the time of immunologic assessment, and by cigarette smoking  (E) and alcohol consumption  (F) during the 6 months preceding the immunologic assessment. Differences were assessed using ordinary least squares linear regression (ANOVA) with *p < 0.05, **p < 0.01, and ***p < 0.001.

 

 Differences in galectin levels were observed when TV incident visits were stratified by Nugent score into three strata: BV positive (Nugent >7), intermediate/altered microbiota (Nugent = 4–7) and normal microbiota (Nugent <4) (p <0.01 and <0.001,  
 Figure 2A
). In comparison to visits when normal microbiota was found, visits diagnosed with BV and altered microbiota had lower levels of galectin-3 and higher levels of galectin 9, IL-1β, IL-8, MIP-1β and RANTES. In addition, those with BV had lower levels of IP-10.
 When compared by HIV status, TV-HIV coinfections showed higher levels of galectin-9, IL-1β, IP-10 and RANTES compared to HIV negative visits (p <0.001,  
 Figure 2B
). TV-HPV co-infections HPV in contrast showed lower levels of galectin-9 (p <0.05), IL-1β and IL-8 (p <0.001) ( 
 Figure 2C
).
 The co-presence of PMNs and MNCs compared to PMNs alone was associated with significantly higher levels of all immune mediators (p <0.001) except galectin-3, IP-10 and MIP-3α. The absence of any WBC was associated with significantly lower levels of all immune mediators including galectins-1 and -9 (p <0.001) but not galectin-3 which did not reach significance. These data suggested that WBC contribute to higher levels of galectin-1 and galectin-9 in incident TV ( 
 Figure 2D
).
 Smoking and alcohol use were similarly associated with lower levels of multiple mediators e.g. galectin-1 (p <0.001), galectin-9 (p <0.05 in smokers and p <0.001 if alcohol users) and RANTES (p <0.001) ( 
 Figures 2E, F
), suggesting contribution to a suppressed immunity.
 Interestingly, incident TV following hysterectomy showed lower levels of galectin-1, galectin-3, and chemokines MCP-1, MIP-1β, MIP-3α, and RANTES (p <0.001), suggesting a contribution of the upper reproductive tract to immune responses in TV infection ( 
 Figure 2G
).

 
 Bacterial–Protozoan–Viral Synergisms Upregulate Galectin-1, -9 And Interleukin-1β, Downregulate Galectin-3 And Selectively Alter Chemokine Expression
 To test the causality underlying epidemiologic TV–BV interactions, we applied an established experimental human infection model ( 
 Figure 3A
). In order to investigate the effect of mixed infection, we infected bacteria-colonized epithelial cells with TVV-positive parasites and their TVV-cured isogenic counterparts ( Provenzano et al., 1997).
 
 Figure 3
 
 Polymicrobial regulation of galectins and inflammatory mediators in a human vaginal infections model.  (A)  T. vaginalis (TV) adherent to human vaginal epithelial cells illustrated by transmission electron microscopy.  (B) Levels of immune mediators measured in the vaginal epithelial supernatants after 24 h colonization with bacteria followed by 24 h exposure to TV. The epithelial cells were first colonized with  Lactobacillus species characteristic for the healthy vaginal microbiota ( L. gasseri = Lg and  L. crispatus = Lc) or BV bacteria ( P. bivia = Pb,  A. vaginae = Av and  G. vaginalis = Gv). Then the bacteria-colonized epithelial cells were infected with TV protozoa harboring  Trichomonas vaginalis virus (TVV+) or a derivative TV strain that was cured from the virus (TVV−). Bars represent mean and SD from triplicate cultures in one of three experiments. P values are from ANOVA with Bonferroni multiple comparison test.  X,*p < 0.05;  XX,**p < 0.01;  XXX,***p < 0.001, different from medium (med) control.

 

 In the absence of bacteria, the TVV-cured TV caused little change in the cytokine/chemokine levels, but significantly upregulated galectin-1 (p <0.01) and downregulated galectin-3 (p <0.001) ( 
 Figure 3B
), consistent with prior findings with naturally occurring TVV-negative TV ( Fichorova et al., 2016). In contrast, the naturally occurring TVV-positive isolate upregulated most immune mediators (p <0.001) except galectin-3, galectin-9, and MIP-3α ( 
 Figure 3B
).
 In the absence of TV,  Lactobacillus colonization caused no change with the exception of upregulated MIP-3α (p <0.01) and IP-10 (p <0.05) by  L. crispatus ( 
 Figure 3B
). In contrast, colonization by BV bacteria selectively upregulated IL-1β and dysregulated galectins and chemokines ( 
 Figure 3B
). All three BV bacteria upregulated galectin-9 (p <0.01). In addition,  G. vaginalis significantly upregulated galectin-1 and -3 (P <0.001), while  P. bivia almost completely blocked galectin-3 expression (p <0.001). All three BV bacteria upregulated IL-8, MIP-3α, IP-10 (p <0.001) and RANTES (p <0.05,  P. bivia, and p<0.001, G.  vaginalis and  A. vaginae), whereas  P. bivia also upregulated IL-1β (p <0.01).
 The presence of bacteria modified the effects of both virus-infected and cured protozoa and vice versa ( 
 Figure 3B
). The co-infection with TVV+TV and  P. bivia synergistically upregulated galectin-1, -9 and IL-1β (p <0.001). Galectin-3 levels were lower in TV- P. bivia co-infection compared to TV infection alone, regardless of TVV status (p <0.001).  P. bivia abolished the TVV+TV-induced upregulation of MIP-1β and IP-10 (p <0.001). TVV+TV downregulated the stimulatory effect of all bacteria on MIP-3α and both TVV+ and TVV−TV downregulated their stimulatory effect on IP-10 (p <0.001).


 
 Discussion
 This study is the first to identify galectins as a molecular basis for protozoan–viral–bacterial synergisms at the mucosal interface.
 In our cohort, higher galectin-1 and galectin-9 levels correlated with markers of cervicovaginal inflammation, marked by higher levels of IL-1β and chemokines e.g. IL-8. In TV infected women they were associated with vaginal dysbiosis/BV and with presence of monocytes in the mucosal secretions, which are additional risk factors for HIV acquisition and transmission ( Alfano and Poli, 2002). Prior clinical studies have shown higher levels of IL-1β and IL-8 in women with concurrent BV and TV as compared to women with neither infection ( Cauci and Culhane, 2007); however, we show for the first time higher levels of galectin-1, RANTES, and IP-10 to be associated with incident TV in women with BV only.
 We provide new experimental evidence that galectin-1 and galectin-9 are synergistically upregulated in host epithelial cells by virus-infected TV and the BV pathobiont  P. bivia, emphasizing the need to study the individual complements of the disturbed vaginal microbiome as drivers of immune imbalances. Our data suggest molecular mechanisms by which BV and particularly  P. bivia may be driving susceptibility to persistent TV infection. By upregulating epithelial galectin-1 expression  P. bivia may contribute to the amplified galectin-1 levels in the natural TV-BV coinfection and thereby facilitate the adherence of TV to epithelial cells ( Okumura et al., 2008), which is mediated by galectin-1 binding to the protozoan surface lipophosphoglycan (LPG) ( Fichorova et al., 2016).
 The increased levels of galectin-1 and -9 also offer a molecular basis for bacterial–protozoan synergism with HIV and other viruses. Galectin-1 facilitates HIV attachment to macrophages ( Ouellet et al., 2005;  Mercier et al., 2008), and in turn, HIV-1 amplifies this effect  via altering cell surface glycosylation ( Lanteri et al., 2003). Galectin-9 also promotes HIV entry into host cells ( Bi et al., 2011). Higher levels of galectin-9 may contribute to CD8+ T cell exhaustion thorough biding to Tim-3 ( Merani et al., 2015). Knocking down galectin-9 in mouse models improved clearance of HSV infections ( Merani et al., 2015) and we saw trend of higher galectin-9 levels in the TV-HSV co-infection but this association did not reach significance.
 Individual BV-associated organisms upregulated IL-1β, IL-8, MIP-3α, IP-10 and RANTES in our  in-vitro model and our experiments with isogenic virus-positive and virus-negative TV parasites supported previous findings of bacterial synergisms with soluble LPG and molecular domain and with cell-free endosymbiont protozoan viruses, leading to upregulation of IL-1β ( P. bivia) and IL-8 ( G. vaginalis,  A. vaginae) ( Fichorova et al., 2013). We have also shown that the genomic dsRNA originating from the protozoan TVV viruses can initiate viral stress response in human vaginal and cervical epithelial cells through TLR3/IRF3 signaling ( Fichorova et al., 2012). The TLR3/IRF3 pathway activation can explain the galectin-9 upregulation by TVV as shown with a dsRNA viral mimic in vascular cells ( Imaizumi et al., 2007). The stimulation of an anti-viral immune response by TVV+TV alone includes anti-viral immune mediators e.g. IP-10, MIP-1b and RANTES (this study and ( Fichorova et al., 2012). However, this potentially protective immune alarming function of the vaginal epithelium was dampened in the presence of TV co-infection with the BV-signature bacterium  P. bivia providing a plausible mechanism for hampering HPV clearance in TV-BV co-infections. In the HERS study BV but not TV alone was associated with increased odds of prevalent and incident HPV and delayed HPV clearance ( King et al., 2011). The strong (over two logs) synergistic upregulation of galectin-9 by TVV+TV and  P. bivia and higher levels of galectin-9 which we observed in TV–HPV co-infections may provide an additional boost to persistence of high-risk HPV genotypes since galectin-9 expression has been significantly correlated with the presence of HPV type 16 or 18 in cervical cancer tissue ( Punt et al., 2015). The innate anti-viral role of galectin-9 secreted in the cervicovaginal secretions and how it may be hijacked by vaginal pathogens is yet to be elucidated. Further studies are needed to investigate galectin-1 and galectin-9 mediated signaling in TV–BV–HPV interactions, to what extend they may be protective and whether our finding of suppressed innate immune responses in mixed HPV–TV infections  versus TV alone relates to susceptibility to cervical cancer observed in women with TV ( Gram et al., 1992;  Viikki et al., 2000;  Misra and Singh, 2006;  Depuydt et al., 2010;  Rodriguez-Cerdeira et al., 2012).
 Furthermore, our study suggests for a first time a distinct role for galectin-3 which was adversely associated with TV infection both clinically and experimentally. Clinically, we observed that with higher soluble levels of galectin-3 in their cervicovaginal secretions women had significantly lower OR of having incident TV when having normal Nugent score (OR = 0.03, 95% CI = 0, 0.36) or co-infection with HIV (OR 0.39, 95% CI = 0.16–0.96) or HSV (OR = 0.22, 95% CI = 0.06–0.74) ( 
 Figure 1
). These results supported that lower galectin-3 levels are associated with higher likelihood of TV incidence but that this association depends on bacterial and viral co-infection status. We have previously shown that the parasite alone, in the absence of endosymbiont virus and bacteria, depletes extracellular galectin-3 levels, which benefits the parasite survival by suppressing chemokine-driven host immune defenses ( Fichorova et al., 2016). We now show experimentally that galectin-3 levels were further synergistically suppressed in TV co-infection with  P. bivia ( 
 Figure 3
), which provides a mechanism for clinically reduced cervicovaginal galectin-3 levels in TV–BV co-infected women compared to TV alone observed in our study ( 
 Figure 2
). Galectin-3 stimulates innate and adaptive immunity ( Rabinovich et al., 2004;  Stowell et al., 2008), and thus lowering the extracellular levels of galectin-3 would be expected to decrease the clearance or resistance to both bacterial and protozoan infection. HIV on the other hand hijacks cell-associated galectin-3 by driving its expression  via the HIV tat protein ( Fogel et al., 1999), which appears to supports the initial stage of HIV infection ( Schroder et al., 1995) and viral budding ( Wang et al., 2014). The TV parasite may not interfere with this initial stage of HIV infection because we have shown that experimentally it decreases extracellular, but not cell-associated, galectin-3 ( Fichorova et al., 2016).
 The role of  P. bivia in the polymicrobial syndrome of vaginal immunity breakdown requires special attention. Women with high relative abundance of  P. bivia in vaginal metagenome analysis were shown to be 19 times more likely to have a pro-inflammatory vaginal cytokine profile and ~13 times more likely to acquire HIV, compared to all others in a South African cohort ( Eastment and McClelland, 2018). Moreover,  P. bivia is the single BV organism linked to HPV gene expression and metastatic cervical cancer ( Lam et al., 2018). Our experimental model confirmed the causative role of this Gram-negative anaerobe as a modifier of anti-viral and anti-protozoan host immune response. Further studies are needed to investigate the role of galectin-1, -3. -9 and other galectins in BV–TV–HIV–HPV co-infections and their specific interaction with  P. bivia.
 Lastly, we observed suppressed vaginal immunity, including galectins-1 and -9, in women with incident TV who smoked or consumed alcohol. It is possible that tobacco or alcohol substances have a direct immunosuppressive effect that contributes to the higher risk of incident TV diagnosed in HERS participants reporting their use. Emerging clinical evidence implicates smoking in supporting BV-associated microbial communities, and cessation of smoking was suggested as a plausible pre-requisite for restoring healthy  Lactobacillus dominance, providing a pathway for a causative effect on vaginal innate immunity ( Brotman et al., 2014). Alternatively, smoking and alcohol consumption may be correlates of other risk factors, such as lower socio-economic status, stress and depression capable of acting as immunity modifiers, which we were unable to investigate in our sample. A further limitation of our study is that it included predominantly Black women with or at high risk for HIV and only non-pregnant women and we had limited information on methods of contraception. Thus, we were unable to assess galectins in polymicrobial infections in the context of race, ethnicity and associated effect modifiers, as well as in the context of pregnancy, breastfeeding and hormonal contraceptive use, previously associated with altered cervical immunity in women with BV, TV and viral STIs ( Morrison et al., 2014). The results presented here may help assess the power needed for future studies to be conducted in diverse populations to address the role of socio-demographic factors and health disparities in galectin-mediated immunity underlying susceptibility to mixed protozoan–viral–bacterial infections.
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 The search for novel or complementary biomarkers, including extracellular vesicles (EVs) or exosomes, is a highly active research field ( 1). Biomarkers, EVs and EV-cargos have been suggested to be highly useful for patient’s stratification, diagnosis, and prognosis for endocrine hypertension, and also for cardiovascular and renal disorders ( 1,  2).
 EVs have been highlighted for their potential as a form of liquid biopsy that contains multiple types of “cargo” including cell-specific miRNA species and proteins. EVs have enormous potential for identification of novel metabolic and pathophysiological mechanisms affecting cardiovascular health, biomarker discovery and to advance in development of novel therapeutic strategies. Urinary exosomes are of particular interest since they can be isolated from urine in a non-invasive fashion and from large volumes of low concentration samples ( 3). Both standard analytical methods and high-throughput omics technologies have been applied in (urinary) EV biomarker research ( 4), leading to the identification of novel regulatory pathways and also the discovery of several potential EV-based biomarkers for a range of diseases, including cancer and chronic diseases ( 5).
 This Research Topic covers recent research in urinary EVs and novel biomarkers associated to endocrine hypertension, primary aldosteronism (PA) and renal diseases ( 2). It consists of two reviews, two original research manuscripts and a perspective.
 The review by  Wu et al. “ Using human urinary extracellular vesicles to study physiological and pathophysiological states and regulation of the sodium chloride cotransporter” provides a brief overview of the state-of-the-art, challenges and knowledge gaps in current uEV-based analyses, with a focus on the application of uEVs to study the “renal-K + switch” and the thiazide-sensitive sodium chloride cotransporter (NCC) regulation. They also provide recommendations regarding biospecimen handling, processing, and reporting requirements to improve experimental reproducibility of studies associated to discover uEV-derived biomarkers in arterial hypertension and clinical practice. The authors reported the use of uEVs as a tool to assess NCC abundance and activity in a variety of human studies has provided insight to the relative roles of K + and mineralocorticoids in NCC regulation and its potential pitfalls associated to age, sex, and states of disease.
 In the review by  Araos and Amador “ Neutrophil Gelatinase Associated- Lipocalin as an Immunomodulator in Endocrine Hypertension” the link between neutrophil gelatinase-associated lipocalin (NGAL) and endocrine hypertension is discussed with a focus on PA. Possible regulators and mechanisms are discussed in detail with particular attention paid to the role of NGAL as an immunomodulator. In the last decade, studies have shown that NGAL is required to develop aldosterone-induced hypertension and is associated with end-organ damage ( 6). NGAL has multiple origins, from epithelial cells to immune cells, is modulated by microRNAs and transported by extracellular vesicles which support its use as a biomarker for endocrine hypertension due to increased circulating aldosterone ( 7). The authors reviewed in detail the supportive evidence arising from recent studies in the area that support a role for MR-dependent activation in antigen-presenting cells (APCs) and induction of NGAL. APC-derived NGAL promotes differentiation and recruitment of Th lymphocytes, through the release of specific mediators indicating a pathway for MR regulation of Th lymphocytes ( 6). Given that NGAL has been found in EVs, it adds a novel route of communication and mechanism of this lipocalin in its role as pro-inflammatory and pro-fibrotic mediator, either  via MR or independent of MR, highlighting its role in endocrine hypertension morbidity.
 The original manuscript from  Bertolone et al. “ Proteomic analysis of urinary extracellular vesicles highlights specific signatures for patients with Primary Aldosteronism”, showed that UEVs are molecular biomarkers associated to PA characterization highlighting decreased expression of AQP1 and AQP2 in PA compared with essential hypertension (EH). They studied the proteome of UEVs from patients with PA and essential hypertension EH patients, and identified specific molecular indicators associated with pathophysiological features of PA, including those related to either aldosterone producing adenoma (APA) or bilateral primary aldosteronism (BPA). Using proteomic analysis of UEVs the authors identified differences in water reabsorption proteins such as AQP1 and AQP2 in PA, and specific proteomic signatures in APA vs BPA.
 The original manuscript by  Carotti et al. “ Involvement of ceramide biosynthesis in increased extracellular vesicle release in Pkd1 knock out cells” they found a role of EVs associated to Autosomal Dominant Polycystic Kidney Disease (ADPKD) that is an inherited disorder characterized by the development of renal cysts, which frequently leads to renal failure. Using Pkd1 deficient mouse cells of both the distal convoluted tubule (DCT) and inner medullary collecting duct (IMCD), the authors demonstrated a significant increase in EV release in Pkd1 -/- mDCT15 and mIMCD3 cells, with respect to the wild type cells. Elevated EV release was associated with changes in the purinergic signaling and ceramide biosynthesis enzymes, suggesting the involvement of the DCT in the EV-mediated ADPKD progression and points to the induction of ceramide biosynthesis as an underlying molecular mechanism. These findings highlight the role of purinergic activity and the biosynthesis of ceramide in EVs generation in TCD and CD, which have the potential to promote renal failure and further arterial hypertension and other cardiovascular symptoms observed in patients with kidney alterations.
 Finally, the perspective from  Friso et al. “ Urinary extracellular vesicles carry valuable hints through mRNA for the understanding of endocrine hypertension” enlighten the reader about the state-of-the-art and the possible future use of uEVs transcriptomics to build our understanding of the pathophysiology of hypertension, as well as, diagnostic-prognostic approaches. UEVs are now well recognized as a valuable source of information about the originating tissues, that can be obtained through a readily available non-invasive procedure. Urinary EVs can carry protein and nucleic acids, especially RNA, and therefore represent a unique way to perform gene expression analysis of a tissue strictly related to the pathophysiology of arterial hypertension such as the kidney ( 3). In this perspective,  Friso et al. highlight to advance uEVs transcriptomics and proteomics to reach a deeper knowledge on the physiology and pathophysiology of arterial hypertension, especially mineralocorticoid-dependent hypertension, than eventually would lead to the design of more specific diagnostic-prognostic strategies.
 In summary, this Research Topic is focused on advances in EVs, particularly uEVs, in humas and mice models associated to endocrine hypertension and kidney pathology. The series of manuscripts on this topic emphasize uEVs as useful biological tool to reveal proteins or molecular signatures related to specific disease etiologies. The EV-cargo reflects the molecular content of the parent cells from which they are released and thus carry cell specific markers from every segment of the nephron and urogenital tract ( 8). Paired with the non-invasive collection of a large quantity of sample exosomes, are thus ideal for evaluating the health status of these systems, and have great potential as multiplex-biomarkers associated with key subtypes of hypertension and renal disease ( 3,  8) ( 
 Figure 1
). Further studies investigating the regulatory mechanisms associated to EV release, EV-cargo and paracrine or endocrine cell-cell communication are warranted to advance in the use of uEVs in the diagnosis, prognosis and potential treatment of different diseases affecting the cardiovascular system as well as many renal disorders.
 
 Figure 1
 
 Extracellular vesicles (EVs), either plasma or urinary EVs are a novel biological tool to identify proteins or EV molecular signatures (RNA, miRNA, proteins) useful for novel research and biomarker discovery associated to hypertension, cardiovascular and renal diseases.
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 Type I interferons (IFNs) as part of the innate immune system have an outstanding importance as antiviral defense cytokines that stimulate innate and adaptive immune responses. Upon sensing of pattern recognition particles (PRPs) such as nucleic acids, IFN secretion is activated and induces the expression of interferon stimulated genes (ISGs). Uncontrolled constitutive activation of the type I IFN system can lead to autoinflammation and autoimmunity, which is observed in autoimmune disorders such as systemic lupus erythematodes and in monogenic interferonopathies. They are caused by mutations in genes which are involved in sensing or metabolism of intracellular nucleic acids and DNA repair. Many authors described mechanisms of type I IFN secretion upon increased DNA damage, including the formation of micronuclei, cytosolic chromatin fragments and destabilization of DNA binding proteins. Hereditary cutaneous DNA damage syndromes, which are caused by mutations in proteins of the DNA repair, share laboratory and clinical features also seen in autoimmune disorders and interferonopathies; hence a potential role of DNA-damage-induced type I IFN secretion seems likely. Here, we aim to summarize possible mechanisms of IFN induction in cutaneous DNA damage syndromes with defects in the DNA double-strand repair and nucleotide excision repair. We review recent publications referring to Ataxia teleangiectasia, Bloom syndrome, Rothmund–Thomson syndrome, Werner syndrome, Huriez syndrome, and Xeroderma pigmentosum. Furthermore, we aim to discuss the role of type I IFN in cancer and these syndromes.
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 Introduction
 Type I interferons (IFNs), IFN  α and IFN  β, constitute a group of cytokines whose primary function is viral defense and protection against other intracellular pathogens ( 1). IFN secretion is activated after sensing of foreign- or self-nucleic acids ( 1). After binding on the interferon receptor (IFNAR), IFN is able to induce transcription of interferon stimulated genes (ISGs), resulting in activation of the innate immune system ( 1).
 It has long been recognized that viral infections can induce flares of autoimmune diseases. This is mainly attributed to the upregulation of type I IFN which stimulates adaptive immunity and attenuates tolerance to self ( 2). Constitutive upregulation of type I IFN and ISG-transcription is seen in monogenic type I interferonopathies and autoinflammatory diseases such as systemic lupus erythematodes ( 2,  3). The importance of this group of cytokines is underlined by the prominent type I IFN signature found in blood of many complex autoimmune disorders such as dermatomyositis, systemic lupus erythematodes, Sjogren’s syndrome, and rheumatoid arthritis ( 4– 8). Recent studies revealed type I IFN secretion after DNA damage through different mechanisms leading to distribution of nucleic components into the cytosol that will hereby be discussed ( 9– 15).
 DNA damage syndromes of the skin are caused by mutations in proteins taking part in the DNA repair ( 16– 18). Due to UV-light driven carcinogenesis, these diseases often share the strong predisposition for the development of cutaneous malignancies, such as cutaneous squamous cell carcinoma (CSCC) and basal cell carcinoma (BCC) ( 16,  18). Important syndromes with defects in the DNA double-strand repair (DSBR) are Louis-Bar, Werner, Bloom, Rothmund–Thomson and Huriez syndromes ( 16,  18,  19). They can feature autoimmune phenotypes, such as positive antinuclear antibodies (ANA), rheumatoid arthritis, vitiligo, and scleratrophy. Here we summarize different mechanisms of IFN secretion, its role in DNA damage syndromes of the skin and discuss the role of the signaling pathway of type I IFN in cancer.

 
 Type I IFN—Activation and Secretion
 Primary functions of type I IFN consist in the defense of bacterial and viral infections. Under steady state conditions, type I IFN is secreted upon sensing of pathogen associated molecular patterns (PAMPS) such as foreign nucleic acids ( 1). Nucleic acids can be detected by endosomal localized receptors such as TLRs (toll like receptors), which are mostly expressed by immune cells. TLR3 senses double-stranded RNA, TLR7, and TLR8 single-stranded RNA. TLR9 recognizes CpG (unmethylated cytosine-guanosine) DNA motifs which are typical for bacteria ( 20– 22). TLRs activate adapter proteins, further inducing a signal cascade: TLR3 activates TRIF (TIR-domain-containing adapter inducing interferon ß), while TLR7, TLR8, and TLR9 stimulate MyD88 (myeloid differentiation primary response 88). TRIF induces activation of IRF3 (interferon regulatory factor 3), MyD88 acts  via IRF7 (interferon regulatory factor 7) and both adapter proteins activate the NF- κB-signaling pathway ( 20). Thereby, production of proinflammatory cytokines such as pro-IL1ß, pro-IL18, and secretion of type I IFN is enabled ( 
 Figure 1
) ( 21).
 
 Figure 1
 
 Sensing of intracellular nucleic acids and activation of type 1 IFN and Nf-kB pathway. Cytosolic DNA (marked in blue), specifically dsDNA and ssDNA with stem loop, is mainly detected by the cGAS–STING–TBK1–IRF3 pathway, leading to type 1 interferon secretion. Bacterial DNA with CpG motifs can furthermore be detected by endosomal TLR9 which acts  via MyD88, IRF7, and Nf-kB. Cytosolic RNA is recognized by MDA5 (dsRNA) and RIG1 (short ds RNA with 3′phosphate), acting  via MAVS to activate both TBK1-IRF3 and the Nf-kB pathway. Endosomal RNA is sensed by TLR3, 7, and 8 depending on the structure, activating either TRIF or MyD88. Activation of IRF3 and IRF7 leads to type 1 IFN transcription and secretion, which binds to IFNAR in an autocrine and paracrine manner.

 

 Even in the cytosol, nucleic acids can be sensed by intracellular receptors which are expressed in almost every human cell. Short, double-stranded cytosolic RNA with a 5′triphosphate end is detected by RIG1 (retinoic acid inducible gene-I) while long, double-stranded RNA is recognized by MDA5 (melanoma differentiation associated gene 5) ( 1,  23,  24). They both activate MAVS (mitochondrial antiviral-signaling-protein) which acts through TBK1 (Tank-binding kinase 1), activating IRF3 ( 25). Cytosolic DNA can be detected by different mechanisms: On the one hand, the transformation of short, double-stranded RNA of AT-rich DNA  via RNA Polymerase III acts through activation of RIG1/MAVS ( 26). On the other hand, single-stranded DNA with stem loop and double-stranded DNA are ligands of cGAS (cyclic GMP-AMP synthase), which generate cGAMP. This second messenger binds to the dimer STING (stimulator of interferon genes), which upon conformational change activates TBK1 and IRF3 ( 27). In addition, STING binds directly to bacterial cyclic dinucleotides (c-di-GMP and c-di-AMP), resulting in IRF3 activation ( 
 Figure 1
) ( 28,  29). These different mechanisms only show an extract on how cytosolic nucleic acids can induce a type I IFN response.
 Almost every human cell is capable of IFN  β secretion, while IFN  α is predominantly secreted by plasmacytoid dendritic cells ( 30,  31). Secreted type I IFN binds to IFNAR (interferon alpha-receptor) which consists of two heterodimers, IFNAR-1 and -2, which then activate the JAK/STAT pathway (januskinase/signal tranducers and activators of transcription) ( 32). A complex of STAT and IRF9 bind ISRE (interferon stimulated response element), resulting in transcription of ISGs ( 31). Subsequently, significant upregulated presentation of MHC-I, NK-cells and cytotoxic T-cells as well as proliferation of T-helper cells are activated ( 2). Moreover, autoreactive B-cell development and class switch from IgM to IgG are promoted which leads to autoantibody production ( 33). Type 1 IFN signaling thus promotes the development of a pro-inflammatory environment, which leads to autoimmunity due to a loss of tolerance in innate and adaptive immune responses.
 The capacity of differentiation between self and foreign nucleic acids is limited. If the amount of self nucleic acids reaches a certain level in the cytosol, nucleic acid sensors can be activated, resulting in type 1 IFN secretion ( 34). To deteriorate the amount of nucleic acids, human cells exhibit cytosolic exonucleases such as TREX1 (three prime repair exonuclease 1), lysosomal DNase2, and extracellular DNase1 ( 35,  36). Deficiency of these proteins as well as gain of function mutations in nucleic acid sensors may lead to continuous stimulation of IFN secretion, which is observed in hereditary monogenic “interferonopathies”. These diseases are consistently featuring high levels of native ISG-expression, called “intrinsic interferone signature” ( 3). Loss of function mutations of TREX1, which were originally described in AGS (Aicardi Goutieres syndrome), result in accumulation of cytosolic DNA inducing a cGAS-dependent type I IFN secretion ( 37,  38). AGS patients show a broad phenotypic spectrum which is characterized by encephalopathy with dystonia, epilepsy, and microcephaly. Patients exhibit autoimmune symptoms such as Chilblain-Lupus, positive antinuclear antibodies and oral ulcerations ( 39,  40). Also, TREX1-associated familial Chilblain-Lupus is caused by a loss of function mutation in TREX1 which leads to activation of the type I IFN system. Patients show acral bluish red infiltrates and frequently develop systemic signs of lupus associated with a type I IFN signature in the blood ( 41– 45).
 Cutaneous DNA damage syndromes, characterized by defects in DNA repair proteins, can feature clinical phenotypes seen in autoimmune diseases such as autoantibody production, vitiligo, rheumatoid arthritis, and scleratrophy. In the following, the cutaneous DNA damage syndromes are presented in more detail, and the possible pathophysiological role of type 1 IFN in these diseases will be discussed.

 
 Cutaneous DNA Damage Syndromes With Defects in DNA Double-Strand Break Repair
 Daily exposure to sunlight is the main inductor of skin aging, skin atrophy, and several malignancies such as cutaneous squamous cell carcinoma (CSCC) and basal cell carcinoma (BCC) ( 46). UVA and UVB exposition leads to several kinds of DNA damage  e.g. UV light dose-dependent cyclopyrimidine-dimers (CPD) and oxidized bases ( 47,  48). Upon repair of this direct DNA damage, the formation of DNA DSB can be induced ( 48,  49). To repair these lesions, the DNA double-strand repair (DSBR) machinery is recruited which is divided into homologous recombination (HR) and non-homologous end joining (NHEJ), depending on the cell cycle.
 Initiation of HR is the “DNA end resection”: Endonuclease activity of the MRE11-RAD50-NBS1-complex (Nijmegen breakage syndrome protein 1), DNA helicases (RECQ-helicase family), unwinding the helix structure, and exonucleases, cut out an ssDNA nucleotide to get a free 3′ end, where other repair enzymes of the DSBR can bind ( 50,  51). Afterwards, stabilizing proteins such as RAD51, RPA (replication protein A) and BRCA (BReast CAncer protein) are recruited to the free ssDNA ( 50). The homologous DNA strand of sister chromatid is used as template for “strand invasion”. Finally, the strands are reconnected (“strand annealing”) ( 50).
 In NHEJ, DSBR is initiated by binding of Ku70/80 to the DSB, recruiting additional factors such as DNA-PKs (protein kinases) and XRCC4/DNA-ligase ( 50,  51). Further, nucleotide sequences in upstream and downstream of the DSB are excised by Artemis, DNA polymerase  λ and  µ ( 51). Then, DNA is ligated through DNA-ligase IV ( 50).
 Defects in DNA DSBR are mostly located in defective DNA helicases (RECQ-helicase family). They usually affect the skin and several other tissues ( 
 Table 1
) and often show autosomal recessive inheritance. Autosomal recessive Bloom syndrome is caused by heterozygous mutations in Bloom-helicase which is involved in DNA DSBR, HR ( 52,  61). The skin of patients shows telangiectasia and photosensitivity; furthermore patients have an elevated risk of developing leukemia, lymphoma, and gastrointestinal cancer and harbor defects in immune defense ( 17).
 
 Table 1
 
 Cutaneous double-strand break repair defects and symptoms ( 18,  52– 60).

 
 
 
 Disease
 Skin symptoms
 Extracutaneous symptoms and malignancy

 
 
 Affected protein



 
 
 
 Werner syndrome

 
 
 
 - progeroid phenotype (scleroatrophy) with ulcers

 
 - premature aging

 
 - alopecia

 
 - subcutaneous atrophy of the skin



 
 
 
 - growth retardation

 
 - atherosclerosis with associated cardiovascular complications

 
 - cataract

 
 - diabetes mellitus type 2

 
 - hypogonadism

 
 - malignancy ( e.g. thyroid, melanoma, sarcoma)




 
 
 
 WRN helicase



 
 
 Rothmund–Thomson syndrome

 
 
 
 - photosensitivity

 
 - poikiloderma

 
 - alopecia

 
 - palmoplantar keratoderma

 
 - CSCC, BCC, melanoma



 
 
 
 - juvenile cataract

 
 - saddle nose

 
 - osteosarcoma

 
 - hyposmia




 
 
 
 RECQL4 helicase



 
 
 Bloom syndrome

 
 
 
 - photosensitivity

 
 - telangiectasia

 
 - erythema (“butterfly” distribution

 
 - poikiloderma



 
 
 
 - leukemia, lymphoma

 
 - gastrointestinal cancer

 
 - immunodeficiency




 
 
 
 BLM1 helicase



 
 
 Huriez syndrome

 
 
 
 - palmoplantar keratoderma

 
 - scleroatrophy of hands and feet

 
 - eczema

 
 - CSCC on lesional skin

 
 - telangiectasia

 
 - hypohidrosis



 
 
 
 - not known




 
 
 
 SMARCAD1 (skin specific isoform)



 
 
 Ataxia teleangiectatica (Louis-Bar syndrome)

 
 
 
 - telangiectasia

 
 - vitiligo

 
 - premature hair graying



 
 
 
 - rheumatoid arthritis

 
 - antinuclear antibodies

 
 - ataxia

 
 - immunodeficiency

 
 - malignancy (lymphoma, leukemia)




 
 
 
 ATM protein






 Rothmund–Thomson syndrome represents an autosomal recessive disorder caused by homozygous and compound-heterozygous mutations of RECQL4-protein ( 62). Skin symptoms include poikiloderma (telangiectasia, change of pigmentation), hair loss, palmoplantar keratoderma, and patients may have a higher risk of developing BCC, CSCC, and melanoma. Patients often show abnormalities of the bones and can develop osteosarcomas ( 53,  54).
 The progeroid Werner syndrome is characterized by premature aging upon defects in WRN helicase, which contains endonuclease activity ( 63). Clinical symptoms include skin atrophy, growth retardation, atherosclerosis, and high predisposition to different types of cancer (thyroid, melanoma, sarcoma) ( 17).
 Recently discovered autosomal dominant Huriez syndrome (also known as sclerotylosis) is caused by mutations in the skin specific isoform of SMARCAD1 (SWI/SNF-related matrix-associated actin-dependent regulator of chromatin, subfamily A containing DEAD/H box 1), which is involved in DNA DSBR and chromatin remodeling ( 19,  64,  65). Patients exhibit palmoplantar keratoderma, palmoplantar scleroatrophy, onychodystrophy, adermatoglyphia, eczema, telangiectasia, and a high risk for developing CSCC at a young age (3rd to 4th decades) ( 55– 57). Due to exclusive mutations in the skin specific isoform of SMARCAD1, which is mostly expressed in the skin and tongue, other malignancies of other cell types have not been described ( 19,  57,  58,  66).

 
 Cutaneous DNA Damage Syndromes With Defects in Nucleotide Excision Repair
 Direct UV light-induced DNA damage such as CPDs and pyrimidine-pyrimidone (6–4) photoproducts is repaired by the nucleotide excision repair (NER) ( 67,  68). NER is divided in two mechanisms: transcription-coupled repair (TCR) and global genome repair (GCR). These pathways are different in recognition of “bulky lesions”: In TCR, RNA polymerase II, CSA, and CSB (Cockayne syndrome proteins A and B) recognize the damage, while in GGR XPC (xeroderma pigmentosum group C)/UV excision repair protein Rad23B or DDB1 and DDB2 (DNA damage binding proteins 1 and 2) are recruited ( 50,  68). Both pathways share the following steps: unwinding DNA (XPB, XPD) and dual excision of a 25–30 bp oligonucleotide by endonucleases at the 3′ side (XPG and TFIIH, transcription factor II H) and 5′ side (XPF and ERCC1 complex, excision repair cross complementation group 1) ( 50,  67,  68). The removed DNA is bound by RPA, while the gap is stabilized by RFC (replication factor C) and PCNA (proliferating cell nuclear antigen) and resynthesized by DNA polymerases ( 50,  67,  68). The two strands are annealed by DNA-ligase1/ligase III–XRCC1 complex (X-ray repair cross complementing protein 1) ( 50,  67,  68).
 Diseases with defective proteins of NER include Xeroderma pigmentosum, Trichothiodystrophy (TTD), Cockayne syndrome (CS), and UV-sensitivity syndrome (UVSS) ( 
 Table 2
) ( 16,  18). Exclusively, hereditary syndromes caused by mutations in proteins of GGR are associated with malignant transformation, while mutations in TCR are not ( 18). TTD, CS, and UVSS represent diseases with defects in TCR and will not be discussed in this review. Xeroderma pigmentosum is autosomal recessive caused by mutations in different genes (XPA-XPG) involved in NER (GGR), further enhancing malignant transformation ( 18,  69). Patients exhibit an extreme sensitivity to sunlight, show pigment changes and a highly elevated risk of developing skin cancer at a young age ( 69). The estimated increased risk is 10,000-fold higher for developing non-melanoma skin cancer and 2,000-fold higher for developing melanoma under the age of 20 ( 70). Ocular abnormalities are seen in UV-exposed structures of the eye. Of patients, 20–30% show neurological symptoms and intellectual deficiency ( 
 Table 2
) ( 18,  69).
 
 Table 2
 
 Cutaneous nucleotide excision repair defects and symptoms ( 16,  18,  69,  70).

 
 
 
 Disease
 Skin symptoms
 Extracutaneous symptoms and malignancy

 
 
 Affected protein



 
 
 
 Xeroderma pigmentosum group

 
 
 
 - extreme photosensitivity (acute photosensitivity in groups A, B, D, F, and G)

 
 - poikiloderma

 
 - freckling

 
 - premature photoaging

 
 - CSCC, BCC at a young age

 
 - melanoma at a young age



 
 
 
 - ocular manifestations ( e.g. keratitis) and ocular neoplasms

 
 - intraoral malignancies

 
 - neurological impairment (groups A, B, D and G, >50% of XPD)

 
 - intellectual impairment

 
 - lung cancer, leukemia, brain malignancies




 
 
 
 XPA



 
 
 
 XPB



 
 
 
 XPC



 
 
 
 XPD



 
 
 
 XPE



 
 
 
 XPF



 
 
 
 XPG



 
 
 Xeroderma pigmentosum variant

 
 
 
 - freckling

 
 - poikiloderma

 
 - premature photoaging

 
 - CSCC, BCC at a young age

 
 - melanoma at a young age



 
 
 
 - ocular manifestations ( e.g. keratitis) and ocular neoplasms

 
 - intraoral malignancies

 
 - intellectual impairment

 
 - lung cancer, leukemia, brain malignancies




 
 
 
 DNA Polymerase
  η


 
 
 UV sensitivity syndrome

 
 
 
 - photosensitivity

 
 - pigment anomalies

 
 - telangiectasia

 
 - freckling



 
 
 
 - no organ involvement




 
 
 
 ERCC8 (=CSA), ERCC6 (=CSB), UVSSA



 
 
 Trichothiodystrophy

 
 
 
 - photosensitivity

 
 - ichthyosis

 
 - brittle hair and nails



 
 
 
 - intellectual impairment

 
 - decreased fertility

 
 - microcephaly

 
 - osteoporosis

 
 - cataract

 
 - hearing loss




 
 
 
 XPB



 
 
 
 XPD



 
 
 
 TTDA



 
 
 Cockayne syndrome

 
 
 
 - photosensitivity

 
 - anhidrosis

 
 - nail dystrophy



 
 
 
 - microcephaly, stunted growth

 
 - progressive neurologic dysfunction

 
 - hearing loss




 
 
 
 ERCC8 (=CSA), ERCC6 (=CSB)







 
 Type I IFN Activation in DNA Damage Syndromes
 Diseases associated with defects in DNA repair may also show autoimmune phenotypes: In Ataxia teleangiectatica, some patients show production of antinuclear antibodies (ANAs), symptomatic rheumatoid arthritis, and vitiligo besides the classic symptoms of ataxia, telangiectasia, and a high predisposition for the development of malignancies ( 10,  59,  60,  71,  72). It is caused by defects of the ATM protein, which is essential for a proper DNA double-strand repair ( 50). It has been proposed that autoimmune features are driven by a type I IFN response that is induced by byproducts of the DNA damage response. Härtlova et al. showed that cell stress is able to induce type I IFN system: Irradiated ATM-deficient cells show liberation of ssDNA-fragments which can penetrate into the cytosol and activate STING ( 10). To clarify if this mechanism is DNA damage-dependent, etoposide as specific inductor of DNA double-strand breaks showed significant activation of type I interferon. Moreover, lower concentrations of viral nucleic acids or c-di-GMP were necessary to induce a STING-dependent ISG expression in ATM-deficient cells. Authors claimed this phenomenon as “priming” of the type I IFN system ( 10).
 Further, different studies of ATM deficiency led to the idea of mitochondrial DNA (mtDNA)-induced activation of cGAS and type I IFN ( 73– 75): ATM, besides being detectable in the nucleus, is also detectable in mitochondrial fractions of human fibroblasts ( 74). ATM deficiency shows mitochondrial dysfunction which is associated with an innate immune response including type I IFN production ( 73). The mechanism was identified recently: ATM inhibition was shown to cause cytoplasmic leakage of mtDNA by downregulation of TFAM (mitochondrial transcription factor A), which is a mtDNA binding protein. Cytoplasmic mtDNA then activates cGAS-STING-dependent type I IFN secretion ( 75). Together, downregulation of TFAM caused by ATM deficiency promotes leakage of mtDNA into the cytosol and thus activates the type 1 IFN system. These results also show that ATM, in addition to its function in DNA double strand repair, is indirectly involved in the stabilization of mtDNA and mitochondrial homeostasis ( 75). Hence, different subcellular localizations and functions of ATM are responsible for type I IFN induction and may lead to the autoimmune phenotype observed in this disease.
 The possible producer of DNA fragments during DNA repair, which further penetrate from the nucleus into the cytosol inducing a type I IFN response, was identified by Erdal et al.: Liberated ssDNA fragments are excised by Bloom-helicase (BLM) and Exonuclease 1 (Exo1) in the “DNA end resection” of HR as mentioned above: BLM1/Exo1-deficient cells exhibited significant lower expression of ISGs after irradiation compared to wild type, indicating less liberation of ssDNA into the cytosol ( 14).
 The transmission from nuclear DNA into the cytosol is protected by DNA binding proteins such as RPA and RAD51, which are upregulated upon DNA damage ( 13). Deficiency of RAD51 or associated proteins leads to liberation of ssDNA and dsDNA into the cytosol, further enhancing a type I IFN response in a STING-dependent manner ( 
 Figure 2
) ( 13,  76).
 
 Figure 2
 
 Mechanisms of type 1 IFN induction upon DNA damage. Genotoxic agents such as chemotherapeutics, UV-light, or reactive oxygen species (ROS) may lead to formation of ssDNA, which is normally cleared by TREX1. If TREX1 is deficient, the threshold for ssDNA is limited. Changes in DNA-bases such as 8-oxo-dG are resistant to enzymatic degradation  via TREX1. Upon massive DNA damage or RAD51 deficiency, the generation of multiple cytosolic ssDNA fragments may lead to activation of cGAS. Cutaneous DNA damage syndromes, such as Bloom syndrome, characterized by chromosomal instability, show increased formation of micronuclei with fragile nuclear envelope. Normally, micronuclei are processed by autophagy. Upon rupture of the nuclear envelope, micronuclei are sensed by cGAS, resulting in production of cGAMP, further activating STING, TBK1, and IRF3. Secreted type 1 IFN binds to IFNAR, acting through the JAK–STAT pathway, leading to a senescent phenotype. Senescent cells, which are more frequent in cutaneous DNA damage syndromes, show nuclear blebs, also called chromatin herniations, which are able to activate the type 1 IFN system through cGAS. MN, micronucleus; NE, nuclear envelope; cGAS, cyclic GMP-AMP synthase; cGAMP, cyclic GMP-AMP; STING, stimulator of interferon genes; TBK1, Tank binding kinase 1; IRF, interferon regulatory factor; TREX1, three prime exonuclease 1; IFNAR, interferon alpha receptor; JAK, januskinase; STAT, signal transducers and activators of transcription; SASP, senescence-associated secretory phenotype; UV, ultraviolet; ROS, reactive oxygen species.

 

 Accumulated cytosolic ssDNA is normally cleaved by TREX1 ( 35). TREX1 mutations have been described to cause Aicardi Goutières syndrome and autosomal dominant familial chilblain lupus. Both diseases are characterized by spontaneous activation of the type I IFN system ( 37,  38,  41,  42). This is induced by ssDNA accumulating in the cytosol due to an activated DNA damage repair response ( 13,  77). TREX1 deficient cells are very competent in NER and DSB repair. They harbor replication stress and exhaustion of the RAD51 ssDNA-binding capacity facilitating DNA accumulation in the cytosol ( 13). The DNA sensor cGAS recognizes unrestricted DNA and stimulates STING ( 
 Figure 2
) ( 27,  78). In TREX1-associated familial chilblain lupus, a deregulated IFN response was shown, which was enhanced by stimulators such as polyI:C ( 43). Recently, it has been shown that early type I IFN reactions upon UV-light in murine skin are cGAS dependent, suggesting a UV induced type I IFN dependent inflammation in cutaneous lupus erythematodes ( 79). Other mutations identified in Aicardi Goutières syndrome are defects in RNAseH2, which takes part in ribonucleotide excision repair and acts on RNA/DNA-hybrids, occurring during DNA replication ( 80,  81). Patients with defects in RNAseH2 accumulate ribonucleotides in DNA and show activation of the type I IFN system due to an activated DNA damage response. Lupus patients with defects in RNaseH2 are susceptible to UV-light due to enhanced CPD-formation in ribonucleotide-containing DNA ( 82). These results indicate that specific structural alterations of DNA are capable of type I IFN induction, further enhancing autoimmunity ( 
 Figure 2
) ( 82).
 Another way of releasing nucleic acids into the cytosol is the formation of genome instability-associated formation of micronuclei: a small nucleus with a lamin coated membrane. Due to instability of this membrane, DNA damage can lead to miscompartmentation, resulting in a cGAS-dependent activation of type I IFN ( 
 Figure 2
) ( 11).
 Werner syndrome patients exhibit scleroderma-like skin changes, which might be associated with an autoimmune phenotype. In Werner syndrome, the frequency of senescent cells is relatively high compared to normal controls ( 83). This is due to replicative senescence, which results from elevated telomer shortening ( 83,  84). Senescent cells show cell cycle arrest, resistance to growth factors and exhibit a higher amount of chromatin herniations compared to wild type ( 84,  85). Yu et al. showed significant activation of type I IFN in fibroblasts of patients with Werner syndrome ( 9). After treatment with anti-IFN antibodies they showed less cell cycle arrest, entrance in S-/G2M-phase of cell cycle, and a reduced rate of senescent cells. This indicates a potential disease-modifying role of type I IFN and possible therapeutic strategy: Antibodies against IFN could possibly stop premature aging and scleroderma skin changes in Werner syndrome ( 9). Interestingly, autoantibodies against WRN (Werner helicase) and a lower expression rate of WRN were observed in systemic sclerosis, suggesting a possible pathogenic link of sclerotic skin changes ( 15,  86). The WRN protein belongs to the RECQ-helicase family and contains an N-terminal 3′–5′ exonuclease activity. It represents a multifunctional nuclease involved in replication, telomer shortening, and DNA damage response maintaining genome integrity ( 87). It interacts with proteins in both NHEJ and HR (end resection) in DNA DSBR: In DSBR, it has an exonuclease function and is involved in “DNA end resection” ( 50). If type 1 IFN is activated by DNA fragments produced by end resection factors [according to Erdal et al. ( 14)], a deficiency of WRN would result in reduced excision of ssDNA, which represents a possible dangerous molecule in the cell. This alone cannot explain the increased type 1 IFN activation which was shown in patient cells and raises the question as to the source of type 1 IFN activation in Werner syndrome. The function of WRN protein is complex, and it has been shown that the non-enzymatic component of WRN protein is recruited by NBS1 to limit exonuclease activity of MRE11 at replication forks: In the absence of WRN, MRE11 degrades DNA during replication. NBS1 limits this process through recruitment of WRN ( 88). Further, WRN protein stabilizes RAD51, a DNA-binding protein ( 88). Together, WRN deficiency could lead to liberation of DNA of replication forks due to higher excision by MRE11 and destabilization of RAD51. RAD51 plays a pivotal role in maintaining DNA in the nucleus ( 13,  88). Deficiency of RAD51 in human fibroblast is sufficient to enhance IFN  β-mRNA levels in the cell ( 13). Therefore, WRN deficiency and associated RAD51 destabilization could lead to accumulation of excised DNA, further activating IFN response. Further studies are needed to evaluate the impact of WRN deficiency, RAD51 destabilization and type I IFN.
 Recent studies showed JAK-independent activation of STAT-signaling pathway in premature aging cells: The transcription factor ISGF3 (interferon stimulated gene factor 3), consisting of STAT1, STAT2, and IRF9 can induce ISG expression independently of IFN secretion in an unphosphorylated state: In aged cells and cells of patients with Werner syndrome, ISG expression was significantly upregulated compared to wild type ( 89,  90). This was caused by increased levels of unphosphorylated STAT1 and STAT2 proteins ( 89). JAK knockdown in these cells did not show a reduction of ISG expression ( 89). This effect may be due to post-translational modifications ( e.g. acetylation, methylation) of STAT proteins in aging cells, activating ISGF3 ( 89,  90). Hence, JAK-independent activation of STAT proteins could explain enhanced ISG expression in this syndrome ( 89,  90).
 Furthermore, the senescent phenotype in Werner syndrome, due to telomer shortening, could trigger the type I IFN system: chromatin herniations observed in senescence can be recognized by the immune sensor cGAS, inducing a STING-dependent type I IFN response ( 
 Figure 2
) ( 12). Altogether, different mechanisms in Werner syndrome are able to induce the type I IFN system; hence more studies are needed to evaluate the precise substrate of type I IFN induction in Werner syndrome.
 In contrast to the previous diseases, Bloom syndrome does not show a typical autoimmune phenotype; however, patients even show photosensitivity and symptoms of immunodeficiency such as more frequent respiratory and gastrointestinal infections ( 18,  91). Erdal et al. identified BLM helicase together with Exo1 as a possible source of ssDNA liberation of the nucleus into the cytosol upon DNA damage, inducing a IFN response ( 14). A deficient BLM protein, reducing ssDNA liberation, was associated with a diminished IFN response in breast cancer cells ( 14). However, Bloom syndrome represents a genetic instability syndrome, and elevated micronuclei formation was observed in patient cells ( 92). Gratia et al. showed a higher micronuclei formation and cGAS dependent induction of type I IFN in immortalized fibroblasts of Bloom syndrome patients ( 93). The frequency of cGAS colocalized micronuclei was not significantly altered, suggesting no upregulation of cGAS ( 93). Taken together, different pathomechanisms are possible in Bloom syndrome: Dependent on the amount of micronuclei and the activity of BLM1 helicase, IFN induction is possibly promoted or inhibited.
 As to Rothmund Thomson syndrome, no recent studies have been published concerning DNA-damage-induced type I IFN, but significant higher rates of senescent cells have been described ( 54,  62). Patients exhibit photosensitivity but do not show autoimmune phenotypes such as the formation of antinuclear antibodies or scleroderma-like skin changes. As premature senescence is linked to chromatin herniation, chromatin mediated cGAS activation represents a possible mechanism of type I IFN induction. Furthermore, Rothmund Thomson syndrome as well as Werner syndrome was shown to be associated with mitochondrial dysfunction ( 94). As RECQL4 helicase plays a role in mtDNA replication and RECQL4 deficient cells exhibit higher mtDNA mutations ( 75,  95,  96), an mtDNA-driven type 1 IFN response similar to ATM deficiency seems possible ( 73,  75). However, it is not known, if Rothmund–Thomson syndrome is associated with an enhanced type I IFN activation.
 In Huriez syndrome, caused by skin-specific SMARCAD1 deficiency, patients feature a scleroatrophic phenotype, also seen in systemic sclerosis, which marks a strongly associated type I IFN activation disease ( 97,  98). Recently, a link between the activation of type I IFN and higher DNA damage response in systemic sclerosis was shown, supporting the possible pathogenic role of DNA-damage-induced type I IFN in Huriez syndrome ( 15,  99). In systemic sclerosis, a higher rate of DNA damage was observed compared to wild type ( 15). Interestingly, higher IFN levels were associated with higher DNA damage burden, and accumulated DNA damage was proportional to the extent of fibrosis ( 15). The authors did not observe defects in the capacity of NER, but in DSBR ( 15). Mesenchymal stem cells of patients with systemic sclerosis reveal lower expression of SMARCAD1, suggesting Huriez syndrome and systemic sclerosis may share common pathways ( 100). Since SMARCAD1 represents a protein of the DSBR (HR), a similar mechanism seems possible. As part of DNA “end resection”, SMARCAD1, together with Exo1, excises ssDNA from DNA DSBs ( 64). This would be diminished in SMARCAD1 deficiency regarding similar functions of SMARCAD1 and BLM/Exo1 ( 14,  64). Hence, a lower IFN response compared to SMARCAD1 sufficiency would result. However, cells of patients with Huriez syndrome exhibit a high rate of senescent cells and show deficits in proliferation, yet it is unclear if chromatin herniation and an upregulated cGAS-induced IFN response are present in this syndrome ( 19). CSCC only occurs in lesional skin in these patients, potentially induced by chronic inflammation and reduced immunosurveillance which may be due to depletion of epidermal Langerhans cells ( 101,  102).
 Xeroderma pigmentosum (XP) represents the most common hereditary cutaneous DNA damage syndrome and is caused by mutations in proteins of the nucleotide excision repair (XPA-XPG), as mentioned above ( 18,  46,  67). XP patients show cutaneous malignancies such as CSCC and BCC as well as melanoma in early childhood/puberty ( 18). Autoimmune phenotypes are not highly associated with the disease ( 18). Evidence of IFN induction in XP is very limited. Interestingly, a reduced native IFN response upon stimulation with polyI:C was observed in XP blood cells ( 103). However, a higher rate of micronuclei has been observed in XP group A fibroblasts representing a possible substrate of cGAS activation ( 104). It is not known if the amount of micronuclei formation is high enough to induce a relevant type I IFN response. IFN plays a pivotal role in immunosurveillance, leading to an antigen specific T-cell response against malignant cells ( 105,  106). Hence, a possible explanation for early malignancies in XP patients could be impaired immunosurveillance due to missing DNA-damage-induced type I IFN.
 Interestingly, some of the cutaneous DNA damage syndromes with defects in DNA DSB show activation of the type I IFN system upon DNA damage induced by different mechanisms, reflecting clinical autoimmune phenotypes. In cutaneous DNA damage syndromes with defect NER, evidence for type I IFN induction is very limited or even not present. A possible explanation for type I IFN activation could be the damage itself: DSBs are highly mutagenic resulting in genome instability, enhancing the formation of micronuclei ( 11,  107,  108). Another reason could be the stronger DNA damage response in DSBR, leading to possible substrates for type I IFN induction ( 9,  109). Possible sources of DNA-damage-induced type I IFN in cutaneous DNA damage syndromes include genome instability-associated formation of micronuclei, leakage of mtDNA, activation of exonucleases upon high DNA damage, reduced capacity of nuclear DNA binding or cytosolic DNA degrading proteins as well as chromatin herniation in senescent cells which are highly associated with DNA damage syndromes ( 11– 13,  35,  76,  82,  93).

 
 The Type I IFN System, Senescence, and Cancer
 Activation of type I IFN raised importance in the context of cancer as an anti-tumorigenic mechanism of the cell, leading to immunosurveillance: Detection of tumor-derived DNA by innate immune sensors and cGAS-dependent activation of STING leads to type I IFN secretion ( 105,  106). Consequently, enhanced tumor antigen presentation and antigen-specific T-cell response as well as the recruitment of NK-cells are part of the anti-tumorigenic response ( 110). Type 1 IFN is required for anti-tumor response and tumor elimination in dendritic cells, and reduced IFN signaling was observed in different types of cancer such as colorectal carcinoma, melanoma, and pancreatic cancer ( 111,  112). Furthermore, IFNAR1 downregulation in cancer-associated stromal cells was observed in colon and pancreatic cancers ( 113). It was shown that suppression of STING is associated with less immune infiltration and subsequently increased tumor growth in melanoma ( 114). Downregulation of cGAS and STING was observed in clinically advanced tumors ( 115,  116), indicating a possible tumor-driven escape mechanism from immunosurveillance. Interestingly, Xeroderma pigmentosum shows the strongest association for the development of cutaneous malignancies and was associated with a deficiency in type 1 IFN production, which supports the idea of anti-tumorigenic effects of type 1 IFN signaling ( 103). As the other mentioned cutaneous DNA damage syndromes feature the formation of cancer despite certain activation of type 1 IFN, premature senescence and the chronic “senescence associated secretory phenotype” (SASP) might give an additional explanation of the clinical phenotype in these syndromes, which will be further discussed.
 Senescence is a cellular phenomenon, characterized by cell cycle arrest and resistance to growth factors ( 84). The activation of the cGAS–STING pathway leads to secretion of inflammatory cytokines, chemokines, and proteases characterizing SASP ( 
 Figure 2
) ( 117,  118). Chronic stress (such as DNA damage) and activation of SASP can be associated with induction of an immunosuppressive microenvironment leading to metastasis and resistance of DNA damaging agents such as chemotherapy ( 119). Thus, the SASP can paradoxically have both pro-tumorigenic and anti-tumorigenic functions: In one way, the recruitment of immune cells through IL6, CXCL1, and other cytokines mediate clearance of tumor cells ( 120). In another way, anti-inflammatory cytokines, such as IL10, secreted by senescent stromal cells, suppress anti-tumor immune responses. Hence, the cancer-inhibiting or cancer-promoting effect of SASP is tightly regulated and seems cell type- and cytokine-specific ( 120). The exact molecular mechanisms underlying SASP-induced tumor progression are not fully understood, but type I IFN in this context was shown to be downregulated by inhibition through p38, encoding for MAPK (mitogen activated protein kinase) ( 106). This downregulation of type I IFN could further explain the possible failure of immunosurveillance.
 Taken together, the senescent phenotype in cutaneous DNA damage syndromes could be context-dependent: Acute activation of cGAS–STING enhances immunosurveillance  via SASP, while the chronic secretion of inflammatory cytokines could have tumorigenic effects ( 105,  117,  118). It is not known if the observed premature senescence in cutaneous DNA damage syndromes is clearly pro- or anti-tumorigenic; this will be subject of future research. However, type I IFN induction represents an anti-tumorigenic mechanism ( 105,  111,  112), which may play a pivotal role in inhibiting skin cancer development in the cutaneous DNA damage syndromes.

 
 Therapeutic Implications
 Skin changes in favor of scleroatrophy and premature aging as seen in progeroid syndromes, and Huriez syndrome may represent the effects of both chronic DNA damage and chronic inflammation, demonstrating the senescent phenotype ( 15,  98,  99). Therapeutic approaches against type I IFN (JAK inhibitors, anti-IFNAR antibodies,  etc.) in cutaneous autoinflammatory and autoimmune diseases show promising effects in patients ( 44,  121,  122). To use these agents in type I IFN-driven inflammatory diseases seems plausible. However, it is not known if anti-IFN agents may possibly reduce immunosurveillance of evolving tumor cells in cutaneous DNA damage syndromes. IFNAR downregulation was observed in tumor progression of cancer associated stromal cells. Therefore, IFN reducing interventions need to be tested with caution to avoid enhanced tumor growth in cutaneous DNA damage syndromes.

 
 Perspectives
 Molecular exploration of rare interferonopathies has improved our understanding of innate type I IFN driven immune responses and nucleic acid metabolism ( 3,  31,  123). It has further opened the view to DNA-damage-induced innate immune response and especially type 1 IFN induction. This exploration was mainly driven by description of ATM deficiency ( 10,  75). Although less is known in this regard for cutaneous DNA damage syndromes, the understanding of these rare diseases can help to elucidate molecular mechanism and to understand more complex diseases featuring similar clinical phenotypes. In Huriez syndrome, it will be interesting to explore under which conditions type 1 IFN might be upregulated ( 19). In Bloom, Werner, and Rothmund–Thomson syndromes, we still do not precisely know the molecular substrates that lead to type 1 IFN induction ( 9,  89,  93,  96). In this regard, it will be interesting to know if RAD51 destabilization is a possible mechanism of type 1 IFN induction in Werner syndrome. Finally, the physiological role of type 1 IFN for induction of senescence and its potential pro- or anti-tumorigenic effects warrant investigation.

 
 Author Contributions 
 BK had full access to all of the data in the study and take responsibility for the integrity of the data and the accuracy of the data analysis.  Study concept and design: BK and CG.  Acquisition, analysis, and interpretation of data: BK and CG.  Drafting of the manuscript: BK.  Critical revision of the manuscript for important intellectual content: CG and BK.  Statistical analysis: none.  Obtained funding: CG.  Administrative, technical, or material support: CG and BK.  Study supervision: CG and BK. All authors contributed to the article and approved the submitted version.

 
 Funding
 Funded by the Deutsche Forschungsgemeinschaft (DFG, German Research Foundation) – Project-ID 369799452 – TRR237.

 
 Conflict of Interest
 The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

 
 Publisher’s Note
 All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.


 
 
 Acknowledgments
 We thank Marcus Karsten for his support in creating the figures.

 
 References
 
 1
 
 
 
 Wu  J

 
 Chen  ZJ

.  Innate Immune Sensing and Signaling of Cytosolic Nucleic Acids.  Annu Rev Immunol ( 2014)  32( 1): 461–88. doi:  10.1146/annurev-immunol-032713-120156


 
 2
 
 
 
 Theofilopoulos  AN

 
 Baccala  R

 
 Beutler  B

 
 Kono  DH

.  Type I Interferons (α/β) in Immunity and Autoimmunity.  Annu Rev Immunol ( 2005)  23( 1): 307–35. doi:  10.1146/annurev.immunol.23.021704.115843


 
 3
 
 
 
 Crow  YJ

.  Type I Interferonopathies: A Novel Set of Inborn Errors of Immunity.  Ann N Y Acad Sci ( 2011)  1238( 1): 91–8. doi:  10.1111/j.1749-6632.2011.06220.x


 
 4
 
 
 
 Greenberg  SA

 
 Pinkus  JL

 
 Pinkus  GS

 
 Burleson  T

 
 Sanoudou  D

 
 Tawil  R

 
.  Interferon-α/β-Mediated Innate Immune Mechanisms in Dermatomyositis.  Ann Neurol ( 2005). doi:  10.1002/ana.20464


 
 5
 
 
 
 Rönnblom  L

 
 Eloranta  ML

.  The Interferon Signature in Autoimmune Diseases.  Curr Opin Rheumatol ( 2013)  25( 2): 248–53. doi:  10.1097/BOR.0b013e32835c7e32


 
 6
 
 
 
 Crow  MK

.  Type I Interferon in the Pathogenesis of Lupus.  J Immunol ( 2014)  192( 12): 5459–68. doi:  10.4049/jimmunol.1002795


 
 7
 
 
 
 Kirou  KA

 
 Lee  C

 
 George  S

 
 Louca  K

 
 Papagiannis  IG

 
 Peterson  MGE

 
.  Coordinate Overexpression of Interferon-α-Induced Genes in Systemic Lupus Erythematosus.  Arthritis Rheumatol ( 2004). doi:  10.1002/art.20798


 
 8
 
 
 
 Kimoto  O

 
 Sawada  J

 
 Shimoyama  K

 
 Suzuki  D

 
 Nakamura  S

 
 Hayashi  H

 
.  Activation of the Interferon Pathway in Peripheral Blood of Patients With Sjögren’s Syndrome.  J Rheumatol ( 2011). doi:  10.3899/jrheum.100486


 
 9
 
 
 
 Yu  Q

 
 Katlinskaya  YV

 
 Carbone  CJ

 
 Zhao  B

 
 Katlinski  KV

 
 Zheng  H

 
.  DNA-Damage-Induced Type I Interferon Promotes Senescence and Inhibits Stem Cell Function.  Cell Rep ( 2015)  11( 5): 785–97. doi:  10.1016/j.celrep.2015.03.069


 
 10
 
 
 
 Härtlova  A

 
 Erttmann  SF

 
 Raffi  FAM

 
 Schmalz  AM

 
 Resch  U

 
 Anugula  S

 
.  DNA Damage Primes the Type I Interferon System  via the Cytosolic DNA Sensor STING to Promote Anti-Microbial Innate Immunity.  Immunity ( 2015)  42( 2): 332–43. doi:  10.1016/j.immuni.2015.01.012


 
 11
 
 
 
 MacKenzie  KJ

 
 Carroll  P

 
 Martin  CA

 
 Murina  O

 
 Fluteau  A

 
 Simpson  DJ

 
.  CGAS Surveillance of Micronuclei Links Genome Instability to Innate Immunity.  Nature ( 2017)  548( 7668): 461–5. doi:  10.1038/nature23449


 
 12
 
 
 
 Glück  S

 
 Guey  B

 
 Gulen  MF

 
 Wolter  K

 
 Kang  TW

 
 Schmacke  NA

 
.  Innate Immune Sensing of Cytosolic Chromatin Fragments Through cGAS Promotes Senescence.  Nat Cell Biol ( 2017)  19( 9): 1061–70. doi:  10.1038/ncb3586


 
 13
 
 
 
 Wolf  C

 
 Rapp  A

 
 Berndt  N

 
 Staroske  W

 
 Schuster  M

 
 Dobrick-Mattheuer  M

 
.  RPA and Rad51 Constitute a Cell Intrinsic Mechanism to Protect the Cytosol From Self DNA.  Nat Commun ( 2016). doi:  10.1038/ncomms11752


 
 14
 
 
 
 Erdal  E

 
 Haider  S

 
 Rehwinkel  J

 
 Harris  AL

 
 McHugh  PJ

.  A Prosurvival DNA Damage-Induced Cytoplasmic Interferon Response is Mediated by End Resection Factors and is Limited by Trex1.  Genes Dev ( 2017)  31( 4): 353–69. doi:  10.1101/gad.289769.116


 
 15
 
 
 
 Vlachogiannis  NI

 
 Pappa  M

 
 Ntouros  PA

 
 Nezos  A

 
 Mavragani  CP

 
 Souliotis  VL

 
.  Association Between DNA Damage Response, Fibrosis and Type I Interferon Signature in Systemic Sclerosis.  Front Immunol ( 2020)  11: 1– 10. doi:  10.3389/fimmu.2020.582401


 
 16
 
 
 
 Yew  YW

 
 Giordano  CN

 
 Spivak  G

 
 Lim  HW

.  Understanding Photodermatoses Associated With Defective DNA Repair: Photosensitive Syndromes Without Associated Cancer Predisposition.  J Am Acad Dermatol ( 2016)  75( 5): 873–82. doi:  10.1016/j.jaad.2016.03.044


 
 17
 
 
 
 Kamenisch  Y

 
 Berneburg  M

.  Progeroid Syndromes and UV-Induced Oxidative DNA Damage.  J Investig Dermatol Symp Proc ( 2009)  14( 1): 8– 14. doi:  10.1038/jidsymp.2009.6


 
 18
 
 
 
 Giordano  CN

 
 Yew  YW

 
 Spivak  G

 
 Lim  HW

.  Understanding Photodermatoses Associated With Defective DNA Repair: Syndromes With Cancer Predisposition.  J Am Acad Dermatol ( 2016)  75( 5): 855–70. doi:  10.1016/j.jaad.2016.03.045


 
 19
 
 
 
 Günther  C

 
 Lee-kirsch  MA

 
 Eckhard  J

 
 Matanovic  A

 
 Rüschendorf  F

 
 Klein  B

 
.  SMARCAD1 Haploinsufficiency Underlies Huriez Syndrome and Associated Skin Cancer Susceptibility.  J Invest Dermatol ( 2018). doi:  10.1016/j.jid.2018.01.015


 
 20
 
 
 
 Kawai  T

 
 Akira  S

.  The Role of Pattern-Recognition Receptors in Innate Immunity: Update on Toll-Like Receptors.  Nat Immunol ( 2010)  11( 5): 373–84. doi:  10.1038/ni.1863


 
 21
 
 
 
 Miller  LS

 
 Modlin  RL

.  Toll-Like Receptors in the Skin.  Semin Immunopathol ( 2007)  29( 1): 15– 26. doi:  10.1007/s00281-007-0061-8


 
 22
 
 
 
 Hemmi  H

 
 Takeuchi  O

 
 Kawai  T

 
 Kaisho  T

 
 Sato  S

 
 Sanjo  H

 
.  A Toll-Like Receptor Recognizes Bacterial DNA. [In Process Citation].  Nature ( 2000)  408( 6813): 740–5. doi:  10.1038/35047123


 
 23
 
 
 
 Yoneyama  M

 
 Kikuchi  M

 
 Natsukawa  T

 
 Shinobu  N

 
 Imaizumi  T

 
 Miyagishi  M

 
.  The RNA Helicase RIG-I has an Essential Function in Double-Stranded RNA-Induced Innate Antiviral Responses.  Nat Immunol ( 2004)  5( 7): 730–7. doi:  10.1038/ni1087


 
 24
 
 
 
 Hornung  V

 
 Kato  H

 
 Poeck  H

 
 Akira  S

 
 Conzelmann  K

 
 Schlee  M

.  Ligand for RIG-I.  Science (80-) ( 2006)  2010: 994. doi:  10.1126/science.1132505


 
 25
 
 
 
 Seth  RB

 
 Sun  L

 
 Ea  CK

 
 Chen  ZJ

.  Identification and Characterization of MAVS, A Mitochondrial Antiviral Signaling Protein That Activates NF-κb and IRF3.  Cell ( 2005)  122( 5): 669–82. doi:  10.1016/j.cell.2005.08.012


 
 26
 
 
 
 Ablasser  A

 
 Bauernfeind  F

 
 Hartmann  G

 
 Latz  E

 
 Fitzgerald  KA

 
 Hornung  V

.  RIG-I-Dependent Sensing of Poly(Da:Dt) Through the Induction of an RNA Polymerase III-Transcribed RNA Intermediate.  Nat Immunol ( 2009)  10( 10): 1065–72. doi:  10.1038/ni.1779


 
 27
 
 
 
 Ablasser  A

 
 Goldeck  M

 
 Cavlar  T

 
 Deimling  T

 
 Witte  G

 
 Röhl  I

 
.  CGAS Produces a 2′-5′-Linked Cyclic Dinucleotide Second Messenger That Activates STING.  Nature ( 2013)  498( 7454): 380–4. doi:  10.1038/nature12306


 
 28
 
 
 
 Römling  U

.  Great Times for Small Molecules: C-Di-AMP, a Second Messenger Candidate in Bacteria and Archaea.  Sci Signal ( 2008)  1( 33): 1– 5. doi:  10.1126/scisignal.133pe39


 
 29
 
 
 
 McWhirter  SM

 
 Barbalat  R

 
 Monroe  KM

 
 Fontana  MF

 
 Hyodo  M

 
 Joncker  NT

 
.  A Host Type I Interferon Response is Induced by Cytosolic Sensing of the Bacterial Second Messenger Cyclic-Di-GMP.  J Exp Med ( 2009)  206( 9): 1899–911. doi:  10.1084/jem.20082874


 
 30
 
 
 
 Ferbas  JJ

 
 Toso  JF

 
 Logar  AJ

 
 Navratil  JS

 
 Rinaldo  CR  Jr
  CD4+ Blood Dendritic Cells are Potent Producers of IFN-Alpha in Response to  In Vitro HIV-1 Infection [Published Erratum Appears in J Immunol 1994 Jul 15;153(2):910].  J Immunol ( 1994)  152( 9): 4649–62.

 
 31
 
 
 
 Lee-Kirsch  MA

.  The Type I Interferonopathies.  Annu Rev Med ( 2017)  68( 1): 297– 315. doi:  10.1146/annurev-med-050715-104506


 
 32
 
 
 
 Schindler  C

 
 Levy  DE

 
 Decker  T

.  JAK-STAT Signaling: From Interferons to Cytokines.  J Biol Chem ( 2007)  282( 28): 20059–63. doi:  10.1074/jbc.R700016200


 
 33
 
 
 
 Domeier  PP

 
 Chodisetti  SB

 
 Schell  SL

 
 Kawasawa  YI

 
 Fasnacht  MJ

 
 Soni  C

 
.  B-Cell-Intrinsic Type 1 Interferon Signaling Is Crucial for Loss of Tolerance and the Development of Autoreactive B Cells.  Cell Rep ( 2018). doi:  10.1016/j.celrep.2018.06.046


 
 34
 
 
 
 Lee-Kirsch  MA

 
 Günther  C

 
 Roers  A

.  Nucleic Acid-Mediated Autoinflammation and Autoimmunity-Type I Interferonopathies.  J Mol Med (Berl) ( 2016)  94( 10): 1081–4. doi:  10.1007/s00109-016-1467-3


 
 35
 
 
 
 Yang  YG

 
 Lindahl  T

 
 Barnes  DE

.  Trex1 Exonuclease Degrades ssDNA to Prevent Chronic Checkpoint Activation and Autoimmune Disease.  Cell ( 2007)  131( 5): 873–86. doi:  10.1016/j.cell.2007.10.017


 
 36
 
 
 
 Motwani  M

 
 Pesiridis  S

 
 Fitzgerald  KA

.  DNA Sensing by the cGAS–STING Pathway in Health and Disease.  Nat Rev Genet ( 2019)  20( 11): 657–74. doi:  10.1038/s41576-019-0151-1


 
 37
 
 
 
 Rice  G

 
 Newman  WG

 
 Dean  J

 
 Patrick  T

 
 Parmar  R

 
 Flintoff  K

 
.  Heterozygous Mutations in TREX1 Cause Familial Chilblain Lupus and Dominant Aicardi-Goutières Syndrome.  Am J Hum Genet ( 2007)  80( 4): 811–5. doi:  10.1086/513443


 
 38
 
 
 
 Crow  YJ

 
 Hayward  BE

 
 Parmar  R

 
 Robins  P

 
 Leitch  A

 
 Ali  M

 
.  Mutations in the Gene Encoding the 3′-5′ DNA Exonuclease TREX1 Cause Aicardi-Goutières Syndrome at the AGS1 Locus.  Nat Genet ( 2006)  38( 8): 917–20. doi:  10.1038/ng1845


 
 39
 
 
 
 Rice  G

 
 Patrick  T

 
 Parmar  R

 
 Taylor  CF

 
 Aeby  A

 
 Aicardi  J

 
.  Clinical and Molecular Phenotype of Aicardi-Goutières Syndrome.  Am J Hum Genet ( 2007)  81( 4): 713–25. doi:  10.1086/521373


 
 40
 
 
 
 Ramantani  G

 
 Kohlhase  J

 
 Hertzberg  C

 
 Micheil Innes  A

 
 Engel  K

 
 Hunger  S

 
.  Expanding the Phenotypic Spectrum of Lupus Erythematosus in Aicardi-Goutières Syndrome.  Arthritis Rheumatol ( 2010). doi:  10.1002/art.27367


 
 41
 
 
 
 Lee-Kirsch  MA

 
 Gong  M

 
 Schulz  H

 
 Rüschendorf  F

 
 Stein  A

 
 Pfeiffer  C

 
.  Familial Chilblain Lupus, a Monogenic Form of Cutaneous Lupus Erythematosus, Maps to Chromosome 3p.  Am J Hum Genet ( 2006)  79( 4): 731–7. doi:  10.1086/507848


 
 42
 
 
 
 Günther  C

 
 Meurer  M

 
 Stein  A

 
 Viehweg  A

 
 Lee-Kirsch  MA

.  Familial Chilblain Lupus - A Monogenic Form of Cutaneous Lupus Erythematosus Due to a Heterozygous Mutation in TREX1.  Dermatology ( 2009)  219( 2): 162–6. doi:  10.1159/000222430


 
 43
 
 
 
 Peschke  K

 
 Friebe  F

 
 Zimmermann  N

 
 Wahlicht  T

 
 Schumann  T

 
 Achleitner  M

 
.  Deregulated Type I IFN Response in TREX1-Associated Familial Chilblain Lupus.  J Invest Dermatol ( 2014)  134( 5): 1456–9. doi:  10.1038/jid.2013.496


 
 44
 
 
 
 Zimmermann  N

 
 Wolf  C

 
 Schwenke  R

 
 Lüth  A

 
 Schmidt  F

 
 Engel  K

 
.  Assessment of Clinical Response to Janus Kinase Inhibition in Patients With Familial Chilblain Lupus and TREX1 Mutation.  JAMA Dermatol ( 2019). doi:  10.1001/jamadermatol.2018.5077


 
 45
 
 
 
 Günther  C

 
 Hillebrand  M

 
 Brunk  J

 
 Lee-Kirsch  MA

.  Systemic Involvement in TREX1-Associated Familial Chilblain Lupus.  J Am Acad Dermatol ( 2013)  69( 4): e179–81. doi:  10.1016/j.jaad.2013.04.020


 
 46
 
 
 
 El Ghissassi  F

 
 Baan  R

 
 Straif  K

 
 Grosse  Y

 
 Secretan  B

 
 Bouvard  V

 
.  A Review of Human Carcinogens—Part D: Radiation.  Lancet Oncol ( 2009)  10( 8): 751–2. doi:  10.1016/S1470-2045(09)70213-X


 
 47
 
 
 
 Cadet  J

 
 Sage  E

 
 Douki  T

.  Ultraviolet Radiation-Mediated Damage to Cellular DNA.  Mutat Res - Fundam Mol Mech Mutagen ( 2005)  571( 1–2): 3– 17. doi:  10.1016/j.mrfmmm.2004.09.012


 
 48
 
 
 
 Wischermann  K

 
 Popp  S

 
 Moshir  S

 
 Scharfetter-Kochanek  K

 
 Wlaschek  M

 
 de Gruijl  F

 
.  UVA Radiation Causes DNA Strand Breaks, Chromosomal Aberrations and Tumorigenic Transformation in HaCaT Skin Keratinocytes.  Oncogene ( 2008)  27( 31): 4269–80. doi:  10.1038/onc.2008.70


 
 49
 
 
 
 Greinert  R

 
 Volkmer  B

 
 Henning  S

 
 Breitbart  EW

 
 Greulich  KO

 
 Cardoso  MC

 
.  UVA-Induced DNA Double-Strand Breaks Result From the Repair of Clustered Oxidative DNA Damages.  Nucleic Acids Res ( 2012)  40( 20): 10263–73. doi:  10.1093/nar/gks824


 
 50
 
 
 
 Sancar  A

 
 Lindsey-Boltz  LA

 
 Unsal-Kaçmaz  K

 
 Linn  S

.  Molecular Mechanisms of Mammalian DNA Repair and the DNA Damage Checkpoints.  Annu Rev Biochem ( 2004)  73: 39– 85. doi:  10.1146/annurev.biochem.73.011303.073723


 
 51
 
 
 
 Scully  R

 
 Panday  A

 
 Elango  R

 
 Willis  NA

.  DNA Double-Strand Break Repair-Pathway Choice in Somatic Mammalian Cells.  Nat Rev Mol Cell Biol ( 2019)  20( 11): 698– 714. doi:  10.1038/s41580-019-0152-0


 
 52
 
 
 
 German  J

 
 Roe  AM

 
 Leppert  MF

 
 Ellis  NA

.  Bloom Syndrome: An Analysis of Consanguineous Families Assigns the Locus Mutated to Chromosome Band 15q26.1.  Proc Natl Acad Sci U S A ( 1994)  91( 14): 6669–73. doi:  10.1073/pnas.91.14.6669


 
 53
 
 
 
 Chantorn  R

 
 Lim  HW

 
 Shwayder  TA

.  Photosensitivity Disorders in Children: Part II.  J Am Acad Dermatol ( 2012)  67( 6): 1113.e1– 1113.e15. doi:  10.1016/j.jaad.2012.07.032


 
 54
 
 
 
 Wang  LL

 
 Gannavarapu  A

 
 Kozinetz  CA

 
 Levy  ML

 
 Lewis  RA

 
 Chintagumpala  MM

 
.  Association Between Osteosarcoma and Deleterious Mutations in the RECQL4 Gene Rothmund-Thomson Syndrome.  J Natl Cancer Inst ( 2003)  95( 9): 669–74. doi:  10.1093/jnci/95.9.669


 
 55
 
 
 
 Kavanagh  GM

 
 Jardine  PE

 
 Peachey  RD

 
 Murray  JC

 
 De Berker  D

.  The Scleroatrophic Syndrome of Huriez.  Br J Dermatol ( 1997)  137( 1): 114–8. doi:  10.1046/j.1365-2133.1997.17791866.x


 
 56
 
 
 
 Huriez  C

 
 Deminati  M

 
 Agache  P

 
 Delmas-Marsalet  Y

 
 Mennecier  M

.  Genodermatose Scléro-Atrophiante Et Kératodérmique Des Extrémités.  Ann Dermatol Syphiligr (Paris) ( 1965)  96( 2): 135–46.

 
 57
 
 
 
 Hamm  H

 
 Traupe  H

 
 Brocker  EB

 
 Schubert  H

 
 Kolde  G

.  The Scleroatrophic Syndrome of Huriez: A Cancer-Prone Genodermatosis.  Br J Dermatol ( 1996)  134( 3): 512–8. doi:  10.1111/j.1365-2133.1996.tb16240.x


 
 58
 
 
 
 Çelik  NS

 
 Yaşar  Ş

 
 Aytekin  S

 
 Güneş  P

.  A Rare Syndrome Resembling Scleroderma: Huriez Syndrome.  Ski Appendage Disord ( 2018)  4( 2): 82–5. doi:  10.1159/000479036


 
 59
 
 
 
 Ivonye  C

 
 Jamched  U

 
 Anderson  D

 
 Adesunloye  B

.  Uncommon Skin Lesion in a Patient With Ataxia-Telangiectasia.  Int J Dermatol ( 2008)  47( 10): 1051–2. doi:  10.1111/j.1365-4632.2008.03745.x


 
 60
 
 
 
 Sari  A

 
 Okuyaz  C

 
 Adiguzel  U

 
 Ates  NA

.  Uncommon Associations With Ataxia-Telangiectasia: Vitiligo and Optic Disc Drusen.  Ophthalmic Genet ( 2009)  30( 1): 19– 22. doi:  10.1080/13816810802415256


 
 61
 
 
 
 Gravel  S

 
 Chapman  JR

 
 Magill  C

 
 Jackson  SP

.  DNA Helicases Sgs1 and BLM Promote DNA Double-Strand Break Resection.  Genes Dev ( 2008)  22( 20): 2767–72. doi:  10.1101/gad.503108


 
 62
 
 
 
 Kitao  S

 
 Shimamoto  A

 
 Goto  M

 
 Miller  RW

 
 Smithson  WA

 
 Lindor  NM

 
.  Mutations in RECQL4 Cause a Subset of Cases of Rothmund-Thomson Syndrome.  Nat Genet ( 1999)  22( 1): 82–4. doi:  10.1038/8788


 
 63
 
 
 
 Yu  CE

 
 Oshima  J

 
 Fu  YH

 
 Wijsman  EM

 
 Hisama  F

 
 Alisch  R

 
.  Positional Cloning of the Werner’s Syndrome Gene.  Science ( 1996)  272( 5259): 258–62. doi:  10.1126/science.272.5259.258


 
 64
 
 
 
 Costelloe  T

 
 Louge  R

 
 Tomimatsu  N

 
 Mukherjee  B

 
 Martini  E

 
 Khadaroo  B

 
.  The Yeast Fun30 and Human SMARCAD1 Chromatin Remodellers Promote DNA End Resection.  Nature ( 2012)  489( 7417): 581–4. doi:  10.1038/nature11353


 
 65
 
 
 
 Rowbotham  SP

 
 Barki  L

 
 Neves-Costa  A

 
 Santos  F

 
 Dean  W

 
 Hawkes  N

 
.  Maintenance of Silent Chromatin Through Replication Requires SWI/SNF-Like Chromatin Remodeler Smarcad1.  Mol Cell ( 2011)  42( 3): 285–96. doi:  10.1016/j.molcel.2011.02.036


 
 66
 
 
 
 Nousbeck  J

 
 Burger  B

 
 Fuchs-Telem  D

 
 Pavlovsky  M

 
 Fenig  S

 
 Sarig  O

 
.  A Mutation in a Skin-Specific Isoform of SMARCAD1 Causes Autosomal-Dominant Adermatoglyphia.  Am J Hum Genet ( 2011)  89( 2): 302–7. doi:  10.1016/j.ajhg.2011.07.004


 
 67
 
 
 
 Sinha  RP

 
 Häder  D-P

.  UV-Induced DNA Damage and Repair: A Review.  Photochem Photobiol Sci ( 2002)  1( 4): 225–36. doi:  10.1039/b201230h


 
 68
 
 
 
 Reardon  JT

 
 Sancar  A

.  Nucleotide Excision Repair.  Prog Nucleic Acid Res Mol Biol ( 2005)  79: 183– 235. doi:  10.1016/S0079-6603(04)79004-2


 
 69
 
 
 
 Lehmann  AR

 
 McGibbon  D

 
 Stefanini  M

.  Xeroderma Pigmentosum.  Orphanet J Rare Dis ( 2011)  6: 70. doi:  10.1186/1750-1172-6-70


 
 70
 
 
 
 Bradford  PT

 
 Goldstein  AM

 
 Tamura  D

 
 Khan  SG

 
 Ueda  T

 
 Boyle  J

 
.  Cancer and Neurologic Degeneration in Xeroderma Pigmentosum: Long Term Follow-Up Characterises the Role of DNA Repair.  J Med Genet ( 2011). doi:  10.1136/jmg.2010.083022


 
 71
 
 
 
 Ammann  AJ

 
 Hong  R

.  Autoimmune Phenomena in Ataxia Telangiectasia.  J Pediatr ( 1971)  78( 5): 821–6. doi:  10.1016/S0022-3476(71)80353-0


 
 72
 
 
 
 Shao  L

 
 Fujii  H

 
 Colmegna  I

 
 Oishi  H

 
 Goronzy  JJ

 
 Weyand  CM

.  Deficiency of the DNA Repair Enzyme ATM in Rheumatoid Arthritis.  J Exp Med ( 2009)  206( 6): 1435–49. doi:  10.1084/jem.20082251


 
 73
 
 
 
 West  AP

 
 Khoury-Hanold  W

 
 Staron  M

 
 Tal  MC

 
 Pineda  CM

 
 Lang  SM

 
.  Mitochondrial DNA Stress Primes the Antiviral Innate Immune Response.  Nature ( 2015). doi:  10.1038/nature14156


 
 74
 
 
 
 Valentin-Vega  YA

 
 MacLean  KH

 
 Tait-Mulder  J

 
 Milasta  S

 
 Steeves  M

 
 Dorsey  FC

 
.  Mitochondrial Dysfunction in Ataxia-Telangiectasia.  Blood ( 2012). doi:  10.1182/blood-2011-08-373639


 
 75
 
 
 
 Hu  M

 
 Zhou  M

 
 Bao  X

 
 Pan  D

 
 Jiao  M

 
 Liu  X

 
.  ATM Inhibition Enhances Cancer Immunotherapy by Promoting mtDNA Leakage/cGAS-STING Activation.  J Clin Invest ( 2020). In revisio. doi:  10.1172/JCI139333


 
 76
 
 
 
 Bhattacharya  S

 
 Srinivasan  K

 
 Abdisalaam  S

 
 Su  F

 
 Raj  P

 
 Dozmorov  I

 
.  RAD51 Interconnects Between DNA Replication, DNA Repair and Immunity.  Nucleic Acids Res ( 2017). doi:  10.1093/nar/gkx126


 
 77
 
 
 
 Yang  YG

 
 Lindahl  T

 
 Barnes  DE

.  Trex1 Exonuclease Degrades ssDNA to Prevent Chronic Checkpoint Activation and Autoimmune Disease.  Cell ( 2007)  131( 5): 873–86. doi:  10.1016/j.cell.2007.10.017


 
 78
 
 
 
 Ablasser  A

 
 Hemmerling  I

 
 Schmid-Burgk  JL

 
 Behrendt  R

 
 Roers  A

 
 Hornung  V

.  TREX1 Deficiency Triggers Cell-Autonomous Immunity in a cGAS-Dependent Manner.  J Immunol ( 2014)  192( 12): 5993–7. doi:  10.4049/jimmunol.1400737


 
 79
 
 
 
 Skopelja-Gardner  S

 
 An  J

 
 Tai  J

 
 Tanaka  L

 
 Sun  X

 
 Hermanson  P

 
.  The Early Local and Systemic Type I Interferon Responses to Ultraviolet B Light Exposure are cGAS Dependent.  Sci Rep ( 2020). doi:  10.1038/s41598-020-64865-w


 
 80
 
 
 
 Reijns  MAM

 
 Rabe  B

 
 Rigby  RE

 
 Mill  P

 
 Astell  KR

 
 Lettice  LA

 
.  Enzymatic Removal of Ribonucleotides From DNA is Essential for Mammalian Genome Integrity and Development.  Cell ( 2012). doi:  10.1016/j.cell.2012.04.011


 
 81
 
 
 
 McElhinny  SAN

 
 Kumar  D

 
 Clark  AB

 
 Watt  DL

 
 Watts  BE

 
 Lundström  EB

 
.  Genome Instability Due to Ribonucleotide Incorporation Into DNA.  Nat Chem Biol ( 2010). doi:  10.1038/nchembio.424


 
 82
 
 
 
 Günther  C

 
 Kind  B

 
 Reijns  MAM

 
 Berndt  N

 
 Martinez-bueno  M

 
 Wolf  C

 
.  Defective Removal of Ribonucleotides From DNA Promotes Systemic Autoimmunity.  J Clin Invest ( 2015)  125( 1): 413–24. doi:  10.1172/JCI78001.antigens


 
 83
 
 
 
 Salk  D

.  Werner’s Syndrome: A Review of Recent Research With an Analysis of Connective Tissue Metabolism, Growth Control of Cultured Cells, and Chromosomal Aberrations.  Hum Genet ( 1982)  62( 1): 1– 5. doi:  10.1007/BF00295598


 
 84
 
 
 
 Campisi  J

 
 d’Adda di Fagagna  F

.  Cellular Senescence: When Bad Things Happen to Good Cells.  Nat Rev Mol Cell Biol ( 2007)  8( 9): 729–40. doi:  10.1038/nrm2233


 
 85
 
 
 
 Coppé  JP

 
 Desprez  PY

 
 Krtolica  A

 
 Campisi  J

.  The Senescence-Associated Secretory Phenotype: The Dark Side of Tumor Suppression.  Annu Rev Pathol Mech Dis ( 2010)  5: 99– 118. doi:  10.1146/annurev-pathol-121808-102144


 
 86
 
 
 
 Schild-Poulter  C

 
 Su  A

 
 Shih  A

 
 Kelly  OP

 
 Fritzler  MJ

 
 Goldstein  R

 
.  Association of Autoantibodies With Ku and DNA Repair Proteins in Connective Tissue Diseases.  Rheumatology ( 2008). doi:  10.1093/rheumatology/kem338


 
 87
 
 
 
 Mukherjee  S

 
 Sinha  D

 
 Bhattacharya  S

 
 Srinivasan  K

 
 Abdisalaam  S

 
 Asaithamby  A

.  Werner Syndrome Protein and Dna Replication.  Int J Mol Sci ( 2018)  19( 11): 3442. doi:  10.3390/ijms19113442


 
 88
 
 
 
 Su  F

 
 Mukherjee  S

 
 Yang  Y

 
 Mori  E

 
 Bhattacharya  S

 
 Kobayashi  J

 
.  Nonenzymatic Role for WRN in Preserving Nascent DNA Strands After Replication Stress.  Cell Rep ( 2014). doi:  10.1016/j.celrep.2014.10.025


 
 89
 
 
 
 Yamagami  M

 
 Otsuka  M

 
 Kishikawa  T

 
 Sekiba  K

 
 Seimiya  T

 
 Tanaka  E

 
.  ISGF3 With Reduced Phosphorylation is Associated With Constitutive Expression of Interferon-Induced Genes in Aging Cells.  NPJ Aging Mech Dis ( 2018). doi:  10.1038/s41514-018-0030-6


 
 90
 
 
 
 Wang  W

 
 Yin  Y

 
 Xu  L

 
 Su  J

 
 Huang  F

 
 Wang  Y

 
.  Unphosphorylated ISGF3 Drives Constitutive Expression of Interferon-Stimulated Genes to Protect Against Viral Infections.  Sci Signal ( 2017). doi:  10.1126/scisignal.aah4248


 
 91
 
 
 
 Cunniff  C

 
 Bassetti  JA

 
 Ellis  NA

.  Bloom’s Syndrome: Clinical Spectrum, Molecular Pathogenesis, and Cancer Predisposition.  Mol Syndromol ( 2017)  8( 1): 4– 23. doi:  10.1159/000452082


 
 92
 
 
 
 Yankiwski  V

 
 Marciniak  RA

 
 Guarente  L

 
 Neff  NF

.  Nuclear Structure in Normal and Bloom Syndrome Cells.  Proc Natl Acad Sci U S A ( 2000)  97( 10): 5214–9. doi:  10.1073/pnas.090525897


 
 93
 
 
 
 Gratia  M

 
 Rodero  MP

 
 Conrad  C

 
 Samra  EB

 
 Maurin  M

 
 Rice  GI

 
.  Bloom Syndrome Protein Restrains Innate Immune Sensing of Micronuclei by cGAS.  J Exp Med ( 2019). doi:  10.1084/jem.20181329


 
 94
 
 
 
 Hussain  M

 
 Krishnamurthy  S

 
 Patel  J

 
 Kim  E

 
 Baptiste  BA

 
 Croteau  DL

 
.  Skin Abnormalities in Disorders With DNA Repair Defects, Premature Aging, and Mitochondrial Dysfunction.  J Invest Dermatol ( 2021). doi:  10.1016/j.jid.2020.10.019


 
 95
 
 
 
 Gupta  S

 
 De  S

 
 Srivastava  V

 
 Hussain  M

 
 Kumari  J

 
 Muniyappa  K

 
.  RECQL4 and P53 Potentiate the Activity of Polymerase γ and Maintain the Integrity of the Human Mitochondrial Genome.  Carcinogenesis ( 2014). doi:  10.1093/carcin/bgt315


 
 96
 
 
 
 Croteau  DL

 
 Rossi  ML

 
 Canugovi  C

 
 Tian  J

 
 Sykora  P

 
 Ramamoorthy  M

 
.  RECQL4 Localizes to Mitochondria and Preserves Mitochondrial DNA Integrity.  Aging Cell ( 2012). doi:  10.1111/j.1474-9726.2012.00803.x


 
 97
 
 
 
 Tan  FK

 
 Zhou  X

 
 Mayes  MD

 
 Gourh  P

 
 Guo  X

 
 Marcum  C

 
.  Signatures of Differentially Regulated Interferon Gene Expression and Vasculotrophism in the Peripheral Blood Cells of Systemic Sclerosis Patients.  Rheumatology ( 2006). doi:  10.1093/rheumatology/kei244


 
 98
 
 
 
 Farina  GA

 
 York  MR

 
 Di  MM

 
 Collins  CA

 
 Meller  S

 
 Homey  B

 
.  Poly (I : C) Drives Type I IFN- and TGF B -Mediated Inflammation and Dermal Fibrosis Simulating Altered Gene Expression in Systemic Sclerosis.  J Invest Dermatol ( 2010)  130( 11): 2583–93. doi:  10.1038/jid.2010.200


 
 99
 
 
 
 Souliotis  VL

 
 Vlachogiannis  NI

 
 Pappa  M

 
 Argyriou  A

 
 Ntouros  PA

 
 Sfikakis  PP

.  DNA Damage Response and Oxidative Stress in Systemic Autoimmunity.  Int J Mol Sci ( 2020)  21( 1): 1– 24. doi:  10.3390/ijms21010055


 
 100
 
 
 
 Di Benedetto  P

 
 Panzera  N

 
 Cipriani  P

 
 Mastroiaco  V

 
 Tessitore  A

 
 Liakouli  V

 
.  Mesenchymal Stem Cells of Systemic Sclerosis Patients, Derived From Different Sources, Show a Profibrotic microRNA Profiling.  Sci Rep ( 2019). doi:  10.1038/s41598-019-43638-0


 
 101
 
 
 
 Nissinen  L

 
 Farshchian  M

 
 Riihilä  P

 
 Kähäri  VM

.  New Perspectives on Role of Tumor Microenvironment in Progression of Cutaneous Squamous Cell Carcinoma.  Cell Tissue Res ( 2016)  365( 3): 691– 702. doi:  10.1007/s00441-016-2457-z


 
 102
 
 
 
 Guerriero  C

 
 Albanesi  C

 
 Girolomoni  G

 
 De Simone  C

 
 Capizzi  R

 
 Amerio  P

 
.  Huriez Syndrome: Case Report With a Detailed Analysis of Skin Dendritic Cells.  Br J Dermatol ( 2000)  143( 5): 1091–6. doi:  10.1046/j.1365-2133.2000.03793.x


 
 103
 
 
 
 Gaspari  AA

 
 Fleisher  TA

 
 Kraemer  KH

.  Impaired Interferon Production and Natural Killer Cell Activation in Patients With the Skin Cancer-Prone Disorder, Xeroderma Pigmentosum.  J Clin Invest ( 1993)  92( 3): 1135–42. doi:  10.1172/JCI116682


 
 104
 
 
 
 Parlanti  E

 
 Pietraforte  D

 
 Iorio  E

 
 Visentin  S

 
 De Nuccio  C

 
 Zijno  A

 
.  An Altered Redox Balance and Increased Genetic Instability Characterize Primary Fibroblasts Derived From Xeroderma Pigmentosum Group A Patients.  Mutat Res - Fundam Mol Mech Mutagen ( 2015). doi:  10.1016/j.mrfmmm.2015.10.002


 
 105
 
 
 
 Kwon  J

 
 Bakhoum  SF

.  The Cytosolic DNA-Sensing cGAS–Sting Pathway in Cancer.  Cancer Discov ( 2020)  10( 1): 26– 39. doi:  10.1158/2159-8290.CD-19-0761


 
 106
 
 
 
 Dou  Z

 
 Ghosh  K

 
 Vizioli  MG

 
 Zhu  J

 
 Sen  P

 
 Wangensteen  KJ

 
.  Cytoplasmic Chromatin Triggers Inflammation in Senescence and Cancer.  Nature ( 2017). doi:  10.1038/nature24050


 
 107
 
 
 
 Bakhoum  SF

 
 Ngo  B

 
 Laughney  AM

 
 Cavallo  JA

 
 Murphy  CJ

 
 Ly  P

 
.  Chromosomal Instability Drives Metastasis Through a Cytosolic DNA Response.  Nature ( 2018). doi:  10.1038/nature25432


 
 108
 
 
 
 Hatch  EM

 
 Fischer  AH

 
 Deerinck  TJ

 
 Hetzer  MW

.  Catastrophic Nuclear Envelope Collapse in Cancer Cell Micronuclei.  Cell ( 2013)  154( 1): 47– 60. doi:  10.1016/j.cell.2013.06.007


 
 109
 
 
 
 Brzostek-Racine  S

 
 Gordon  C

 
 Van Scoy  S

 
 Reich  NC

.  The DNA Damage Response Induces Interferon.  J Immunol ( 2011)  187( 10): 5336–45. doi:  10.4049/jimmunol.1100040


 
 110
 
 
 
 Woo  SR

 
 Fuertes  MB

 
 Corrales  L

 
 Spranger  S

 
 Furdyna  MJ

 
 Leung  MYK

 
.  STING-Dependent Cytosolic DNA Sensing Mediates Innate Immune Recognition of Immunogenic Tumors.  Immunity ( 2014). doi:  10.1016/j.immuni.2014.10.017


 
 111
 
 
 
 Critchley-Thorne  RJ

 
 Simons  DL

 
 Yan  N

 
 Miyahira  AK

 
 Dirbas  FM

 
 Johnson  DL

 
.  Impaired Interferon Signaling is a Common Immune Defect in Human Cancer.  Proc Natl Acad Sci U S A ( 2009). doi:  10.1073/pnas.0901329106


 
 112
 
 
 
 Diamond  MS

 
 Kinder  M

 
 Matsushita  H

 
 Mashayekhi  M

 
 Dunn  GP

 
 Archambault  JM

 
.  Type I Interferon is Selectively Required by Dendritic Cells for Immune Rejection of Tumors.  J Exp Med ( 2011). doi:  10.1084/jem.20101158


 
 113
 
 
 
 Cho  C

 
 Mukherjee  R

 
 Peck  AR

 
 Sun  Y

 
 McBrearty  N

 
 Katlinski  KV

 
.  Cancer-Associated Fibroblasts Downregulate Type I Interferon Receptor to Stimulate Intratumoral Stromagenesis.  Oncogene ( 2020). doi:  10.1038/s41388-020-01424-7


 
 114
 
 
 
 Takashima  K

 
 Takeda  Y

 
 Oshiumi  H

 
 Shime  H

 
 Okabe  M

 
 Ikawa  M

 
.  STING in Tumor and Host Cells Cooperatively Work for NK Cell-Mediated Tumor Growth Retardation.  Biochem Biophys Res Commun ( 2016). doi:  10.1016/j.bbrc.2016.09.021


 
 115
 
 
 
 Xia  T

 
 Konno  H

 
 Ahn  J

 
 Barber  GN

.  Deregulation of STING Signaling in Colorectal Carcinoma Constrains DNA Damage Responses and Correlates With Tumorigenesis.  Cell Rep ( 2016)  14( 2): 282–97. doi:  10.1016/j.celrep.2015.12.029


 
 116
 
 
 
 Xia  T

 
 Konno  H

 
 Barber  GN

.  Recurrent Loss of STING Signaling in Melanoma Correlates With Susceptibility to Viral Oncolysis.  Cancer Res ( 2016)  76( 22): 6747–59. doi:  10.1158/0008-5472.CAN-16-1404


 
 117
 
 
 
 Campisi  J

 
 D’Adda Di Fagagna  F

.  Cellular Senescence: When Bad Things Happen to Good Cells.  Nat Rev Mol Cell Biol ( 2007)  8( 9): 729–40. doi:  10.1038/nrm2233


 
 118
 
 
 
 Rodier  F

 
 Coppé  JP

 
 Patil  CK

 
 Hoeijmakers  WAM

 
 Muñoz  DP

 
 Raza  SR

 
.  Persistent DNA Damage Signalling Triggers Senescence-Associated Inflammatory Cytokine Secretion.  Nat Cell Biol ( 2009). doi:  10.1038/ncb1909


 
 119
 
 
 
 Yang  H

 
 Wang  H

 
 Ren  J

 
 Chen  Q

 
 Chen  ZJ

.  CGAS is Essential for Cellular Senescence.  Proc Natl Acad Sci U S A ( 2017)  114( 23): E4612–20. doi:  10.1073/pnas.1705499114


 
 120
 
 
 
 Faget  DV

 
 Ren  Q

 
 Stewart  SA

.  Unmasking Senescence: Context-Dependent Effects of SASP in Cancer.  Nat Rev Cancer ( 2019)  19( 8): 439–53. doi:  10.1038/s41568-019-0156-2


 
 121
 
 
 
 Damsky  W

 
 King  BA

.  JAK Inhibitors in Dermatology: The Promise of a New Drug Class.  J Am Acad Dermatol ( 2017)  76( 4): 736–44. doi:  10.1016/j.jaad.2016.12.005


 
 122
 
 
 
 Schwartz  DM

 
 Kanno  Y

 
 Villarino  A

 
 Ward  M

 
 Gadina  M

 
 O’Shea  JJ

.  JAK Inhibition as a Therapeutic Strategy for Immune and Inflammatory Diseases.  Nat Rev Drug Discovery ( 2017)  16( 12): 843–62. doi:  10.1038/nrd.2017.201


 
 123
 
 
 
 Günther  C

.  Nucleic Acid Immunity in the Pathogenesis of Cutaneous Lupus Erythematosus.  Front Immunol ( 2019)  10: 1636. doi:  10.3389/fimmu.2019.01636











InputFolder/test/fimmu-14-1122063.xml

 
 
 
 Front. Immunol.
 Frontiers in Immunology
 Front. Immunol.
 1664-3224
 
 Frontiers Media S.A.


 
 10.3389/fimmu.2023.1122063
 
 
 Immunology
 
 Review



 
 T regulatory cells metabolism: The influence on functional properties and treatment potential

 
 
 
 Tomaszewicz
 Martyna

 
 1

 
 2

 
 *

 
 †

 

 
 
 Ronowska
 Anna

 
 3

 
 †

 

 
 
 Zieliński
 Maciej

 
 1

 
 2

 

 
 
 Jankowska-Kulawy
 Agnieszka

 
 3

 

 
 
 Trzonkowski
 Piotr

 
 1

 
 2

 


 
 1
 Department of Medical Immunology, Faculty of Medicine, Medical University of Gdańsk,  Gdanísk,  Poland

 
 2
 Poltreg S.A.,  Gdanísk,  Poland

 
 3
 Department of Laboratory Medicine, Faculty of Medicine, Medical University of Gdańsk,  Gdanísk,  Poland

 
 
 Edited by: Laura A Solt, University of Florida, Jupiter, United States

 
 Reviewed by: Kai Yang, Indiana University School of Medicine - Lafayette, United States; Joseph Barbi, University at Buffalo, United States

 
 *Correspondence: Martyna Tomaszewicz,  martyna.tomaszewicz@gumed.edu.pl


 
 †These authors have contributed equally to this work

 
 This article was submitted to T Cell Biology, a section of the journal Frontiers in Immunology


 
 03
 03
 2023

 
 2023

 14
 1122063
 
 
 12
 12
 2022

 
 14
 02
 2023


 
 Copyright © 2023 Tomaszewicz, Ronowska, Zieliński, Jankowska-Kulawy and Trzonkowski
 2023
 Tomaszewicz, Ronowska, Zieliński, Jankowska-Kulawy and Trzonkowski
 
 This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.


 
 CD4 +CD25 highFoxP3 + regulatory T cells (Tregs) constitute a small but substantial fraction of lymphocytes in the immune system. Tregs control inflammation associated with infections but also when it is improperly directed against its tissues or cells. The ability of Tregs to suppress (inhibit) the immune system is possible due to direct interactions with other cells but also in a paracrine fashion  via the secretion of suppressive compounds. Today, attempts are made to use Tregs to treat autoimmune diseases, allergies, and rejection after bone marrow or organ transplantation. There is strong evidence that the metabolic program of Tregs is connected with the phenotype and function of these cells. A modulation towards a particular metabolic stage of Tregs may improve or weaken cells’ stability and function. This may be an essential tool to drive the immune system keeping it activated during infections or suppressed when autoimmunity occurs.


 
 Graphical Abstract
 T regulatory lymphocyte metabolic pattern ( 1– 6). [The red arrow (-) shows inhibition of the process/receptor expression, the green arrow (+) shows stimulation of the process/receptor expression. FoxP3 transcriptional factor is responsible for suppressive function of T regulatory cells. Mitochondrial metabolism include FAO, TCA, and OXPHOS. *The activity of the NF-κB pathway and hypoxia influence glycolysis intensity, GLUT1, and FoxP3 expression through hypoxia inducible factor 1α (HIF-1α)].
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 Introduction
 Like any other live cells, immune cells are driven by metabolic machinery. It may be assumed that particular subsets of the immune system differ in activity due to different metabolic pathways utilized during the immune response. There is also growing evidence that genetic mutations can up- or downregulate particular metabolic pathways and adjust metabolism to meet the requirements of the cell ( 7). This observation initiated a series of studies that aimed to understand the signalling pathways responsible for the controlling metabolic processes. In this review, we try to address whether the regulatory function may be linked to the metabolism of T regulatory cells (Tregs) and if modulation of the cell metabolome can be then utilized to control cell function and, more precisely, to treat human diseases ( 7).

 
 Metabolomics- metabolome analysis
 In the last few years, metabolomics, defined as the profiling of metabolites in biofluids, cells, and tissues, has become increasingly important in science ( 8).
 Metabolomics may be represented as a concentration of metabolites or, indirectly, enzyme activities, which particularly visualize the processes of cell activity ( 9). Additionally, cell metabolism is inextricably linked to other parts of the cellular machinery, such as proteomics and genomics. Any changes in the body may result in a series of metabolic shifts. Consequently, metabolic patterns carry an abundance of information that may influence their phenotype and function ( 10). Through these interactions, metabolites become direct modulators of biological processes ( 9). This information revealed countless insights into creating active structures that can influence various cellular pathways ( 9).
 Historically, one of the first observations in the field of metabolomics was the Warburg effect, made by Otto Warburg, which states that cancer cells rely on less sufficient aerobic glycolysis despite oxygen availability ( 11). Although the first suggestion was that the mitochondrial function of cancer cells was defective, further research indicated that there was no switching from mitochondrial respiration to alternative glycolysis in cancer ( 7). Moreover, oxidative phosphorylation (OXPHOS) continues normally, producing adenosine triphosphate (ATP) like in normal tissues under an identical partial pressure of oxygen ( 12). On the other hand, this effect plays a vital role in the metabolic reprogramming of cancer cells, which is considered a ‘hallmark of cancer’ ( 13). Therefore, it is not only a simple adaptation to hypoxia- it is a crucial feature of the malignant phenotype, helping to supply more energy for the overgrowth of tumour cells.
 Although the composition of the human metabolome is still not yet fully defined, compelling evidence indicates that the metabolism of immune cells is a critical control point for subsequent migration, proliferation, differentiation, and maintenance of function. A key finding is that a cell phenotype and its metabolic program are correlated with cell function and, importantly, that changing the metabolic state of the cell can cause a change in its functioning ( 14). The knowledge of how to orchestrate immune cell metabolism may be key to directing the immune system’s potential in treating autoimmune diseases, allergies, or transplant rejection.

 
 T regulatory cells
 As the name suggests, Tregs are a unique population of cells that regulate and suppress other cells in the immune system promoting immune tolerance to self and foreign antigens. We can characterize them as CD4+, CD25 high, CD127-, and FoxP3+ (Forkhead box P3) cells ( 15). Tregs express GLUT family member transporters, mainly GLUT1, and GLUT3 ( 16,  17).
 Forkhead box P3 is the most essential and characteristic protein expressed by the Tregs. The level of FoxP3 expression is associated with the maturation process, cell stability, and suppressive function of Tregs ( 18). Activated T regulatory cells produce suppressive cytokines such as Interleukin 10 (Il-10), Transforming Growth Factor β (TGF-β), and immunomodulatory adenosine (ADO) ( 18,  19). Treg lymphocytes lacking FoxP3 expression are associated with reactions against self-antigens. For example, a genetic loss-of-function mutation in the gene encoding FoxP3 induces IPEX syndrome (Immune Dysregulation, Polyendocrinopathy, X-linked) manifested as a complex autoimmune syndrome ( 20).
 Metabolic requirements depend on the cell type and on their activity state. Although the metabolic processes of effector T cells are quite well known, understanding mechanisms in Tregs have not been fully elucidated. It is not clear how changing energy sources affects the immunophenotype and stability of Tregs.
 
 Metabolic differences between resting and activated cells
 The basic metabolic program depends on the cell’s activity state and varies between naive, activated, and memory cells.
 Naive-resting cells use the energy sources (ATP) produced mainly through oxidative phosphorylation (OXPHOS) from the lipids or glucose as they need energy only for survival and circulation ( 
 Figure 1
) ( 23,  24).
 
 Figure 1
 
 Main metabolic pathways responsible for energy production in T lymphocytes regarding their activity state ( 21,  22).

 

 Each subset of T lymphocytes generates its specific metabolic pattern. T effector cell (Teff; including Th1, Th2, Th17) activation through the T-cell receptor (TCR) and costimulatory CD28 is the signal for the cell to switch metabolism from OXPHOS to glycolysis which will be sufficient for cell growth, proliferation, and cytokine production ( 1,  4,  24– 26). Teffs, upon activation, remain on glycolysis but also glutaminolysis to generate ATP through intense production in the tricarboxylic acid cycle (TCA) ( 
 Figure 1
) ( 23,  24).
 On the other hand, Tregs engage glycolytic metabolism during initial activation, migration, and proliferation, but subsequently, exhibit oxidative metabolism dependent on lipids and pyruvate [fatty acid oxidation- FAO and oxidative phosphorylation-OXPHOS] and become independent of glucose ( 
 Figure 1
) ( 27,  28).
 Changing energy sources is the process which supports their suppressive activity ( 23).
 Proliferating Treg cells are characterized by elevated GLUT1 expression and mTOR (mammalian target of rapamycin) activity, although their suppressive capacity is then reduced, simultaneously downregulating FoxP3 expression ( 29). Additionally, Kishore et al. in their research confirmed that stimulation of the pro-migratory molecule Lymphocyte function-associated antigen 1 (LFA-1) with its ligand (antibody-ligated recombinant mouse ICAM-1; rICAM-1) significantly increases glucose uptake to the cell ( 30).
 Fatty acid oxidation in cultured mice Tregs is regulated by AMP-activated kinase (AMPK). In contrast to mTOR kinase, this metabolic regulator influences lipid oxidation and inhibits  de novo fatty acid synthesis ( 31).
 Within cells, fatty acid binding proteins (FABPs) are responsible for fatty acid uptake and trafficking. In Treg cells, mainly FABP5 is expressed.  In vitro experiments on Tregs induced from human CD4+ cells with FABP5 inhibition resulted in dysregulation of mitochondrial function, decreased OXPHOS, and as compensation, upregulations of the glycolytic pathway ( 6). Interestingly, after treatment with FABP5 inhibitor, Tregs had an increased ability to suppress CD4+ and CD8+ effector cell proliferation and were characterized by a higher Il-10 expression ( 6).
 Most quiescent memory immune cells reduce the intensity of metabolic processes. Like the naive cells, these long-lived cells remain in a steady state and use primarily fatty acids to fuel oxidative phosphorylation and generate ATP to cover basic needs ( 26,  32).

 
 Differences between central and tissue resident Tregs
 Within the Treg population, heterogeneous subpopulations with different phenotypes and functions can be distinguished. After maturation in the thymus, naive-like central cells egress the thymus and inhabit the peripheral lymphatic organs (cTregs) ( 33). Upon antigen stimulation, circulating in peripheral lymphoid organ cTregs may be differentiated into effector Tregs (eTreg) and migrate to the peripheral tissues ( 34). As mentioned, cTregs and eTregs may vary in phenotype and function. Moreover, many tissue-specific factors (e.g. oxygen availability, nutrient and metabolites) may change peripheral cells’ characteristics ( 35). eTregs can expand and suppress more effectively by dynamically regulating specific metabolic pathways, including mTOR ( 33).
 For example, adipose tissue Tregs aim to inhibit proinflammatory processes in fat and are responsible for sustaining balanced insulin sensitivity, whereas Tregs in skeletal muscles or the brain are responsible for amphiregulin (AREG) production and participate in after-injury tissue regeneration ( 33).
 Furthermore, specific bacterial-derived metabolites influence gastrointestinal Tregs.
 Smith et al. in their research on mouse models demonstrated that treatment with short-chain fatty acids (SCFA)  in vivo increased cTregs FoxP3 and Il-10 expression. Additionally,  in vitro experiments assuming Treg treatment with SCFA resulted in an improvement of Treg proliferative capacity and suppressive activity ( 36).
 As a result, the tissue environment is the primary factor behind metabolism orchestration and Treg diversification in non-lymphoid tissues ( 33).


 
 Intrinsic factors affecting cell function
 
 Glucose-lipid balance and the influence on Treg stability
 The activation of human Tregs with toll-like receptor (TLR) agonists or forced expression of GLUT1 increases glycolysis and proliferation but inhibits their anti-inflammatory suppressive functions ( 18,  28). On the other side, when glucose is deprived in inflammatory conditions, it shifts the balance between Teffs (T effector cells) and Tregs, preventing Th lymphocyte differentiation and reciprocally favouring Tregs development both  in vitro and  in vivo ( 37).
 Hyperglycemic conditions induce inflammatory gene expression in lymphocytes, including Il-6, Il-9, and Il-17, which are mostly NF-κB dependent ( 38).
 Moreover, hyperactivation and oxidative stress caused by high glucose levels lead to autoregressive reactions and disruptions in tolerance induction by Tregs. The presented mechanism may be a reason behind propelling of inflammation and exacerbation of the disease in poorly controlled diabetic patients ( 39).
 The mechanism which may secure activated Tregs from elevated glycolysis is the reduction of GLUT1 expression exerted by the transcriptional factor FoxP3 (essential Tregs marker). This subsequently reduces the transport of glucose to the cell and improves the suppressive function of Tregs ( 18).
 On the other hand, Treg differentiation was activated by diacylglycerol O-acyltransferase 1 (DGAT1) - mediated TAG synthesis ( 40). The decrease in lipid droplets increases the generation of FoxP3+ Tregs in the presence of α-ketoglutarate. Some studies have shown that α-ketoglutarate increases interferon γ (IFN-γ) secretion by CD4 T cells as well as CD4+ CAR-T cells, irrespective of whether they are activated in Treg or Th1 conditions ( 40) ( 41).
 Additionally, the experiment with etomoxir treatment, which is the blocker of lipid oxidation through inhibition of carnitine palmitoyltransferase-1 (CPT1), transporter of fatty acids into the mitochondria, indicated that this compound decreases the suppression exerted by Tregs differentiation, while not changing T effector lymphocyte functioning ( 42). This notion proves that elevated glycolysis impairs mainly the activation of Tregs ( 27,  43,  44).
 Cytotoxic T cell antigen 4 (CTLA-4) also conditions the interplay between glycolysis and
 T regulatory cell’ function. The blockade of this receptor increases glucose metabolism and promotes Treg functioning instability ( 45). Research showed that CTLA-4 stimulation does not affect the transport of glucose on its own but may inhibit glucose uptake induced by CD28-stimulated cell activation, making glycolysis cease to be the main energy source in the Treg cell ( 30).
 Finally, our recent studies suggest that Tregs may keep independence from glycolysis and continue metabolism based on OXPHOS through the active uptake of mitochondria from surrounding cells, mainly mesenchymal stem cells (MSCs). These ‘borrowed’ mitochondria are usually active producers of ATP from OXPHOS and improve the function of Tregs ( 46).

 
 
 mTOR

 The mammalian target of rapamycin (mTOR) is a protein kinase that belongs to the phosphatidylinositol 3-kinase-related kinases (PIKK) family ( 47,  48). mTOR controls crucial cell processes such as transcription, translation, cell growth, and metabolism in response to multiple factors (nutrients, growth factors, hormones, and stresses) ( 49,  50). For this reason, any modulation of the mTOR pathway significantly changes the function of the cells, which is associated with a probability of mutagenesis, autoimmunological reactions, or other types of immune diseases ( 50,  51). While the activity of mTOR is necessary for Teffs (Th1, Th2, Th17) differentiation, mTOR deficient T cells keep T regulatory cell phenotype instead ( 1,  52).
 The hyperactivation of mTOR kinase in Tregs, through enhancement of glycolytic programming, may result in reduced proliferative capacity (defective function) and promote cell anergy ( 53,  54).
 However, suppression of mTOR kinase signalling in Tregs promotes mitochondrial oxidative metabolism rather than glycolysis, improving suppressive function ( 42). Hence, excessive mTOR activation can also lead to impairment in Treg survival, and lineage instability manifested mainly through low FoxP3 expression ( 55,  56). This is widely used in the modulation of Tregs in experimental and clinical settings.


 
 Extrinsic factors affecting cell function
 
 Ischemic environment and inflammation
 It is not only the life cycle of a cell that causes metabolic shifts. Recent studies have shown that immune cells function differently depending on the environment in which they reside.
 Ischemic tissues show low glucose and high lactate concentrations, which seems inappropriate for T lymphocytes relying on oxidative glucose metabolism. Although, it turns out that T regulatory cells are becoming highly pro-tolerant then. The mechanism of this process is still unknown, but it may be associated with Hypoxia Inducible Factor 1 (HIF-1) and its influence on FoxP3 expression ( 28,  43,  44).
 The end-product of anaerobic glycolysis, lactate, in physiological concentration in blood and healthy tissues reaches approximately 1.5–3 mM. Lactate, at a physiologic 1mM concentration, can substitute only about 10% glucose. However, during lactic acidosis evoked by hypoxia, diabetes, chronic obstructive lung disease, disseminated cancer, or inherited metabolic diseases, blood lactate may reach 10 mM and higher concentrations and replace up to 25% glucose in acetyl-CoA and energy production ( 57). There are data showing that its level may reach 10–40 mM in inflamed tissues such as arthritic joints and adipose tissue in obese individuals ( 58,  59). Lactate is transported by solute carrier transporters that perform proton-lactate symport, monocarboxylate transporter 4 (MCT4) transporter of low affinity (Km 22 -28 mM) and sodium-dependent transport (SLC5A8) ( 58). CD4+ T cells do express SLC5A12 transporter ( 58). The experiments demonstrated that lactate accumulation in the inflamed tissue contributes to the upregulation of the SLC5A12 transporter in human CD4+ T cells ( 59). Therefore, lactate is a major signalling molecule able to operate the plastic shift of the immune response within the diseased site. Also, lactate may increase inflammation by the elevation of IL-6 and IL-8 secretion by CD4+ T cells ( 57). Moreover, a lactate receptor,
 G protein-coupled receptor 81 (GPR81), was identified on CD4+ T cells ( 60,  61). Binding of lactate to this receptor led to the activation of PD-L1, which resulted in T effector cell suppression ( 61).
 Nevertheless, lactate is often considered a side product of glycolytic metabolism. Findings show that deficiency of monocarboxylate transporter 1 (MCT1; high affinity lactate and pyruvate transporter) may impact Treg cell function in the gut. Because lactate not only fuels the TCA cycle but is also exported from the mitochondria, contributing to higher glycolytic pathways  via phosphoenolpyruvate (PEP). It is produced from malate to oxaloacetate and catalyzed by carboxykinase (PEPCK). Thus lactate may become a gluconeogenic fuel source, leading to a decrease in glucose uptake by Treg, resulting in increased Treg cell suppressor function ( 62).
 The hypoxia-inducible transcription factor (HIF-1) is one of the most vital elements in physiological adaptation to varying oxygenation states. It is expressed in almost all mammalian cell types and plays an important functional role in innate and adaptive immune cells, including macrophages, neutrophils and lymphocytes ( 63– 65). HIF transcription factor is controlled by many other factors besides oxygen. For instance, cytokines can induce HIF-1 in response to inflammation and infection of the immune system. In particular, in T cells, HIF-1 is stabilized upon TCR activation, which plays a role in the metabolic transition to glycolysis, which in turn supports proliferation and effector function. There is strong evidence that it regulates glycolysis through the activation of hexokinase and phosphofructokinase but also induces overexpression of GLUTs on the cell surface ( 66,  67). Another research group carried out an experiment on mice models to check the interplay between FoxP3 and HIF-1α, and the results showed that HIF-1α enhances FoxP3 ubiquitination and degradation ( 68). Glycolysis, subsequent lactate production, and its accumulation lead to tissue acidosis ( 69). Interestingly, there are reports that the end-product of glycolysis, lactate, causes decreasing pH in inflamed tissues, inhibits T cell migration, increases proinflammatory Il-17 production, and results in cytolytic activity by CD4+ and CD8+ T cells ( 25).
 Another transcriptional factor mediating inflammatory responses is Nuclear factor kappa-light-chain-enhancer of activated B cells (NF-κB). This protein complex induces the expression of proinflammatory genes (Il-6, Il-18) and participates in inflammasome regulation ( 70). As a consequence, Teffs are recruited to the inflamed tissues, which allows them to fight off the cause of the infection. However, when the immune response is dysregulated, it contributes to the development of chronic inflammation and tissue damage ( 70). In addition, it was confirmed that NF-κB induces the expression of HIF-1α ( 71,  72). The increased levels of NF-κB may lead to the enhancement of glycolytic metabolism and the production of proinflammatory cytokines, chemokines, and angiogenic factors through the induction of the HIF-1 a pathway linking innate immunity and hypoxic response ( 72). This mechanism will also adversely affect Tregs, impairing their ability to suppress enhanced proinflammatory reactions.
 Summarizing the above mechanisms, it appears that selective glucose deprivation or reduction of the glycolysis-enhancing pathways intensity in Treg cells can contribute to inhibition of inflammation and excessive stimulation of T effector cells.

 
 Adenosine
 An inflammatory immune response is inextricably linked with the release of high amounts of ATP into the extracellular space, where it is captured and partially transformed into adenosine (ADO) ( 5).
 ADO is considered to be a crucial metabolic immune checkpoint that regulates inflammatory responses. Adenosine receptors (ARs; A1R, A2AR, A2BR, and A3R) are expressed in all immune cells ( 73). The interaction of ADO with its surface receptor triggers anti-inflammatory effects. Studies on Tregs report that these cells express CD39 (ectonucleoside triphosphate diphosphohydrolase-1) and CD73 (ecto-5’-nucleotidase) molecules which are the cell-surface enzymes converting ATP into adenosine through a series of dephosphorylation of the adenine nucleotides ( 74). Deaglio et al. showed that FoxP3+CD39+ Tregs effectively suppress proliferation of CD4+CD25- effector T cells through the interaction of ADO derived from CD39 and CD73 expressed on Tregs with A2 adenosine receptor on the cell surface ( 75) and subsequent cAMP production ( 5,  76). Additionally, FoxP3 is associated with CD39 expression, which also links ADO metabolism with the function of Tregs ( 5,  77,  78). ADO influences immune responses by altering the release of cytokines. For example, the ligation of ADO to its receptor upregulates the production of Il-10 in experimental mouse models ( 79). Interestingly, ADO has also been shown to increase the amount of Tregs through ADO-A2AR interaction ( 80).
 Considering the above research, adenosine carries great potential in increasing Treg’s functional potential. Finding a way to more effectively influence ADO-AR pathways may be a possible step toward designing new  in vivo and  in vitro treatment methods by influencing Treg-Teff and Treg-Treg interactions (increased production of suppressive cytokines, strengthening the effect of ADO on Teffs, or increased proliferation of Tregs).


 
 Treatment with Il-2
 T cells may be activated in a few different ways,  inter alia by triggering TCR, TLR, or CD25. CD25 (also known as Il-2Rα, Interleukin-2 Receptor α) is a high affinity molecule present on the T cell surface responsible for interaction with Interleukin 2 (Il-2).
 Research suggests that Il-2 promotes different signalling pathways depending on the T cell subset ( 2). In Th1 cells, it primarily promotes STAT5 (signal transducer and activator of transcription 5) signalling, increases the expression of CD25, and redirects the signal to the PI3K/Akt/mTOR pathway. This shift causes intense anabolic metabolism, enabling the proliferation and maintenance of the effector function. In Tregs, Il-2 is essential for their development in the thymus but also for the proliferation and maintenance of Tregs at the periphery ( 81). In this subset, only the STAT5 transducing signal pathway is operant. PI3K/Akt/mTOR is inhibited by Phosphatase and Tensin homolog (PTEN), reducing mTOR kinase activity. Additionally, STAT5 is responsible for FoxP3 expression and upkeeping the suppressive capacity of Tregs ( 3,  82). The activation of the STAT5 pathway by Il-2 exerts a positive effect on the suppressive abilities of Tregs, but it also negatively regulates T follicular helper cells (Tfh) and Th17 cell differentiation, diminishing Il-17 production, which altogether prevents enhanced proinflammatory responses ( 83).
 In contrast to Teffs, Tregs express a significant amount of high-affinity Il-2R, allowing them to respond to a low level of Il-2 stimulation. At the same time, a high amount of Il-2 showed to favour the development of Teffs ( 81). Hence, maintaining proper stimulation  via the concentration of Il-2 is fundamental in establishing a balance between the progression of autoimmunity and health ( 83). These findings lead to the development of low doses of Il-2 treatment allowing for the prevention and proper control of autoimmune diseases ( 84).

 
 Autoimmune diseases and metabolism
 Autoimmunity results from abnormal immune responses that occur against self-tissues and, in general, leads to excessive activation of inflammation and self-tissue damage. This stimulus brings a metabolic switch causing a Warburg-like up-regulation of aerobic glycolysis that adjust the balance between inflammatory and regulatory immune phenotypes ( 85). Again, also in this particular pathology, while classically activated Teffs require glycolysis for their survival and functioning, Tregs favour oxidative metabolism ( 86).

 
 Metabolome-influencing treatment of autoimmune conditions
 Some drugs, commonly used to treat autoimmune diseases, influence the metabolism of immune cells. Glucocorticoids, like dexamethasone and corticosterone, inhibit glycolysis and lactate production hence decreasing T effector function in rat thymocytes ( 87). Another immunosuppressive agent, mycophenolic acid (MPA, an active form of mycophenolate mofetil-MMF), downregulates HIF-1α, which may positively influence Tregs development and suppressive capacity by inhibition of FoxP3 ubiquitination and degradation ( 68,  88).  In vitro experiment on human CD4+ T cells showed that MPA inhibited proinflammatory Il-17, IFN-γ, and TNF-α production and reduced Akt/mTOR pathway signalling and STAT5 phosphorylation while Il-2 and CD25 were unaffected. Treatment with MPA also caused enhanced expression of FoxP3 ( 89).
 A scientific effort is made to develop new treatment methods for autoimmune diseases. Some of them already utilize the modulation of metabolic pathways to change the immune response. As mentioned earlier, a lack of functional Tregs population can induce severe immune-mediated consequences. This information initiated a series of experiments using Tregs as potential therapeutic agents. Many clinical trials are conducted to assess the efficacy effects of Treg cell-based therapies for immune-related conditions, like Graft versus Host Disease (GvHD), graft rejections, Type 1 Diabetes (T1D), Multiple Sclerosis (MS), Systemic Lupus Erythematosus (SLE), Autoimmune Hepatitis, or Crohn Disease ( 15) ( 90).
 For particular diseases (such as T1D) have entered clinical trials ( 91,  92). Ongoing standard protocols assume using polyclonal Tregs that are  ex vivo expanded CD25+CD4+ cells ( 93,  94). This procedure aims to multiply the number of cells before the infusion ( 95). Safety of the treatment has been confirmed, and no serious adverse effects were reported in patients treated with polyclonal  ex vivo-expanded autologous transfer of Tregs ( 90,  92,  96– 98). The current focus is on improving Treg functionality, for example, producing antigen-specific Tregs by stimulation with monocytes ( 99) or co-administration of polyclonal Tregs with Il-2 ( NCT02772679).
 Influencing the metabolome of Tregs is another potential mechanism that can improve the stability and functionality of the cells used in treatment. Reports show that metabolism is the main factor behind maintaining the Treg/Th17 balance in SLE patients ( 100– 102). These premises may be a basis for the future development of new methods to improve Treg function in immune-related conditions, probably even  in vivo.
 For example, the administration of dimethyl fumarate, a derivative of the Krebs cycle metabolite- fumarate, is widely used to treat autoimmune diseases such as psoriasis and multiple sclerosis (NCT01930708) ( 103). Procaccini et al. demonstrated that dimethyl fumarate (DMF) treatment increases the proliferative potential of Tregs in patients with relapsing-remitting multiple sclerosis (RRMS) and releases higher amounts of anti inflammatory Il-10. Additionally, the effect was exacerbated after anti-leptin monoclonal antibody (leptin neutralization) administration  in vitro, which acts comparably to mTOR inhibition by rapamycin ( 104). These experiments compared Treg and T conventional cells purified from RRMS patients and healthy donors. Researchers used  in vitro experiments to assess the proliferative and suppressive potential of mentioned subpopulations.
 There are also data describing impairments in glucose metabolism, which are considered a key component in the pathogenesis of Rheumatoid Arthritis (RA). This is an autoimmune, chronic disease in which inflammation, mediated by T effector cells, affects the synovial tissue ( 105). Naive CD4+ T cells isolated from RA patients exhibit diminished glycolytic activity ( 106). The activity of lactate dehydrogenase is increased in fibroblast-like synoviocytes (FLS), causing lactate accumulation and a decrease in glucose concentration in joints, which also affects an immune response by impairing the suppressive function of Tregs ( 105). High lactate concentration in the inflamed tissues upregulates  Il17A and  INFγ mRNAs, while it does not change the expression of immunosuppressive Il-10 and TGFβ in CD4+ cells ( 59). The vital role in the upregulation of inflammation in high lactate conditions plays lactate transporter SLC5A12 as treatment with SLC5A12 antibody abolished the proinflammatory response ( 59). Additionally, lactate transported by the SLC5A12 transporter is implicated in the differentiation of Th17 T cell subsets. CD3/CD28 activated CD4+ cells taking up lactate showed an increased intracellular pool of citrate and acetyl-CoA, substrates for fatty acid synthesis (FAS). Results were confirmed by assessing the Acetyl-CoA-Carboxylase 1 (ACC 1; cytosolic isoform responsible for regulating fatty acid synthesis) and 5’AMP activated protein kinase (AMPK; enzyme regulating the process of fatty acid oxidation) activation levels, where ACC1 was increased, and AMPK activity was reduced in the presence of lactate ( 59).
 These data support the concept that irregularities in glucose metabolism in the early stage of RA affect naive CD4+ T cells, which deviate from a regular differentiation pattern and commit to becoming pro-inflammatory effector cells ( 105,  107). In addition, some studies reported abnormal mitochondrial function in CD4+ T cells in patients with RA. This was described mainly as low ATP production and reduced reactive oxygen species (ROS) release ( 107).
 Rapamycin (Rapa), also known as sirolimus, is a macrolide clinically used as an immunosuppressant in the treatment of patients after organ transplantation. Rapamycin interacts with mTOR (mTOR inhibition) and suppresses the growth and proliferation of T effector cells ( 108,  109). Interestingly, Rapa had the opposite effect on Tregs ( 1). Chen et al. showed that Rapa treatment not only promoted Tregs differentiation and proliferation but also increased FoxP3 expression and upregulated the mRNA level of PD-1 and immunosuppressive TGF-β in these cells ( 27,  110,  111). Additionally, data suggest that this macrolide may influence the metabolome of Tregs, as Rapa-treated cells showed a decreased concentration of glycolytic intermediates and increased ATP/ADP and ADP/AMP ratios in comparison to non-treated controls. This indicates the shift from the glycolytic-dependent to oxidative mitochondrial metabolism (OXPHOS), which improves the activity of Tregs ( 27).
 A phase 2, single-centre, randomized, double-blind, placebo-controlled study was carried out, and results showed that Rapamycin treatment reduced insulin requirements in long-lasting Type 1 Diabetic patients ( 112).
 Research on mice has shown that epidermal FABP (E-FABP) deficiency in CD4+ T cells suppresses Th17 through increased expression of peroxisome proliferator- activating receptor γ (PPARγ) while enhancing regulatory T cell development. This mechanism protected mice from autoimmune encephalomyelitis (EAE) in an experimental model of MS. This modulation may be an attractive way of metabolome-influenced treatment method for MS but also other autoimmune conditions ( 113).
 In Systemic Lupus Erythematosus (SLE) patients, disease severity is associated with glutathione (GSH) depletion. Treatment with N-acetylcysteine (NAC), a GSH precursor, showed the inhibition of SLE progression by suppressing mTOR kinase and therefore, increase FoxP3 expression ( 114,  115). Research on NAC treatment in patients with SLE is currently in phase II clinical trials ( 116).
 Several immunometabolism-related methods have been introduced to type 1 diabetes treatment (T1D). For example, the rapamycin and CD28 agonist combination aimed to inhibit T cell activation, migration, and pancreatic β-cell prevention ( 117). Another group tried to combine Rapamycin with Il-2, and islet autoantigen peptides, hence increasing the Treg number and protecting against T1D induction ( 118).

 
 Conclusion
 The aim of metabolomics in medicine is to identify new markers, predict the onset, follow the progression of the diseases, and assess the efficacy of administered treatments ( 9). Metabolomics dictates possible modulations towards better regulation and tolerance. For example, switching cell metabolism from glucose-dependent to lipid-dependent pathways may improve the stability and functionality of Tregs while simultaneously suppressing the proinflammatory effects of Teffs. Moreover, the improvement in Treg function may also be obtained through influence on the main regulatory pathways, such as PI3K-Akt-mTOR, where suppression of these kinases results in the promotion of Treg proliferation, differentiation, and increased expression of FoxP3. Additionally, differences in cell metabolomes may serve as markers of the effectiveness of immunomodulatory treatment.
 The above research raises hopes for treating autoimmune diseases by capturing pathological changes in cell metabolism and redirecting them into those favouring balanced regulatory properties.
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 2-DG
 2-deoxyglucose

 
 ADO
 adenosine

 
 ADP
 adenosine diphosphate

 
 AMP
 adenosine monophosphate

 
 AR
 adenosine receptor

 
 AREG
 amphiregulin

 
 ATP
 adenosine triphosphate

 
 cAMP
 cyclic AMP

 
 CAR-T
 chimeric antigen receptor T cell

 
 CPT1
 carnitine palmitoyltransferase-1

 
 CTLA-4
 cytotoxic T cell antigen 4

 
 DGAT1
 diacylglycerol O acyltransferase 1

 
 DMF
 dimethyl fumarate

 
 FAO
 fatty acid oxidation

 
 FAS
 fatty acid synthesis

 
 GPR81
 G protein-coupled receptor 81

 
 GSH
 glutathione

 
 GLUT
 glucose transporter

 
 GvHD
 Graft versus Host Disease

 
 HIF-1a
 hypoxia-inducible factor 1a

 
 IFN-γ
 Interferon-gamma

 
 LDH
 lactate dehydrogenase

 
 MCT4
 monocarboxylate transporter 4

 
 MS
 Multiple Sclerosis

 
 MSC
 mesenchymal steem cells

 
 mTOR
 mammalian target of rapamycin

 
 NAC
 N-acyetylocysteine

 
 NF-κB
 nuclear factor kappa-light-chain-enhancer of activated B cells

 
 OXPHOS
 oxidative phosphorylation

 
 PEP
 phosphoenolpyruvate

 
 PEPCK
 phosphoenolpyruvate carboxykinase

 
 PGC1α/β
 peroxisome proliferator-activated receptor- γ coactivator 1- α/β

 
 PI3K-Akt-mTOR
 Phosphoinositide 3-kinase- Protein B kinase- mammalian Target of Rapamycin

 
 PIKK
 phosphatidylinositol 3-kinase-related kinases

 
 RA
 Rheumatoid Arthritis

 
 Rapa
 Rapamycin

 
 ROS
 reactive oxygen species

 
 RRMS
 relapsing-remiting multiple sclerosis

 
 SCFA
 short chain fatty acids

 
 SLE
 Systemic Lupus Erythematosus

 
 T1D
 Type 1 Diabetes

 
 TAG
 tricacylglicerol

 
 TCA
 tricarboxylic acid cycle

 
 TCR
 T cell receptor

 
 Teff
 T effector cells

 
 Tfh
 T follicular helper cells

 
 TGF-β
 transforming growth factor β

 
 TLR
 Toll like receptor

 
 TNF-α
 tumor necrosis factor α

 
 Tregs
 T regulatory cells
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 Background
 Previous observational studies have shown an association between smoking and coronary artery disease (CAD) in patients with diabetes. Whether this association reflects causality remains unestablished. This study aimed to explore the causal effect of smoking on CAD in patients with diabetes.

 
 Methods
 Genetic signatures for smoking were extracted from a large genome-wide association study (GWAS), consisted of up to 1.2 million participants. Four smoking phenotypes were included: smoking initiation, cigarettes per day, age at initiation of regular smoking, and smoking cessation. Genetic associations with CAD in patients with diabetes were extracted from another GWAS, which included 15,666 participants (3,968 CAD cases and 11,696 controls). The analyses were performed using the univariable and multivariable Mendelian randomization (MR) method.

 
 Results
 MR analysis revealed that smoking initiation was positively related to CAD risk in patients with diabetes (OR = 1.322, 95% CI = 1.114 – 1.568,  P = 0.001), but this association was attenuated when adjusted for cardiovascular risk factors (OR = 1.212, 95% CI = 1.008 – 1.457,  P = 0.041). Age at initiation of regular smoking was negatively related to CAD in patients with diabetes (OR = 0.214, 95% CI = 0.070 – 0.656,  P = 0.007), but this association became insignificant when adjusted for cardiovascular risk factors.

 
 Conclusions
 This study supported the effect of smoking initiation on the risk of CAD in patients with diabetes.


 
 mendelian randomization
 coronary artery disease
 cardiovascular risk factors
 smoking
 diabetes

 National Natural Science Foundation of China 10.13039/501100001809
 
 
 
 
 
 
 



 
 
 Introduction
 Accompanied by increasing in obesity, aging and diabetes, the incidence and mortality of coronary artery disease (CAD) are increasing annually, which has become a public healthcare burden on a global scale ( 1). It is established that patients with diabetes are at remarkably higher risk of cardiovascular events than those without diabetes ( 2,  3). Therefore, the health systems community has paid great attention to the CAD prevention and treatment, especially in patients with diabetes ( 4,  5). It is crucial to reveal the causal risk factors and the underlying biological mechanisms for preventing CAD in patients with diabetes.
 It is widely acknowledged that smoking is one of the major risk factors for angina pectoris, myocardial infarction and sudden death ( 6– 8). A large scale-cohort study focused on a population with type 2 diabetes supported that smoking was the strongest predictor of death, but no evidence of significant relationship between smoking and CAD was found ( 2). However, there is a lack of strong evidence to clarify the causal relationship between smoking and CAD risk in patients with diabetes.
 Mendelian randomization (MR) is an approach that employed to assess the causality between exposures and outcomes ( 9). Since genotype precedes phenotype, and alleles are randomly assigned at meiosis, this method is less susceptible to measurement error, confounding factors and reverse causality compared with traditional observational studies ( 10). Multivariable MR analyses and mediation analyses can help to explore the further mechanism underlying the relationships observed in univariable analyses ( 11,  12). In present study, we investigated the relationship between smoking and CAD risk in patients with diabetes using MR approach.

 
 Methods
 
 Study design
 We utilized a two-sample MR approach to evaluate the causal effect of genetic predicted smoking traits on the CAD risk in patients with diabetes. To do this, we selected single nucleotide polymorphisms (SNPs) as genetic instruments (IVs) for smoking traits, which must obey the following rules: (1) IVs must be robustly related to smoking traits; (2) IVs should not be associated with potential confounding factors; (3) IVs must influence the CAD risk in patients with diabetes only  via the smoking traits ( 
 Figure 1
).
 
 Figure 1
 
 Conceptual schematics for the design of Mendelian randomization study. IV indicates instrumental variables; SmkInit, smoking initiation; AgeSmk, age at initiation of regular smoking; CigDay, cigarettes per day; SmkCes, smoking cessation; CAD, coronary artery disease.

 


 
 Data sources
 Genetic signatures for smoking traits were obtained from a large genome-wide association study (GWAS), comprising of up to 1.2 million European-descent participants ( 13). Four smoking phenotypes were included in that study: smoking initiation, cigarettes per day, age at initiation of regular smoking, and smoking cessation. Summary-level data for genetic associations with CAD risk in patients with diabetes were obtained from a another GWAS, which included 15,666 European-descent participants with diabetes in UK biobank (3,968 CAD cases and 11,696 controls) ( 14). In addition, genetic associations with cardiovascular risk factors (e.g. body composition, blood pressure, serum lipids, as well as others) were also obtained from corresponding consortium or GWAS. Information on data sources was provided in  
 Table 1
. All studies included in the GWASs had been approved by an ethical review committee, and all the participants had provided informed consent. No additional ethics approval was required for current study.
 
 Table 1
 
 Overview of data sources.

 
 
 
 Traits
 No. of cases
 No. of controls
 Population
 Consortium


 
 
 Exposure

 
  SmkInit
 NA
 1,232,091
 European
 GSCAN ( 13)

 
  AgeSmk
 NA
 341,427
 European
 GSCAN ( 13)

 
  CigDay
 NA
 337,334
 European
 GSCAN ( 13)

 
  SmkCes
 NA
 547,219
 European
 GSCAN ( 13)

 
 Outcome

 
  CAD in diabetes
 3,968
 11,696
 European
 UK biobank ( 14)

 
 Body composition

 
  BMI
 NA
 694,649
 European
 GIANT ( 15)

 
  WHR
 NA
 694,649
 European
 GIANT ( 15)

 
 Blood pressure

 
  SBP
 NA
 757,601
 European
 UK biobank and ICBP ( 16)

 
  DBP
 NA
 757,601
 European
 UK biobank and ICBP ( 16)

 
  PP
 NA
 757,601
 European
 UK biobank and ICBP ( 16)

 
 Serum lipids

 
  HDL-C
 NA
 187,167
 Mixed
 UK biobank and GLGC ( 17)

 
  LDL-C
 NA
 173,083
 Mixed
 UK biobank and GLGC ( 17)

 
  TC
 NA
 187,365
 Mixed
 UK biobank and GLGC ( 17)

 
  TG
 NA
 177,861
 Mixed
 UK biobank and GLGC ( 17)

 
 Other related traits

 
  EA
 NA
 1,131,881
 European
 SSGAC ( 18)

 
  Activity
 NA
 91,105
 European
 UK biobank ( 19)



 
 
 SmkInit indicates smoking initiation; AgeSmk, age at initiation of regular smoking; CigDay, cigarettes per day; SmkCes, smoking cessation; CAD, coronary artery disease; BMI, body mass index; WHR, waist-to-hip ratio; SBP, systolic blood pressure; DBP, diastolic blood pressure; PP, pulse pressure; HDL-C, high-density lipoprotein cholesterol; LDL-C, low-density lipoprotein cholesterol; TC, total cholesterol; TG, triglyceride; EA, educational attainment.




 
 SNPs selection
 We selected SNPs associated with smoking traits from the GWAS of smoking at a level of genome-wide significance (p < 5 × 10 −8). The specific SNP was excluded when it was unavailable in the summary data for CAD risk in patients with diabetes. The selected SNPs were clumped (clumping window = 10Mb, clumping r2 cutoff = 0.01) using the PLINK clumping method. In total, 313 SNPs were used as IVs for smoking initiation, 9 SNPs for age at initiation of regular smoking, 40 SNPs for cigarettes per day, and 18 SNPs for smoking cessation. All the SNPs were valid (F-statistic > 10).  
 Table S1
– 
 S4
 presented the detailed information for identified SNPs.

 
 Statistical analysis
 We utilized the inverse variance weighted (IVW) method as our primary MR analysis. Specifically, the Wald estimator was applied to calculate the effect of each SNP, and the Delta method was applied to calculate the corresponding standard error (SE). Subsequently, we calculated the overall estimate following an IVW formula ( 20). In sensitivity analysis, we used the weighted median method, MR-Egger method and MR Pleiotropy Residual Sum and Outlier (MR-PRESSO) method as a complement. These methods could provide more robust results or correct for pleiotropy ( 21– 23). In addition, Q-statistic was applied to assess the heterogeneity among SNPs, and the intercept of MR-Egger regression was used to appraise the potential directional pleiotropy ( 21,  22).  P < 0.05 suggested existence of heterogeneity and pleiotropy, respectively. Moreover, funnel plots were generated to provide a visual inspection, in which symmetric graphics indicated absence of pleiotropy ( 24).
 Multivariable MR analyses ( 25) were conducted to estimate the effect of smoking traits on CAD risk in patients with diabetes conditional on other cardiovascular risk factors. The adjusted factors in multivariable MR analyses included body mass index (BMI), waist-to-hip ratio (WHR), diastolic blood pressure (DBP), systolic blood pressure (SBP), pulse pressure (PP), low-density lipoprotein cholesterol (LDL-C), high-density lipoprotein cholesterol (HDL-C), total cholesterol (TC), triglyceride (TG), educational attainment (EA), and physical activity. Both the SNPs proxy for smoking trait and SNPs proxy for adjusted cardiovascular risk factor were used in multivariable MR, and the specific SNP was excluded when it was not available in the summary data. Also, these SNPs were clumped as described above. All analyses were performed using the R packages “TwoSampleMR” and “MendelianRandomization” in RStudio (R version 3.6.2). The statistical power was calculated on mRnd ( 
 Table S5
) ( 26).


 
 Results
 
 The association of smoking traits with CAD risk in patients with diabetes
 
 
 Figure 2
 showed the MR results for the association of smoking traits with the CAD risk in patients with diabetes. The IVW analyses revealed that smoking initiation was positively related to the risk of CAD among patients with diabetes (odds ratio (OR) = 1.322, 95% confidence interval (CI) = 1.114 – 1.568,  P = 0.001), while age at initiation of regular smoking was negatively related to the risk of CAD among patients with diabetes (OR = 0.214, 95% CI = 0.070 – 0.656,  P = 0.007). However, no significant association was observed for smoking frequency (cigarette per day) and smoking cessation. The results for these associations in sensitivity analyses were similar to those of primary analysis. Q-statistic and the intercept of MR-Egger regression suggested no evidence of heterogeneity and horizonal pleiotropy, respectively. No outlier was detected in MR-PRESSO analysis. Symmetrical graphics in funnel plots presented in  
 Figure S1
 provided another evidence against pleiotropy.
 
 Figure 2
 
 Mendelian randomization results for association between smoking traits and coronary artery disease in patients with diabetes. Odds ratio is scaled to per standard deviation increasement in genetically determined smoking initiation (about 10-12% increasement in the probability of being a regular smoker), age at initiation of regular smoking (about additional 0.31-0.50 years), cigarettes per day (about additional 2-3 cigarettes daily) and smoking cessation (about 3-5% increasement in the probability of being a current smoker). OR indicates odds ratio; CI, confidence interval; SmkInit, smoking initiation; AgeSmk, age at initiation of regular smoking; CigDay, cigarettes per day; SmkCes, smoking cessation; MR, Mendelian randomization; MR-PRESSO, MR Pleiotropy Residual Sum and Outlier.

 


 
 The association of smoking initiation and age at initiation of regular smoking with cardiovascular risk factors
 We next assessed if smoking initiation and age at initiation of regular smoking modulated other cardiovascular risk factors. The IVW analyses demonstrated that smoking initiation was positively associated with BMI, WHR, TG, while negatively associated with HDL-C and EA. In addition, it was found that age at initiation of regular smoking was negatively related to BMI, WHR, but positively associated with HDL-C and EA ( 
 Table 2
).
 
 Table 2
 
 Association of smoking initiation and age at initiation of regular smoking with cardiovascular risk factors.

 
 
 
 Traits
 SmkInit
 AgeSmk

 
 SNPs
 Beta (95% CI)
 P
 SNPs
 Beta (95% CI)
 P


 
 
 BMI
 313
 0.178 (0.134, 0.221)
 7.44E-16
 9
 -0.345 (-0.632, -0.058)
 0.019

 
 WHR
 313
 0.175 (0.146, 0.203)
 3.29E-33
 9
 -0.278 (-0.527, -0.029)
 0.029

 
 SBP
 309
 -0.277 (-0.792, 0.238)
 0.292
 9
 -0.869 (-5.868, 4.129)
 0.733

 
 DBP
 310
 -0.052 (-0.343,0.240)
 0.728
 9
 -0.125 (-3.320, 3.070)
 0.939

 
 PP
 309
 -0.229 (-0.554, 0.097)
 0.168
 9
 -0.756 (-2.803, 1.291)
 0.469

 
 HDL-C
 150
 -0.064 (-0.118, -0.010)
 0.020
 6
 0.318 (0.072, 0.564)
 0.011

 
 LDL-C
 150
 0.006 (-0.042, 0.054)
 0.815
 6
 -0.206 (-0.472, 0.060)
 0.129

 
 TC
 150
 0.019 (-0.032, 0.071)
 0.460
 6
 -0.038 (-0.298, 0.222)
 0.774

 
 TG
 150
 0.093 (0.043, 0.142)
 2.75E-04
 6
 -0.029 (-0.268, 0.210)
 0.812

 
 EA
 311
 -0.198 (-0.227, -0.169)
 1.94E-41
 9
 0.491 (0.309, 0.673)
 1.20E-07

 
 Activity
 313
 -0.009 (-0.050, 0.032)
 0.675
 9
 0.080 (-0.146, 0.307)
 0.487



 
 
 SmkInit indicates smoking initiation; AgeSmk, age at initiation of regular smoking; SNP, single-nucleotide polymorphism; CI, confidence interval; BMI, body mass index; WHR, waist-to-hip ratio; SBP, systolic blood pressure; DBP, diastolic blood pressure; PP, pulse pressure; HDL-C, high-density lipoprotein cholesterol; LDL-C, low-density lipoprotein cholesterol; TC, total cholesterol; TG, triglyceride; EA, educational attainment.




 
 The association of smoking initiation and age at initiation of regular smoking with CAD risk in patients with diabetes conditional on cardiovascular risk factors
 In addition, we estimated the causal effect of smoking initiation and age at initiation of regular smoking on the risk of CAD in patients with diabetes, conditional on cardiovascular risk factors, using multivariable MR analyses.
 After adjusting cardiovascular risk factor, robust association of smoking initiation with the risk of CAD in patients with diabetes was observed ( 
 Table 3
). However, the effect of smoking initiation on the risk of CAD in patients with diabetes was attenuated when adjusted for BMI (significant) or EA (marginally significant). The association of smoking initiation with the risk of CAD in patients with diabetes was insignificant when adjusted for HDL-C or TG, which may be biased since around half of the selected SNPs proxy for smoking initiation were lost in this analysis. In the fully adjusted model, the effect of smoking initiation on the risk of CAD in patients with diabetes was attenuated but still significant ( 
 Figure 3
).
 
 Table 3
 
 Multivariable Mendelian randomization results for association of smoking initiation and age at initiation of regular smoking with coronary artery disease in patients with diabetes.

 
 
 
 Adjusted Trait
 SmkInit-CAD in diabetes
 AgeSmk-CAD in diabetes

 
 SNPs
 OR (95%CI)
 P
 SNPs
 OR (95%CI)
 P


 
 
 BMI
 813
 1.220 (1.027, 1.450)
 0.024
 614
 1.027 (0.570, 1.853)
 0.928

 
 WHR
 558
 1.281 (1.070, 1.535)
 0.007
 300
 0.982 (0.467, 2.064)
 0.962

 
 SBP
 502
 1.354 (1.139, 1.609)
 0.001
 234
 0.347 (0.140, 0.865)
 0.023

 
 DBP
 547
 1.328 (1.120, 1.575)
 0.001
 282
 0.406 (0.197, 0.837)
 0.015

 
 PP
 500
 1.330 (1.121, 1.577)
 0.001
 225
 0.219 (0.095, 0.502)
 3.37E-04

 
 HDL-C
 201
 1.244 (0.968, 1.598)
 0.088
 61
 0.162 (0.056, 0.465)
 0.001

 
 LDL-C
 178
 1.309 (1.018, 1.682)
 0.036
 35
 0.148 (0.032, 0.690)
 0.015

 
 TC
 186
 1.300 (1.011, 1.670)
 0.040
 44
 0.142 (0.043, 0.468)
 0.001

 
 TG
 175
 1.247 (0.969, 1.606)
 0.085
 31
 0.191 (0.052, 0.705)
 0.013

 
 EA
 987
 1.201 (0.999, 1.444)
 0.052
 820
 0.592 (0.337, 1.038)
 0.067

 
 Activity
 314
 1.322 (1.115, 1.568)
 0.001
 10
 0.190 (0.061, 0.587)
 0.004

 
 ALL traits (BMI a, SBP b, EA, Activity)  c

 1444
 1.212 (1.008, 1.457)
 0.041
 1328
 0.736 (0.468, 1.157)
 0.185



 
 
 SmkInit indicates smoking initiation; CAD, coronary artery disease; AgeSmk, age at initiation of regular smoking; SNP, single-nucleotide polymorphism; OR, odds ratio; CI, confidence interval; BMI, body mass index; WHR, waist-to-hip ratio; SBP, systolic blood pressure; DBP, diastolic blood pressure; PP, pulse pressure; HDL-C, high-density lipoprotein cholesterol; LDL-C, low-density lipoprotein cholesterol; TC, total cholesterol; TG, triglyceride; EA, educational attainment.

 
 
 a Restricted to BMI to avoid collinearity with WHR.

 
 
 b Restricted to SBP to avoid collinearity with DBP and PP.

 
 
 c Lipid trait was not included in this adjusted model, since around half of the selected SNPs were not available in the lipid summary datasets.



 
 Figure 3
 
 Multivariable Mendelian randomization results for association of smoking initiation and age at initiation of regular smoking with coronary artery disease in patients with diabetes when adjusted for body mass index, systolic blood pressure, educational attainment and activity. MVMR, multivariable Mendelian randomization; SmkInit, smoking initiation; AgeSmk, age at initiation of regular smoking.

 

 The relationship between age at initiation of regular smoking and susceptibility to CAD in patients with diabetes was significant when adjusted for blood pressure trait, lipid trait or activity, but insignificant when adjusted for body composition trait or EA ( 
 Table 3
). This result indicated that the effect of age at initiation of regular smoking on the risk of CAD in patients with diabetes might be explained by body composition trait and EA. Besides, the association of age at initiation of regular smoking with the risk of CAD in patients with diabetes was not significant in the fully adjusted model ( 
 Table 3
 and  
 Figure 3
).


 
 Discussion
 This is a two-sample MR study to appraise the causal relationship between smoking traits and the risk of CAD among patients with diabetes. Our study supported that genetically determined smoking initiation was positively related to the risk of CAD among patients with diabetes, and that age at initiation of regular smoking was negatively related to the risk of CAD among patients with diabetes. However, smoking frequency (cigarette per day) and smoking cessation were not associated with CAD risk in patients with diabetes. Using multivariable MR analyses, our study suggested that smoking initiation was independently associated with CAD in patients with diabetes, whereas the effect was attenuated when adjusted for BMI or EA. Besides, the effect of age at initiation of regular smoking may be explained by other cardiovascular risk factors.
 Smoking is a modifiable risk factor for many chronic diseases, e.g. cancer, chronic obstructive lung disease, asthma, CAD and diabetes ( 6,  27– 30). The adverse effects of smoking on CAD have been generally under recognized, and more and more research has been devoted to studying the potential mechanisms of the relationship. Nicotine can result in harm to the cardiovascular system by increasing the level of free radicals and other toxic substances, which may be related to an increased risk of CAD ( 31). Cigarette smoking could cause complex pathophysiological process within the blood vessel wall, which may work by influencing the following four pathways ( 32): (a) lipid oxidation; (b) stimulation of vascular smooth muscle cell proliferation; (c) promotion of the expression of inflammatory factors; and (d) weakened endothelium-mediated platelet inhibition with a tendency for thrombosis. Furthermore, cigarette smoking may increase vasoconstriction and myocardial contractility, resulting in increased myocardial work, myocardial oxygen consumption and a reduction in coronary blood flow as well, which will provoke acute cardiovascular events ( 33).
 Randomized controlled trials (RCTs) are determined as the gold standard in clinical research to reveal the causality ( 34). However, RCTs remain impractical, because of extraordinary cost of time and money ( 35). Since genotype precedes phenotype, and alleles are randomly assigned at meiosis, MR approach evades reverse causality and is less susceptible to confoundings, which may serve as a timely alternative approach compared with conventional observational studies ( 25,  36). Several MR studies have been conducted previously to investigate the association between smoking and diabetes or cardiovascular disease. Yuan et al. found a strong association between smoking and diabetes ( 37). A large‐scale MR study supported the cause-effect relationship between smoking and multiple cardiovascular and cerebrovascular diseases among the general population, in particular, CAD, transient ischaemic attack, ischaemic stroke, heart failure, peripheral arterial disease, abdominal aortic aneurysm, and arterial hypertension ( 38). Levin et al. in their work found that genetic liability to smoking was a strong risk factor for atherosclerotic cardiovascular diseases, including CAD, peripheral artery disease, and large-artery stroke ( 39). Another study on general populations using MR approach has demonstrated that current smokers and smoking initiation are causes of CAD and myocardial infarction ( 40). But people who smoke more cigarettes per day have no causal association with CAD ( 40). Thom et al. used the MR approach to determine whether BMI mediate the effect of smoking on type 2 diabetes and CAD, respectively ( 41). Their results supported that smoking initiation increased a risk of type 2 diabetes and CAD, and BMI mediated the effect of smoking on type 2 diabetes but not CAD ( 41).
 In this study, we focused on the population with diabetes. Consistent with findings from previous studies among the general population ( 40,  41), our findings supported that smoking initiation was positively related to CAD risk in patients with diabetes. Besides, we found that age at initiation of regular smoking was negatively associated with CAD risk. Unlike previous studies ( 40), we found that the effect of smoking initiation on CAD risk were partially explained by BMI or EA, as we focused on patients with diabetes. Likewise, the effect of age at initiation of regular smoking might be explained by body composition trait or EA. Further investigation was warranted to identify how smoking risk portends an increased risk of CAD among patients with diabetes.
 The highlight of present study lies in the design of MR analysis, which used smoking-related SNPs and SNPs-CAD summary data from large-scale GWASs. This could reduce confounding and reverse causation compared with conventional observational studies. Large sample size is another strength, which allows us to examine the hypothesis more precisely. In addition, the study participants are restricted to European-descent, which minimizes the population stratification bias. Furthermore, multivariable MR analyses were used to avoid the bias of confounding and reverse causation, which could be helpful in explaining relationships observed in univariable analyses.
 There are several limitations that warrant discussion. First, it was difficult to entirely rule out the potential pleiotropy, which was an inherent limitation to the MR analysis. However, we did adjust for other traits in our multivariate analyses and the sensitivity analyses yielded robust results. Second, as seen in the work by Xue et al., behavior traits are subject to bias by misreports and longitudinal changes in GWAS and follow-up analyses ( 42). We should be cautious about interpretation of the presented causal associations, since smoking traits are behavior characteristics. Third, when we analyzed the effect of age at initiation of regular smoking, cigarettes per day, smoking cessation on the risk of CAD in patients with diabetes, the statistical power did not reach 80% ( 
 Table S5
). It may be caused by the low variance in exposures explained by the selected SNPs and the insufficient sample size. Forth, there is some degree of overlap between the participants included in the GWAS for smoking traits and coronary artery disease in patients with diabetes, which may cause bias. Fifth, around half of the selected SNPs were not available in the summary data of lipid trait, thus we exclude this trait in the fully adjusted model, which can also cause bias. Sixth, the current study only investigated the association of smoking behaviors with CAD risk among patients with diabetes from a genetic viewpoint. Finally, since the study participants were of European ancestry, whether these findings could be generalizable to other populations remained unclear.

 
 Conclusions
 Our findings provided evidence to support the effect of smoking initiation on the risk of CAD in patients with diabetes.
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    Front. Mar. Sci. Frontiers in Marine Science Front. Mar. Sci. 2296-7745  Frontiers Media S.A.  10.3389/fmars.2023.1133336   Marine Science  Original Research  Temperature sensitivity of oxygen demand varies as a function of organic matter source    Szewczyk Curtis J.  1  *    Smith Erik M.  2  3    Benitez-Nelson Claudia R.  1   1 School of Earth, Ocean, and Environment, University of South Carolina,  Columbia, SC,  United States  2 Belle W. Baruch Institute for Marine and Coastal Sciences, University of South Carolina,  Columbia, SC,  United States  3 North Inlet – Winyah Bay National Estuarine Research Reserve, University of South Carolina,  Georgetown, SC,  United States   Edited by: Tsuneo Ono, Japan Fisheries Research and Education Agency (FRA), Japan  Reviewed by: Sairah Malkin, College Park, United States; Marcus W. Beck, Tampa Bay Estuary Program, United States  *Correspondence: Curtis J. Szewczyk,  curtis.szewczyk@gmail.com  This article was submitted to Marine Biogeochemistry, a section of the journal Frontiers in Marine Science  02 03 2023  2023 10 1133336   28 12 2022  15 02 2023  Copyright © 2023 Szewczyk, Smith and Benitez-Nelson 2023 Szewczyk, Smith and Benitez-Nelson  This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.  Dissolved oxygen (DO) impairment within coastal waters is widespread and rising temperatures may exacerbate low DO levels by enhancing organic matter (OM) degradation. Here, the temperature sensitivity of OM degradation was investigated as DO decay rates determined during standard five-day biochemical oxygen demand (BOD) measurements conducted under different incubation temperatures. Sampling was conducted in the Waccamaw River watershed, South Carolina, a blackwater river with extensive forested wetland that also receives drainage from stormwater detention ponds associated with coastal development, thus providing different sources of contrasting OM composition. Temperature sensitivities were measured as Q 10 temperature coefficients, which define how DO decay rates change with 10 degrees of warming. The average Q 10 value for the wetland sites (2.14 ± 0.41) was significantly greater (p < 0.05) than those measured in either the River (1.49 ± 0.36) or stormwater ponds (1.41 ± 0.21). Furthermore, using Intergovernmental Panel on Climate Change intermediate-to-very high temperature estimates for 2100 of +2.7 – 4.4°C, average predicted increases in DO decay rates for wetlands (~22-39%) are more than double the River (~11-18%) and stormwater pond rates (~9-16%). Our findings for inland, coastal waters agree with previous results for soils, suggesting that temperature sensitivities are variable across sites and increase with more complex, lower quality OM. Future modeling scenarios of DO utilization must therefore consider the influence of OM heterogeneity and the temperature sensitivity response of OM degradation across sources and region to better predict how climate change may impact oxygen impairment in aquatic ecosystems.  dissolved oxygen temperature sensitivity organic matter climate change degradation Q 10 temperature coefficient          1 Introduction Deoxygenation is a critical issue facing numerous marine systems ( Earle et al., 2018) with open ocean oxygen minimum zones expanding throughout the late 20th and early 21st centuries ( Stramma et al., 2008). Dissolved oxygen (DO) impairment and hypoxic conditions (oxygen concentrations < 2 mg L -1) are also increasingly common within coastal ( Breitburg et al., 2018) and inland ( Saari et al., 2018) waters. Hypoxia may cause large shifts in ecological and environmental conditions, such as increasing eutrophication via an increase in the sediment release of nutrients ( Testa and Kemp, 2012), adversely affecting fish growth rates, and contributing to fish kills in both the coastal zone ( Breitburg, 2002) and within aquaculture systems ( Abdel-Tawwab et al., 2019). Several studies have further shown that even DO concentrations above hypoxic thresholds (2.4 to 4.8 mg L -1) can lead to species decline ( Environmental Protection Agency, U. S., 2000;  Vaquer-Sunyer and Duarte, 2008;  Saari et al., 2018). Most work on the underlying causes of coastal hypoxia have focused on nutrient loading and increasing temperatures associated with climate change (e.g.,  Meire et al., 2013;  Low et al., 2021). For example, increasing water temperatures result in a decrease in DO solubility ( Keeling et al., 2010). A temperature increase of 2.7 to 4.4°C by 2100 under two greenhouse gas emissions scenarios, intermediate (SSP2-4.5) and very high (SSP5-8.5), therefore results in a DO saturation decline of 5-10% ( Oschlies, 2019;  IPCC, 2021). The greater delivery of nutrients to coastal waters, often associated with urbanization, results in higher rates of primary production that in turn lead to the formation of sinking organic matter that is remineralized below the depth of gas exchange, or the mixed layer and depletes bottom water DO ( Diaz and Rosenber, 2008;  Howarth et al., 2011). It has also been recognized that greater anthropogenic delivery of nutrients to carbon-rich waters can directly stimulate organic matter remineralization and enhanced DO consumption ( Mallin et al., 2004;  Rosemond et al., 2015). At the same time, biological rates of production, respiration, and organic matter (OM) degradation, as well as community composition, are all also influenced by temperature ( Lloyd and Taylor, 1994;  Pietikäinen et al., 2005;  Vázquez-Domínguez et al., 2007). For example in an analysis of warming impacts in Chesapeake Bay, declines in DO solubility coupled with greater water column stratification accounted for 67% of bottom water DO declines, with the remaining 33% attributed to changes in biological rates, mainly heterotrophic remineralization ( Tian et al., 2021). Thus, teasing apart the various processes influencing DO, reduced DO solubility, enhanced OM production and remineralization, and temperature responses to biologically mediated growth and respiration, are critical. The metabolic theory of ecology (MTE) argues that biological processes largely possess a similar temperature sensitivity, commonly expressed as a Q 10 temperature coefficient of 2.0 ( Gillooly et al., 2001;  Brown et al., 2004), where Q 10 reflects the exponential effect of a 10°C rise in temperature on the biologically mediated degradation rate. A value of 2.0 thus indicates a doubling in degradation rate with 10°C of warming. Most studies within aquatic systems have followed the MTE model and assumed that biologically mediated OM degradation rates have a relatively uniform temperature sensitivity ( Gillooly et al., 2001;  Brown et al., 2004) regardless of the source or heterogeneity of the OM available for degradation. Within terrestrial soils there is an increasing body of work that suggests there are variable temperature sensitivities across OM composition (or “quality”) resulting from different OM sources ( Sierra, 2012). For example,  Bosatta and Ågren (1999) have shown that the decomposition rate of low-quality (recalcitrant) OM substrates increases more rapidly with increasing temperatures relative to high-quality (labile) substrates. The greater temperature sensitivity of low-quality OM is hypothesized to be due to the alleviation of higher activation energies associated with the breakdown of more complex chemical bonds ( Davidson and Janssens, 2006). Several studies have since determined elevated temperature sensitivities, measured as Q 10 temperature coefficients, for lower-quality OM ( Fierer et al., 2005;  Conant et al., 2008). Similar temperature sensitivity studies within aquatic systems are rare, although  Lønborg et al. (2019) found that metabolic responses to temperature varied relative to the bioavailability of DOM within tropical waters. These results are intriguing given the synergies between rising temperatures, OM degradation, and resulting low DO concentrations in coastal waters, especially with increasing population growth. For example, urbanization may alter OM composition and promote nonpoint source inputs of readily degradable, high quality, OM ( Arndt et al., 2013;  Hosen et al., 2014) characterized by lower degrees of aromaticity and molecular weight.     In this study, we explore the relationship of OM source on the temperature sensitivity of OM degradation, as determined by DO consumption rate, in the blackwater Waccamaw River watershed, South Carolina. Coastal blackwater rivers are dominated by terrestrially derived OM and are common in the Southeast and Gulf coasts of the U.S., as well as within other semi-tropical latitudes globally ( Meyer, 1990). These waters are designated as “blackwater” due to their tea-colored waters, which occurs due to the large influence of chromophoric dissolved organic matter (CDOM) ( Gallegos, 2005). Blackwaters are often light limited, which reduces autotrophic production ( Lewis, 1988;  Phlips et al., 2000). High concentrations of terrestrial OM and low light levels also make these systems naturally low in DO, although this can be exacerbated by anthropogenic disturbances in their watersheds ( Todd et al., 2009). The Waccamaw River, in particular, experiences periodic DO impairment, as characterized by daily minimum DO concentrations < 4.0 mg L -1, that is associated with increasing urbanization in its watershed ( SCDHEC, 1999;  SCDHEC, 2014). As such, the Waccamaw River serves as an ideal system to explore our objective, investigating the potential for how distinct OM sources influence DO demand in response to increasing temperature. Based on terrestrial OM research, it is hypothesized that sites dominated by lower quality OM will display the greatest temperature sensitivities. If this relationship is supported within aquatic systems, sites characterized by low-quality OM might experience greater oxygen consumption, providing further insight on the potential influence of increasing temperatures associated with climate change on deoxygenation in coastal, inland systems.  2 Materials and methods  2.1 Study location and sampling design The Waccamaw River is a tidal, coastal plain river typical of the southeastern United States located within the greater Pee Dee Basin. As part of the Intracoastal Waterway, its waters can influence coastal activity, as the Waccamaw River drains into Winyah Bay and North Inlet Estuary before entering the Atlantic Ocean (  Figure 1). Its watershed is dominated by extensive forested wetlands (39.3% of land use). These wetlands are common in the region, and similar systems have been estimated to export vast quantities of DOM, upwards of 4 to 119 x 1010 g y -1, within the southeastern United States ( Spencer et al., 2013). The high CDOM content gives the River its characteristic blackwater designation ( SCDHEC, 2015) and the pH typically varies between 6 and 7, according to data from Conway Marina (USGS site number: 2110704). Although blackwater rivers are naturally prone to low DO concentrations, increasing residential and peri-urban development (15.4% of land use) in the greater Myrtle Beach, South Carolina, area contributes substantial delivery of additional anthropogenic OM ( SCDHEC, 2015). While South Carolina does not have distinct dry- versus wet-seasons, highest monthly precipitation occurs in the summer throughout the state’s coastal region due to the influence of sea-breeze generated thunderstorm activity ( Runkle et al., 2022). A characteristic feature of residential development in this region is the construction of stormwater detention ponds. According to 2013 aerial imagery, over 9,000 stormwater ponds currently exist within the South Carolina coastal zone and are used as a best management practice for controlling stormwater runoff ( Smith et al., 2018). These ponds are constructed to meet stormwater permit requirements associated with land disturbing activities and are engineered to capture and detain the first 0.5 to 1.0 inch (1.27 to 2.54 cm) of rainfall over the developed area. In retaining this “first flush” of stormwater flow, stormwater ponds also provide water quality treatment by containing land-derived nutrients and OM. Despite alleviating first flush effects, impervious surface coverage and stormwater conveyance connectivity result in wet detention ponds located in urbanized areas that continue to release elevated volumes of runoff, relative to undeveloped regions ( Gold et al., 2020). Further, by containing nutrient runoff from developed landscapes, these ponds also provide ideal conditions for the excessive growth of algae ( Lewitus et al., 2003), which can lead to the production and export of large quantities of high-quality, labile OM that contributes to increased biochemical oxygen demand (BOD) in downstream receiving waters ( McCabe et al., 2021).  Figure 1  Site map displaying land cover base map from USGS National Land Cover Database ( https://www.usgs.gov/centers/eros/science/national-land-cover-database). The different symbols refer to the different site types and locations with circles, stars, and squares corresponding to stormwater detention ponds (P), Waccamaw River (R), and forested wetland (F) sites. See   Table 1 for site details.  To characterize OM decomposition rates and temperature sensitivities, OM from various watershed sources (  Figure 1) was collected at different times during the summer of 2020 (June 5 – August 5) from multiple wetland (n=3) and pond (n=5) systems (  Table 1). The wetlands, which can be considered dystrophic, sensu  Wetzel (2001), were all located within the reaches of Hobcaw Barony, a protected and undeveloped tract of land in the lower Waccamaw River watershed. All stormwater pond samples were collected from medium-density, residential developments located in Georgetown and Horry counties, South Carolina. Replicate samples were also collected from three locations within the lower main stem of the Waccamaw River, where a total maximum daily load (TMDL) was established for DO impairment in 1999 ( SCDHEC, 1999). Due to the Waccamaw River receiving a heterogenous mixture of inputs, from high-quality pond OM to low-quality wetland OM, it is hypothesized that the Waccamaw River will display an intermediate response relative to the endmember OM sources.  Table 1  Sampling site information.    Site ID Site Type Latitude Longitude # Sampling Dates   F1 Forested Wetland 33°21’20.92’’ N 79°12’41.74’’ W x3  F2 Forested Wetland 33°20’14.18’’ N 79°12’36.31’’ W x1  F3 Forested Wetland 33°20’42.57’’ N 79°13’48.83’’ W x1  P2 Stormwater Pond 33°36’15.46’’ N 79°01’13.33’’ W x4  P4 Stormwater Pond 33°35’29.54’’ N 79°02’18.09’’ W x1  P5 Stormwater Pond 33°35’11.37’’ N 79°04’01.16’’ W x1  P6 Stormwater Pond 33°35’22.10’’ N 79°04’32.99’’ W x1  P8 Stormwater Pond 33°33’48.35’’ N 79°03’52.23’’ W x1  R1 Waccamaw River 33°41’40.57’’ N 79°02’52.48’’ W x1  R2 Waccamaw River 33°33’43.14’’ N 79°05’09.47’’ W x2  R3 Waccamaw River 33°26’11.23’’ N 79°10’56.93’’ W x3  2.2 Experimental temperature incubations Water samples (20 L) were collected with a diaphragm pump into pre-cleaned LDPE carboys for transport back to the lab. Since water temperatures were roughly similar to ambient air temperatures, carboys were transported as is, to roughly maintain ambient sample temperatures during the brief transport to the laboratory (generally < 1 h). Surface water samples were immediately split back in the laboratory into three replicates to mirror three temperature regimes: (1) 20°C, the standard incubation temperature for the determination of 5-day BOD (BOD 5;  Eaton et al., 2005); (2) 27.5°C, which serves as a close approximation of the average summer temperature observed in the Waccamaw River during our sampling period (27.1°C); and (3) 35°C, several degrees above the maximum ambient summer temperature observed during our sampling season (30.8°C). Our highest temperature regime of 35.0°C allows for the inference of potential climate change within the region, following the very high (SSP5-8.5) scenario of greenhouse gas emissions, which predicts a global temperature increase of 4.4°C by the end of the century ( IPCC, 2021). Note that these open-bottle replicates were equilibrated overnight at the selected temperature prior to the start of the experiment, thus ensuring that changes in DO within the bottles were a result of biological processing and not from changes in DO solubility. Temperature-equilibrated samples were further partitioned into three, 300 mL borosilicate glass BOD bottles prior to further incubation. Initial and subsequent measurements of DO within each BOD bottle were made approximately every 12 hours over the course of 5-day dark incubations through utilization of a Wiltrox 1 (Loligo Systems, Denmark) chemiluminescent oxygen meter for mini sensors (accuracy ± 0.4%/precision ± 0.1%). The instrument employs fiber optic technology and internally adhered sensor membranes within each bottle, allowing for time-series measurements of DO on individual bottles without invasive sampling. Consumption of DO was measured and calculated both as the absolute BOD 5 and the relative decay rate of the DO time series over 5-days. Lastly, the temperature sensitivity of each sample was quantified as the Q 10 temperature coefficient using the rate of DO decay at the various temperature regimes.  2.3 Ancillary measurements of ambient conditions     Prior to temperature equilibration, a suite of additional measurements were collected to further characterize the study sites. Samples were filtered using pre-combusted, 25 mm diameter, 0.7 μm nominal pore size, glass fiber filters (GF/F). The particulate fraction was analyzed for particulate carbon (PC), particulate nitrogen (PN), molar C:N ratios (C:N), total particulate phosphorus (TPP), particulate inorganic phosphorus (PIP), particulate organic phosphorus (POP), and chlorophyll- a (Chl- a) concentrations. The filtrate was analyzed for dissolved organic carbon (DOC), total dissolved nitrogen (TDN), and total dissolved phosphorus (TDP) concentrations as well as for DOM absorbance spectral metrics, including the specific ultraviolet absorbance at 254 nm (SUVA 254) and absorption coefficients at 250, 254, 365, and 436 nm (a 250, a 254, a 365 and a 436). The magnitude of SUVA 254 is commonly used to infer the degree of aromaticity ( Weishaar et al., 2003) and a 355 is commonly used as a relative measure of the abundance of CDOM within the DOM pool ( Zhang et al., 2009). The a 250/a 365, or E2/E3 ratio, is used as an inverse metric of DOM molecular weight ( Dahlén et al., 1996) and the a 254/a 436 ratio is frequently used to assess allochthonous (low ratios) versus autochthonous DOM (high ratios) ( Battin, 1998;  Jaffé et al, 2004). Through the determination of these parameters, differences among sites were evaluated and used to help explain variable temperature responses and overall oxygen demand experienced within our study. PC and PN were analyzed on a PerkinElmer Series II CHNS/O Analyzer 2400. Previous work has shown that stormwater catchments within coastal South Carolina possess only negligible amounts of inorganic carbon, thus total PC is assumed to be equal to POC ( Schroer et al., 2018). The molecular ratio of PC : PN was calculated to assess the C:N ratios of our sites. To determine the concentrations of TPP and PIP, the ash/hydrolysis method was used ( Aspila et al., 1976;  Benitez-Nelson et al., 2007). The calculated difference between TPP and PIP was used to determine POP. A Turner Trilogy Laboratory Fluorometer was used to determine the concentration of Chl- a following U.S. EPA method 445.0 ( Arar et al, 1997). DOC was determined following methodology described by  Benner and Strom (1993). Briefly, samples were acidified to pH 2 with 10% hydrochloric acid (HCl) prior to analysis using high-temperature combustion on a TOC-VCPN Shimadzu Analyzer. TDN and TDP were analyzed on a SEAL Analytical AA3 nutrient auto analyzer following Standard Methods SM 4500-N C ( Eaton et al., 2005). Absorbance spectra of DOM was measured from 250 to 550 nm with a Shimadzu UV-2450 UV-Vis dual-beam spectrophotometer and then converted to absorption coefficients at 250 nm (a 250), 254 nm (a 254), 355 nm (a 355), 365 (a 365) and 436 nm (a436) with units of m -1. The ratios of E2/E3 (a 250/a 365) and a 254/a 436 were then calculated. To calculate SUVA 254 (L mg -1 m -1), a 254 values were normalized to DOC concentrations converted from μM to mg L -1.  2.4 Statistical approach and data analyses All statistical analyses were completed using R (version 4.0.3) ( R Core Team, 2022) and errors were determined from the standard deviation of replicate measurements. To determine how the Waccamaw River varied with the source water from wetlands and ponds, the use of one-way analysis of variance (ANOVA) was utilized when the data (or log transformed data) were considered normally distributed via Shapiro-Wilk tests. If assumptions of normality were not met, the use of non-parametric Kruskal Wallis tests were conducted to test differences in concentrations or degradation rates between site types (e.g., Waccamaw River, stormwater detention ponds, and forested wetlands). Significant differences were further examined using parametric, Tukey HSD or non-parametric, Conover-Iman tests ( Dinno, 2017) (Bonferroni adjustment method) to identify specific differences among groups. The decay rates of DO were calculated using the slope of natural log transformed decay trends, averaged per triplicate bottle within each sample and temperature regime combination. Temperature sensitivity, Q 10 was calculated following the van’t Hoff equation:     Q  10 = (    R 2   R 1 )       10   (   T 2 −  T 1 ) Where R 1 and R 2 correspond to the DO decay rate over the 5-day incubations at a given temperature (T) treatment, with R 1 being the rate of DO decay at the lower temperature, T 1, and R 2 corresponding to the rate at the higher temperature, T 2. The Q 10 temperature coefficient was calculated both at the lower temperature range (20 to 27.5°C) and the upper temperature range (27.5 to 35°C). All datasets for this study are available in  Szewczyk et al. (2022).  3 Results  3.1 Dissolved oxygen and temperature sensitivity Shifts in DO concentrations were assumed to be the result of internal biological processing, as bottling occurred after equilibration and samples were incubated at steady-state temperatures. Average BOD 5 differs among temperature regimes (F[2, 16] = 6.48, p < 0.05); and was highest for ponds (2.65 ± 1.03 mg O 2 L -1), followed by the wetlands (2.07 ± 0.50 mg O 2 L -1) and the Waccamaw River (1.26 ± 0.60 mg O 2 L -1). Within each temperature treatment, there were significant increases (p < 0.05) in the average DO decay rate with temperature across sites, but to differing extents (  Figure 2). The greatest overall shift between DO decay rates at 20°C and 35°C occurred within wetlands (0.05 to 0.18 d -1), followed by ponds (0.07 to 0.16 d -1), and the Waccamaw River (0.03 to 0.08 d -1). Trends in Q 10 are summarized in   Figure 3. The lower temperature range (20 to 27.5°C) had higher Q 10 temperature coefficients in the wetlands and River relative to the ponds, although differences were not significant due to high variability (F[2, 16] = 1.99, p = 0.169). In contrast, the Q 10 temperature coefficients for the upper range (27.5 to 35°C) differed significantly (F[2, 16] = 7.77, p < 0.05) and were highest in the wetlands (2.14 ± 0.41) (p adj < 0.05) relative to either the River (1.49 ± 0.36) or the ponds (1.41 ± 0.21).  Figure 2  Bar plot displaying the average decay rates of dissolved oxygen (DO) (d -1) for each site type: forested wetland, the Waccamaw River, and stormwater detention ponds; error bars represent standard error. Plots are grouped by incubation temperature: 20 (white), 27.5 (light gray), and 35°C (dark gray).   Figure 3  Bar graph depicting the Q 10 temperature coefficients for each site type (forested wetlands, Waccamaw River, and stormwater detention ponds) at two temperature ranges: Lower range (20 to 27.5°C, light bars) and upper range (27.5 to 35°C, dark bars). Error bars represent standard error across group replication. ANOVA tests yielded no significant differences for the lower range Q 10 values across sites (p > 0.05), however, for the upper range, wetlands yielded significantly higher values (p < 0.05).  Ambient monitoring of daily, minimum DO concentrations at Hagley Landing (USGS site number: 2110815) in the Waccamaw River from 2010 to 2020 (  Figure 4) confirms seasonally low DO impairment (< 4.0 mg L -1) during the summer. Impaired DO conditions have continued to occur despite implementation of TMDL regulations for the region, specifically implemented to reduce the prevalence of low DO ( SCDHEC, 1999). Although the data are highly seasonal, a Seasonal Kendall Test ( McLeod, 2022) confirmed that DO concentrations have continued to monotonically decline over the decade (p < 0.001; τ = -0.073) while average temperatures have increased (p < 0.001, τ = 0.066). In order to separate the effects of reduced DO solubility from other processes, a second data monitoring station located at Conway Marina (USGS site number: 2110704) within the Waccamaw River was explored (  Figure 5). Expected DO equilibrium concentrations were determined using ambient site temperatures, altitude, and an assumed salinity of 0 (the monitoring site is well above tidally induced saltwater intrusions). While measured monthly average DO concentrations displayed a significant negative regression with temperature (F[1, 91] = 805, p < 0.001, R 2 adj = 0.89), absolute DO concentrations were 1.5 to 6.5 mg L -1 lower than that determined from equilibrium with the overlying atmosphere. As temperatures increase, observed DO concentrations deviate further from expected DO equilibrium concentrations.  Figure 4  Continuous monitoring data from 2010 – 2020 including: Daily average water temperature (°C; filled grey region) and daily minimum dissolved oxygen concentrations (mg L -1; solid black line); the red line indicates the threshold of dissolved oxygen impairment as defined by a daily minimum oxygen concentration < 4.0 mg L -1 set by the South Carolina Department of Health and Environmental Control ( SCDHEC, 2014). Dashed black lines indicate the start of the annual cycle in January. Data gathered from Waccamaw River at Hagley Landing (USGS site number 2110815).   Figure 5  Dissolved oxygen (mg L -1), plotted as observed monthly average (black circles) and expected saturation concentration (solid red line), and average monthly temperature (°C) from 2010-2020 from data collected at USGS site 2110704 (Waccamaw River at Conway Marina, at Conway, SC). Expected saturation concentrations were calculated  via site temperature, altitude, and an assumed salinity of 0. The dashed grey line represents a linear regression model, which displays a significant negative relationship between dissolved oxygen and temperature (p < 0.001, R 2 = 0.89).   3.2 Site characteristics To help characterize biogeochemical differences between the Waccamaw River, wetlands, and ponds, we measured dissolved and particulate nutrient and carbon concentrations along with chlorophyll- a and absorbance spectra at each site (  Table 2). Neither PC nor PN concentrations were significantly different (p > 0.05) between site types, although the ponds tended to have higher concentrations relative to the wetland and River sites. The ratio of particulate C:N was also similar for the forested wetlands (14.5 ± 3.9) and the Waccamaw River (13.4 ± 4.9) and higher than the ponds (10.7 ± 2.8), although differences were again not significant due to high variability (F[2, 16] = 1.65, p = 0.224). All measures of particulate phosphorus (TPP, PIP, and POP) showed similar trends with average concentration in the ponds significantly higher (p < 0.05) than the Waccamaw River and the wetlands. Concentrations of Chl- a in the stormwater ponds were more than double those measured in the wetlands and River.  Table 2  Overview of average ambient conditions for each site type.    Variable Forested Wetland Stormwater Detention Pond Waccamaw River Post-hoc Results   PARTICULATE FRACTION    PC (μM) 158.1 ± 87.0 204.7 ± 100.9 109.9 ± 34.5 n.s.    PN (μM) 11.59 ± 6.94 18.55 ± 7.17 9.87 ± 7.25 n.s.    C:N 14.5 ± 3.9 10.7 ± 2.8 13.4 ± 4.9 n.s.    TPP (μM) 0.44 ± 0.13 1.15 ± 0.55 0.91 ± 0.24 P > F    PIP (μM) 0.16 ± 0.05 1.15 ± 0.26 0.50 ± 0.28 P > F    POP (μM) 0.28 ± 0.08 0.50 ± 0.31 0.41 ± 0.17 P > F    N:P 24.9 ± 9.4 17.2 ± 5.7 10.6 ± 6.1 F > R    Chl-a (μg L -1) 12.4 ± 13.5 27.7 ± 13.8 11.0 ± 10.2 n.s.  DISSOLVED FRACTION    DOC (μM) 3790 ± 851 543 ± 152 1091 ± 519 F > R > P    TDN (μM) 86.23 ± 24.77 30.77 ± 9.90 66.77 ± 9.67 P < R, F    TDP (μM) 0.52 ± 0.32 0.58 ± 0.26 1.90 ± 0.32 R > P, F    SUVA 254 12.1 ± 1.37 8.55 ± 2.53 12.3 ± 0.46 P < R, F    E2/E3 3.95 ± 0.12 5.16 ± 0.93 4.29 ± 0.15 F < R, P    a 355 (m -1) 166.6 ± 38.5 13.7 ± 5.1 45.8 ± 21.8 F > R > P    a 254/a 436 11.3 ± 0.83 16.0 ± 3.68 12.1 ± 0.19 P > R, F   Post-hoc results column indicates significant interactions  via Tukey HSD or Conover-Iman test confirmation (n.s.: not statistically significant, >: significantly greater than, <: significantly lower than). Within this column, F, Forested Wetland, P, Stormwater Detention Pond, and R, Waccamaw River. Large differences were observed in dissolved nutrient and dissolved organic carbon concentrations between the sites, but in general, the nutrient and organic carbon concentrations did not systematically co-vary (  Table 2). Average concentrations of DOC were highest in the wetlands (3790 ± 851 μM) and lesser in the River (1091 ± 519 μM) and ponds (543 ± 152 μM), with all sites displaying significant differences to each other (p adj < 0.05). In contrast, highest TDN concentrations were measured in the forested wetlands, and highest TDP concentrations were measured in the River. Post hoc analyses show that TDN was statistically lower in the pond sites (p adj < 0.05), while TDP was statistically higher in the Waccamaw River (p adj < 0.05). DOM absorbance metrics are summarized in   Figure 6. The ponds displayed lower aromaticity (SUVA 254), higher degrees of phytoplankton/ in situ OM (a 254/a 436), lower molecular weight (E2/E3), and lower levels of CDOM (a 355) (  Table 2). In general, the River and wetland sites were similar to one another, with the exception of significantly higher CDOM (a 355) within the forested wetlands (p adj < 0.001). Overall both the River and wetland sites characteristics are opposite of the ponds.  Figure 6  Bar graphs depicting a variety of dissolved organic matter spectral metrics as averages, with error bars representing standard error. Bars are grouped and colored by site type: forested wetlands (dark brown), stormwater detention ponds (green), and Waccamaw River (light brown). The metrics are  (A) SUVA 254 (degree of aromaticity),  (B) a 254/a 436 (allochthonous vs autochthonous),  (C) E2/E3 (inverse to molecular weight), and  (D) a 355 (quantity of chromophoric dissolved organic matter; CDOM).   4 Discussion  4.1 Characterization of OM sources to River The Waccamaw River watershed drains a variety of source waters, ranging from relatively pristine wetlands to urban community stormwater drainages. Substantial autochthonous production from algal cells is common in stormwater detention ponds providing a fresh source of easily degradable OM ( Lewitus et al., 2008). In contrast, blackwater ecosystems, like our forested wetlands, possess substantial levels of more degradation-resistant dissolved organic substrates derived from diverse terrestrial humic-OM, such as fallen vegetation material from vascular plants or topsoil particles delivered via runoff ( Hopkinson et al., 1998;  Majidzadeh et al., 2017;  Textor et al., 2018). In this study, ponds were characterized by higher concentrations of particulate nutrients and Chl- a, characteristic of autochthonous algae production of bioavailable OM and similar to other ponds in the region ( DeLorenzo et al., 2012). In contrast, wetlands contained vastly more DOC than the ponds, consistent with forested wetlands serving as a large source of humic-rich DOC to receiving waters ( Vidon et al., 2014). The Waccamaw River is characterized by intermediate particulate and dissolved carbon and nutrient concentrations due to variable source water inputs. These results are consistent with previous work in the Waccamaw River that found similar DOC concentrations during wet-season flood conditions ( Goñi et al., 2003;  Ruecker et al., 2017), supporting our findings that DOC-rich source waters from wetlands have large influences on the River.     To confirm how OM quality and complexity varies with source, measures of DOM spectral properties were conducted. Measurements of SUVA 254 have been used to identify the degree of aromaticity within OM ( Weishaar et al., 2003). Lower values in the stormwater ponds, relative to either the wetlands or River, are consistent with fresh, algal derived material.  Dahlén et al. (1996) describe a strong inverse correlation between E2/E3 and DOM molecular weight. Here, the forested wetlands possess significantly lower values (p adj < 0.05) relative to the ponds and River, suggesting that wetland DOM is dominated by higher molecular weight compounds, consistent with more complex terrestrially derived humic material. Similarly, OM dominated by autochthonous production is characterized by higher a 254/a 436 ratios ( Battin, 1998;  Jaffé et al., 2004), which is consistent with our stormwater ponds possessing a greater degree of autochthonous OM (16.0 ± 3.68) relative to the forested wetlands (11.3 ± 0.83). The final absorbance metric, a 355, refers to the magnitude of CDOM. Again, our results show significantly increasing values (p adj < 0.001) from stormwater ponds to the Waccamaw River to the forested wetlands. Differences in OM sources influence the ease by which microbes can degrade OM and thus consume DO ( Marschner and Kalbitz, 2003;  Mavi et al., 2012). Combined, ambient conditions and spectral measurements of DOM confirm that OM composition varies significantly (  Table 2) between Waccamaw River source waters, with higher degrees of aromaticity, molecular weight, allochthonous material, and CDOM found within wetlands. Higher complexity OM within the wetlands confirms our definition of these waters as containing lower quality OM relative to the higher quality, more easily degraded pond derived OM, characterized as autochthonous material low in aromaticity, molecular weight, and CDOM.  4.2 Dissolved oxygen and temperature sensitivity Average BOD 5 across all temperature regimes was highest for ponds (2.65 ± 1.03 mg O 2 L -1), followed by the wetlands (2.07 ± 0.50 mg O 2 L -1) and the Waccamaw River (1.26 ± 0.60 mg O 2 L -1), consistent with differences in OM concentrations, and presumed lability based on spectral qualities and provenance. Lowest BOD 5 at the River site likely reflects the additional processing of OM that occurs during transit into receiving waters ( McCabe et al., 2021). The rate of DO decay over the 5-day incubation periods also significantly differs across both temperature and site type (p < 0.05) (  Figure 2). Here, the focus is on DO decay as a measure of OM degradation rates, analogous to the many studies that have used long-term time-series decay rates of DOC to define OM lability (e.g.,  Holmes et al., 2008). The large increase in DO decay rates, with increasing temperature across sites, supports the influence of biologically mediated declines in DO observed with rising temperatures in Waccamaw River waters (  Figures 4,   5). This observed influence of biological processing on DO, via rising temperatures, might aid in explaining why impairment is exhibited annually within the lower main stem of the Waccamaw River during summer high temperatures, regardless of TMDL implementation. The Q 10 temperature coefficient quantifies how DO decay rates change with 10 degrees of warming and have been largely used in studies focusing on the sensitivity of metabolic rates to changing temperatures in soils and aquatic systems. Many studies use a generalized constant Q 10 value of 2.0 and assume a constant value across OM composition and with temperature ( Gillooly et al., 2001;  Appelboom et al., 2010). Based on our results, Q 10 temperature coefficients are neither uniform across sites nor with increasing temperatures (  Figure 3). Highest Q 10 coefficients (> 2.0) occurred within the lower temperature range with no significant difference between sites (F[2, 16] = 1.99, p = 0.169), although the wetlands and River were higher than the ponds. The lack of a significant response between sites may be an artifact of our experimental design as ambient waters were cooled to 20°C to determine BOD 5. This may have differentially impacted the biological community and depressed their response, especially in the ponds that were characterized by higher ambient temperatures. Lower Q 10 coefficients ( < 1.5) occurred within the upper temperature range and were lowest in the River and ponds sites. Lower Q 10 values within the upper temperature range are consistent with the additional degradation of lower quality, less degradable OM ( Davidson and Janssens, 2006) found in our sampled sites. Note that differences between the ponds and wetlands suggests that the wetlands have a higher quantity of OM available for degradation at higher temperatures relative to the pond sites. Previous work has shown that the decomposition rate of low-quality OM substrates increases more rapidly with increasing temperatures relative to high-quality substrates ( Bosatta and Ågren, 1999) and that the greater temperature sensitivity of low-quality OM is due to the alleviation of higher activation energies associated with the breakdown of more complex chemical bonds ( Davidson and Janssens, 2006). In addition, the magnitude of wetland OM available for DO consumption is more than 7 times higher than that found in the ponds. Thus, only small changes in the Q 10 of forested wetlands may have significantly more impact on the receiving waters of the Waccamaw River versus lower DOC concentration, high quality OM pond sources. This study is among the first within coastal waters to investigate the role that OM source plays in the temperature dependence of OM degradation and associated DO consumption. Although the specific relationship between OM source and temperature sensitivity remains poorly resolved ( Sierra, 2012;  Tang et al., 2017), our study supports the findings in the soil literature that systems characterized by lower-quality, more complex OM possess greater Q 10 temperature sensitivities relative to their higher-quality counterparts ( Fierer et al., 2005;  Conant et al., 2008). When comparing our high-quality OM substrate, stormwater ponds, to our low-quality OM substrate, forested wetlands, the average Q 10 value was ~ 52% higher for wetlands. This increase in temperature sensitivity across the OM quality gradient is similar to previous work that found that low quality OM had an increase in temperature sensitivity of ~ 48.5% in a litterbag decomposition study analyzing labile versus recalcitrant sources ( Conant et al., 2008) and ~ 40.9% in a comparison of added C sources to litter between complex catechol and simple citric acid ( Fierer et al., 2005). It is important to note that these studies tracked the rate of DOC decay over time, whereas DO decay rates were directly measured in this study. Thus, direct comparisons rely on the assumption that DO decay in our incubations was largely due to OM degradation. Previous work in this system has shown that the fraction of total BOD from carbonaceous processing dominates DO consumption over the first 5 days ( McCabe et al., 2021), supporting our assumption. While results-to-date are limited, these shared findings between different fields and studies suggest that warming induced from climate change can differentially affect both terrestrial and aquatic system OM degradation, and thus DO consumption and can explain, in part, the ongoing deoxygenation within many ecosystems. Continued urbanization and other anthropogenic activities will continue to cause DO impairment within a developing watershed ( Gold et al., 2020), however, our current study demonstrates the susceptibility of natural systems to ongoing climate change and the influence a warming world may have on deoxygenation. Under current climate predictions, natural ecosystems with lower-quality OM will likely be disproportionately impacted by warmer temperatures, leading to a greater risk of declining DO in these systems. Current IPCC best estimates suggest a 2.7 to 4.4°C average increase in global temperatures by 2100, for intermediate to very high greenhouse gas emissions ( IPCC, 2021). Assuming the lower and upper magnitude of these estimates to average summer-time temperature of the Waccamaw River (~27.5°C), DO decay rates at the wetland sites could increase by an average of 22.4 ± 6.8 to 39.1 ± 12.4% depending on the emission scenario. This calculated projection yields increases in DO decay more than double the average increase for the Waccamaw River proper (10.8 ± 6.8 to 18.4 ± 12.0%) and ponds (9.5 ± 4.5 to 16.0 ± 7.8%). Our findings clearly demonstrate the interaction that OM source and warming may have on degradation rates and DO decay. Such an interaction will further drive declines in inland, coastal DO concentrations, thus supporting our claim that departures from equilibrium concentrations in the Waccamaw River may be due to elevated OM remineralization under increasing temperatures (  Figure 5). Other processes may exacerbate the DO declines within the Waccamaw River in response to changing climates, as well. Future predictions include higher pulses of extreme precipitation in the coastal zone ( Degerman et al., 2013). These storm events will likely increase the relative flushing of temperature sensitive OM from wetlands into the River ( Majidzadeh et al., 2017), allowing for even higher rates of DO demand within the system. The Waccamaw River is just one example of a carbon rich system suffering from DO impairment, as similar coastal blackwater systems are common in semi-tropical latitudes globally ( Meyer, 1990). As such, there remains a need to better characterize the relationship between aspects of molecular complexity from varying OM sources, temperature sensitivity of OM degradation, and the impact of this processing on DO dynamics.  5 Conclusion Our study was aimed towards investigating the potential influence that OM source has on temperature sensitivity of OM degradation and DO consumption within aquatic environments. The “quality-temperature relationship” explored within the soil science literature suggests that sites characterized by more complex, low-quality organic matter tend to display higher temperature sensitivities. Here, our results support a similar relationship in the composition of source waters to the Waccamaw River. Forested wetlands, which were assumed to be lower-quality based on ancillary measurements, possess significantly higher Q 10 values (p adj < 0.05) than initially higher quality pond OM. Together, these metrics support a greater complexity in wetland organic matter that appears to have a stronger response to warming relative to less complex, high-quality organic matter within stormwater detention ponds. Many studies have tended to oversimplify the effect that temperature plays on the rates of metabolic processes of various taxa and habitats ( Huey and Kingsolver, 2011). Thus, similar to the work being conducted in the soil community ( Sierra, 2012), there is a need for aquatic scientists to further investigate the temperature-quality relationship. This is particularly true in coastal ecosystems where a combination of land use, population growth and rising temperatures are already leading to widespread hypoxia ( Gilbert et al., 2010;  Zhang et al., 2010).  Data availability statement The datasets presented in this study can be found in online repositories. The names of the repository/repositories and accession number(s) can be found below:  https://doi.org/10.6073/pasta/f4641c0d98a48000e276be866a31d485.  Author contributions CS collected samples, carried out the study, and conducted statistical analyses. ES and CB-N provided insight towards data analyses and interpretations. ES, CJ, and CB-N developed the experimental approach. CS wrote the first draft of the manuscript, ES and CB-N contributed to subsequent revisions. All authors contributed to the article and approved the submitted version.   Funding This research was supported financially through the NOAA National Ocean Service through the National Estuarine Research Reserve System (Grant #NA20NOS4200030). Additional funding was provided through the University of South Carolina School of Earth, Ocean, and Environment and the Belle W. Baruch Institute for Marine and Coastal Sciences (F. John Vernberg Bicentennial Graduate Fellowship).  Acknowledgments This work could not have been conducted without the help of fellow graduate student, Kelly McCabe, along with assistance from laboratory technicians Eric Tappa, Julie Krask, Brittany Morse, and Meryssa Piper.  Conflict of interest The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.  Publisher’s note All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.  References     Abdel-Tawwab  M.  Monier  M. N.  Hoseinifar  S. H.  Faggio  C. ( 2019).  Fish response to hypoxia stress: growth, physiological, and immunological biomarkers.  Fish Physiol. Biochem.  45,  997– 1013. doi:  10.1007/s10695-019-00614-9     Appelboom  T. W.  Chescheir  G. M.  Birgand  F.  Skaggs  R. W.  Gilliam  J. W.  Amatya  D. ( 2010).  Temperature coefficient for modeling denitrification in surface water sediments using the mass transfer coefficient.  Am. Soc. Agric. Boiological Engineers Vol.  53 ( 2),  465– 474. doi:  10.13031/2013.29578     Arar  E. J.  Collins  G. B. ( 1997).  Method 445.0:  in vitro determination of chlorophyll a and pheophytin a in marine and freshwater algae by fluorescence.  U.S. Environmental Protection Agency,  Washington, DC,  1997.     Arndt  S.  Jørgensen  B. B.  LaRowe  D. E.  Middelburg  J. J.  Pancost  R. D.  Regnier  P. ( 2013).  Quantifying the degradation of organic matter in marine sediments: A review and synthesis.  Earth-Science Rev.  123,  53– 86. doi:  10.1016/j.earscirev.2013.02.008     Aspila  K. I.  Agemian  H.  Chau  A. S. Y. ( 1976).  A semiautomated method for the determination of inorganic, organic and total phosphate in sediment.  Analyst  101,  187– 197. doi:  10.1039/an9760100187     Battin  T. J. ( 1998).  Dissolved organic matter and its optical properties in a blackwater tributary of the upper Orinoco river, Venezuela.  Organic Geochemistry  28,  561– 569. doi:  10.1016/S0146-6380(98)00028-X     Benitez-Nelson  C. R.  Madden  L. P. O.  Styles  R. M.  Thunell  R. C.  Astor  Y. ( 2007).  Inorganic and organic sinking particulate phosphorus fluxes across the oxic/anoxic water column of cariaco basin, Venezuela.  Mar. Chem.  1-2,  90– 100. doi:  10.1016/j.marchem.2007.01.007     Benner  R.  Strom  M. ( 1993).  A critical evaluation of the analytical blank associated with DOC measurements by high-temperature catalytic oxidation.  Mar. Chemistry Measurement Dissolved Organic Carbon Nitrogen Natural Waters  41,  153– 160. doi:  10.1016/0304-4203(93)90113-3     Bosatta  E.  Ågren  G. I. ( 1999).  Soil organic matter quality interpreted thermodynamically.  Soil Biol. Biochem.  31,  1889– 1891. doi:  10.1016/S0038-0717(99)00105-4     Breitburg  D. ( 2002).  Effects of hypoxia, and the balance between hypoxia and enrichment, on coastal fishes and fisheries.  Estuaries  25,  767– 781. doi:  10.1007/BF02804904     Breitburg  D.  Levin  L. A.  Oschlies  A.  Grégoire  M.  Chavez  F. P.  Conley  D. J. . ( 2018).  Declining oxygen in the global ocean and coastal waters.  Science,  359( 6371). doi:  10.1126/science.aam7240     Brown  J.  Gillooly  J.  Allen  A.  Savage  V.  West  G. ( 2004).  Toward a metabolic theory of ecology.  Ecology  85,  1771– 1789. doi:  10.1890/03-9000     Conant  R. T.  Drijber  R. A.  Haddix  M. L.  Parton  W. J.  Paul  E. A.  Plante  A. F. . ( 2008).  Sensitivity of organic matter decomposition to warming varies with its quality.  Global Change Biol.  14,  868– 877. doi:  10.1111/j.1365-2486.2008.01541.x     Dahlén  J.  Bertilsson  S.  Pettersson  C. ( 1996).  Effects of UV-a irradiation on dissolved organic matter in humic surface waters.  Environ. International HUMEX/HUMOR Project Humic Substances  22,  501– 506. doi:  10.1016/0160-4120(96)00038-4     Davidson  E. A.  Janssens  I. A. ( 2006).  Temperature sensitivity of soil carbon decomposition and feedbacks to climate change.  Nature  440,  165– 173. doi:  10.1038/nature04514     Degerman  R.  Dinasquet  J.  Riemann  L.  Luna  S. S.  Andersson  A. ( 2013).  Effect of resource availability on bacterial community responses to increased temperature.  Aquat. Microbial Ecol.  68,  131– 142. doi:  10.3354/ame01609     DeLorenzo  M. E.  Thompson  B.  Cooper  E.  Moore  J.  Fulton  M. H. ( 2012).  A long-term monitoring study of chlorophyll, microbial contaminants, and pesticides in a coastal residential stormwater pond and its adjacent tidal creek.  Environ. Monit Assess.  184,  343– 359. doi:  10.1007/s10661-011-1972-3     Diaz  R.  Rosenber  R. ( 2008).  Spreading dead zones and consequences for marine ecosystems.  Science  321,  926– 929. doi:  10.1126/science.1156401     Dinno  A. ( 2017). “ Conover.test: Conover-iman test of multiple comparisons using rank sums,” in  R package version 1.1.5. Available at:  https://CRAN.R-project.org/package=conover.test.     Earle  S. A.  Wright  D. J.  Joye  S.  Laffoley  D.  Baxter  J.  Safina  C. . ( 2018).  Ocean deoxygenation: Time for action.  Science  359,  1475– 1476. doi:  10.1126/science.aat0167     Eaton  A. D.  Clesceri  L. S.  Greenbaerg  A. E. ( 2005).  Standard methods for the examination of water and wastewater.  21 Ed ( Washington, D.C.:  American Public Health Association).     Environmental Protection Agency.  U. S. ( 2000).  Ambient aquatic life water quality criteria for dissolved oxygen (saltwater): Cape cod to cape hatteras ( EPA-822-R-00-012) ( Washigtn, D.C., USA).     Fierer  N.  Craine  J. M.  McLauchlan  K.  Schimel  J. P. ( 2005).  Litter quality and the temperature sensitivity of decomposition.  Ecology  86,  320– 326. doi:  10.1890/04-1254     Gallegos  C. L. ( 2005).  Optical water quality of a blackwater river estuary: The lower st. johns river, Florida, USA. estuarine.  Coast. Shelf Sci.  63,  57– 72. doi:  10.1016/j.ecss.2004.10.010     Gilbert  D.  Rabalais  N. N.  Díaz  R. J.  Zhang  J. ( 2010).  Evidence for greater oxygen decline rates in the coastal ocean than in the open ocean.  Biogeosciences  7,  2283– 2296. doi:  10.5194/bg-7-2283-2010     Gillooly  J. F.  Brown  J. H.  West  G. B.  Savage  V. M.  Charnov  E. L. ( 2001).  Effects of size and temperature on metabolic rate.  Science  293,  2248– 2251. doi:  10.1126/science.1061967     Gold  A. C.  Thompson  S. P.  Magel  C. L.  Piehler  M. F. ( 2020).  Urbanization alters coastal plain stream carbon export and dissolved oxygen dynamics.  Sci. Total Environ.  747,  141132. doi:  10.1016/j.scitotenv.2020.141132     Goñi  M. A.  Teixeira  M. J.  Perkey  D. W. ( 2003).  Sources and distribution of organic matter in a river-dominated estuary (Winyah bay, SC, USA).  Estuarine Coast. Shelf Sci.  57,  1023– 1048. doi:  10.1016/S0272-7714(03)00008-8     Holmes  R. M.  McClelland  J. W.  Raymond  P. A.  Frazer  B. B.  Peterson  B. J.  Stieglitz  M. ( 2008).  Lability of DOC transported by alaskan rivers to the Arctic ocean.  Geophysical Res. Lett.  35( L03402). doi:  10.1029/2007GL032837     Hopkinson  C. S.  Buffam  I.  Hobbie  J.  Vallino  J.  Perdue  M.  Eversmeyer  B. . ( 1998).  Terrestrial inputs of organic matter to coastal ecosystems: An intercomparison of chemical characteristics and bioavailability.  Biogeochemistry  43,  211– 234. doi:  10.1023/A:1006016030299     Hosen  J. D.  McDonough  O. T.  Febria  C. M.  Palmer  M. A. ( 2014).  Dissolved organic matter quality and bioavailability changes across an urbanization gradient in headwater streams.  Environ. Sci. Technol.  48,  7817– 7824. doi:  10.1021/es501422z     Howarth  R.  Chan  F.  Conley  D. J.  Garnier  J.  Doney  S. C.  Marino  R. . ( 2011).  Coupled biogeochemical cycles: eutrophication and hypoxia in temperate estuaries and coastal marine ecosystems.  Front. Ecol. Environ.  9,  18– 26. doi:  10.1890/100008     Huey  R. B.  Kingsolver  J. G. ( 2011).  Variation in universal temperature dependence of biological rates.  PNAS  108,  10377– 10378. doi:  10.1073/pnas.1107430108    IPCC ( 2021). “ Climate change 2021: The physical science basis,” in  Contribution of working group I to the sixth assessment report of the intergovernmental panel on climate change. Eds.    Masson-Delmotte  V.  Zhai  P.  Pirani  A.  Connors  S. L.  Péan  C.  Berger  S. ( Cambridge, United Kingdom and New York, NY, USA:  Cambridge University Press).     Jaffé  R.  Boyer  J. N.  Lu  X.  Maie  N.  Yang  C.  Scully  N. M. . ( 2004).  Source characterization of dissolved organic matter in a subtropical mangrove-dominated estuary by fluorescence analysis.  Mar. Chem.  84,  195– 210. doi:  10.1016/j.marchem.2003.08.001     Keeling  R. E.  Körtzinger  A.  Gruber  N. ( 2010).  Ocean deoxygenation in a warming world.  Ann. Rev. Mar. Sci.  2,  199– 229. doi:  10.1146/annurev.marine.010908.163855     Lønborg  C.  Baltar  F.  Carreira  C.  Morán  X. A. G. ( 2019).  Dissolved organic carbon source influences tropical coastal heterotrophic bacterioplankton response to experimental warming.  Front. Microbiol.  10. doi:  10.3389/fmicb.2019.02807     Lewis  W. M. ( 1988).  Primary production in the Orinoco river.  Ecology  69,  679– 692. doi:  10.2307/1941016     Lewitus  A. J.  Brock  L. M.  Burke  M. K.  DeMattio  K. A.  Wilde  S. B. ( 2008).  Lagoonal stormwater detention ponds as promoters of harmful algal blooms and eutrophication along the south Carolina coast.  Harmful Algae HABs Eutrophication  8,  60– 65. doi:  10.1016/j.hal.2008.08.012     Lewitus  A. J.  Schmidt  L. B.  Mason  L. J.  Kempton  J. W.  Wilde  S. B.  Wolny  J. L. . ( 2003).  Harmful algal blooms in south Carolina residential and golf course ponds.  Population Environ.  24,  387– 413. doi:  10.1023/A:1023642908116     Lloyd  J.  Taylor  J. A. ( 1994).  On the temperature dependence of soil respiration.  Funct. Ecol.  8,  315– 323. doi:  10.2307/2389824     Low  N. H. N.  Micheli  F.  Aguilar  J. D.  Arce  D. R.  Boch  C. A.  Bonilla  J. C. . ( 2021).  Variable coastal hypoxia exposure and drivers across the southern California current.  Sci. Rep.  11,  10929. doi:  10.1038/s41598-021-89928-4     Majidzadeh  H.  Uzun  H.  Ruecker  A.  Miller  D.  Vernon  J.  Zhang  H. . ( 2017).  Extreme flooding mobilized dissolved organic matter from coastal forested wetlands.  Biogeochemistry  136,  293– 309. doi:  10.1007/s10533-017-0394-x     Mallin  M. A.  McIver  M. R.  Ensign  S. H.  Cahoon  L. B. ( 2004).  Photosynthetic and heterotrophic impacts of nutrient loading to blackwater streams.  Ecol. Appl.  14,  823– 838. doi:  10.1890/02-5217     Marschner  B.  Kalbitz  K. ( 2003).  Controls of bioavailability and biodegradability of dissolved organic matter in soils.  Geoderma Ecol. aspects dissolved organic matter soils  113,  211– 235. doi:  10.1016/S0016-7061(02)00362-2     Mavi  M. S.  Marschner  P.  Chittleborough  D. J.  Cox  J. W.  Sanderman  J. ( 2012).  Salinity and sodicity affect soil respiration and dissolved organic matter dynamics differentially in soils varying in texture.  Soil Biol. Biochem.  45,  8– 13. doi:  10.1016/j.soilbio.2011.10.003     McCabe  K. M.  Smith  E. M.  Lang  S. Q.  Osburn  C. L.  Benitez-Nelson  C. R. ( 2021).  Particulate and dissolved organic matter in stormwater runoff influences oxygen demand in urbanized headwater catchments.  Environ. Sci. Technol.  55,  952– 961. doi:  10.1021/acs.est.0c04502     McLeod  A. I. ( 2022). “ Kendall: Kendall rank correlation and Mann-Kendall trend test,” in  R package. version 2.2.1. Available at:  https://CRAN.R-project.org/package=Kendall.     Meire  L.  Soetaert  K. E. R.  Meysman  F. J. R. ( 2013).  Impact of global change on coastal oxygen dynamics and risk of hypoxia.  Biogeosciences  10,  2633– 2653. doi:  10.5194/bg-10-2633-2013     Meyer  J. L. ( 1990).  A blackwater perspective on riverine ecosystems.  BioScience  40,  643– 651. doi:  10.2307/1311431     Oschlies  A. ( 2019). “ Ocean deoxygenation from climate change,” in  Ocean deoxygenation: Everyone’s problem – causes, impacts, consequences, and solutions. Eds.    Laffoley  D.  Baxter  J. M. ( Gland, Switzerland:  IUCN),  105– 116.     Phlips  E. J.  Cichra  M.  Aldridge  F. J.  Jembeck  J.  Hendrickson  J.  Brody  R. ( 2000).  Light availability and variations in phytoplankton standing crops in a nutrient-rich blackwater river.  Limnology Oceanography  45,  916– 929. doi:  10.4319/lo.2000.45.4.0916     Pietikäinen  J.  Pettersson  M.  Bååth  E. ( 2005).  Comparison of temperature effects on soil respiration and bacterial and fungal growth rates.  FEMS Microbiol. Ecol.  52,  49– 58. doi:  10.1016/j.femsec.2004.10.002    R Core Team ( 2022).  R: A language and environment for statistical computing. ( Vienna, Austria:  R Foundation for Statistical Computing). Available at:  https://www.R-project.org/.     Rosemond  A. D.  Benstead  J. P.  Bumpers  P. M.  Gulis  V.  Kominoski  J. S.  Manning  D. W. P. . ( 2015).  Experimental nutrient additions accelerate terrestrial carbon loss from stream ecosystems.  Science  347,  1142– 1145. doi:  10.1126/science.aaa1958     Ruecker  A.  Uzun  H.  Karanfil  T.  Tsui  M. T. K.  Chow  A. T. ( 2017).  Disinfection byproduct precursor dynamics and water treatability during an extreme flooding event in a coastal blackwater river in southeastern united states.  Chemosphere  188,  90– 98. doi:  10.1016/j.chemosphere.2017.08.122     Runkle  J.  Kunkel  K. E.  Stevens  L. E.  Frankson  R.  Stewart  B. C.  Sweet  W. . ( 2022). “ South Carolina state climate summary 2022,” in  NOAA Technical report NESDIS 150-SC ( Silver Spring, MD:  NOAA/NESDIS),  5 pp.     Saari  G. N.  Wang  Z.  Brooks  B. W. ( 2018).  Revisiting inland hypoxia: diverse exceedances of dissolved oxygen thresholds for freshwater aquatic life.  Environ. Sci. pollut. Res.  25,  3139– 3150. doi:  10.1007/s11356-017-8908-6    SCDHEC ( 1999).  State of south Carolina administrative record TMDL submittal for waccamaw river and Atlantic intracoastal waterway biochemical oxygen demand. ( Columbia, SC, USA:  South Carolina Department of Health and Environmental Control (SCDHEC))  3– 21.    SCDHEC ( 2014).  R.61-68, water classifications and standard, ( Columbia, SC, USA:  South Carolina Department of Health and Environmental Control (SCDHEC)) Vol.  803.    SCDHEC ( 2015).  Watershed water quality assessment: Catawba river basin, ( Columbia, SC, USA:  South Carolina Department of Health and Environmental Control (SCDHEC)) Vol.  2015.     Schroer  W. F.  Benitez-Nelson  C. R.  Smith  E. M.  Ziolkowski  L. A. ( 2018).  Drivers of sediment accumulation and nutrient burial in coastal stormwater detention ponds, south Carolina, USA.  Ecosystems  21,  1118– 1138. doi:  10.1007/s10021-017-0207-z     Sierra  C. A. ( 2012).  Temperature sensitivity of organic matter decomposition in the arrhenius equation: some theoretical considerations.  Biogeochemistry  108,  1– 15. doi:  10.1007/s10533-011-9596-9     Smith  E.  Sanger  D.  Tweel  A.  Koch  E. ( 2018). “ Chapter 1: Pond landscape,” in  Stormwater ponds in coastal south Carolina: Inventory and state of the knowledge report. Eds.    Cotti-Rausch  B. E.  DeVoe  M. R. ( Charleston, SC:  SC Sea Grant Consortium),  14.     Spencer  R. G. M.  Aiken  G. R.  Dornblaser  M. M.  Butler  K. D.  Holmes  R. M.  Fiske  G. . ( 2013).  Chromophoric dissolved organic matter export from U.S. rivers.  Geophysical Res. Lett.  40,  1575– 1579. doi:  10.1002/grl.50357     Stramma  L.  Johnson  G. C.  Sprintall  J.  Mohrholz  V. ( 2008).  Expanding oxygen-minimum zones in the tropical oceans.  Science  320,  655– 658. doi:  10.1126/science.1153847     Szewczyk  C. J.  Benitez-Nelson  C.  Smith  E. ( 2022).  Ambient nutrients, carbon, and DOM absorbance metrics along with experimental dissolved oxygen decay rates for 5-day incubations of water within the waccamaw river watershed, SC, summer 2020. ver 1 ( Environmental Data Initiative). doi:  10.6073/pasta/f4641c0d98a48000e276be866a31d485     Tang  J.  Cheng  H.  Fang  C. ( 2017).  The temperature sensitivity of soil organic carbon decomposition is not related to labile and recalcitrant carbon.  PloS One  12,  e0186675. doi:  10.1371/journal.pone.0186675     Testa  J. M.  Kemp  W. M. ( 2012).  Hypoxia-induced shifts in nitrogen and phosphorus cycling in Chesapeake bay.  Limnology Oceanography  57,  835– 850. doi:  10.4319/lo.2012.57.3.0835     Textor  S. R.  Guillemette  F.  Zito  P. A.  Spencer  R. G. M. ( 2018).  An assessment of dissolved organic carbon biodegradability and priming in blackwater systems.  J. Geophysical Research: Biogeosciences  123,  2998– 3015. doi:  10.1029/2018JG004470     Tian  R.  Cerco  C. F.  Bhatt  G.  Linker  L. C.  Shenk  G. W. ( 2021).  Mechanisms controlling climate warming impact on the occurrence of hypoxia in Chesapeake bay.  JAWRA  58( 6):  855–875. doi:  10.1111/1752-1688.12907     Todd  M. J.  Vellidis  G.  Lowrance  R. R.  Pringle  C. M. ( 2009).  High sediment oxygen ddemand within an instream swamp in southern Georgia: Implications for low dissolved oxygen levels in coastal blackwater streams.  JAWRA J. Am. Water Resour. Assoc.  45,  1493– 1507. doi:  10.1111/j.1752-1688.2009.00380.x     Vaquer-Sunyer  R.  Duarte  C. M. ( 2008).  Thresholds of hypoxia for marine biodiversity.  Proc. Natl. Acad. Sci.  105,  15452– 15457. doi:  10.1073/pnas.0803833105     Vázquez-Domínguez  E.  Vaqué  D.  Gasol  J. M. ( 2007).  Ocean warming enhances respiration and carbon demand of coastal microbial plankton.  Global Change Biol.  13,  1327– 1334. doi:  10.1111/j.1365-2486.2007.01377.x     Vidon  P.  Carleton  W.  Mitchell  M. J. ( 2014).  Spatial and temporal variability in stream dissolved organic carbon quantity and quality in an Adirondack forested catchment.  Appl. Geochemistry  46,  10– 18. doi:  10.1016/j.apgeochem.2014.04.008     Weishaar  J. L.  Aiken  G. R.  Bergamaschi  B. A.  Fram  M. S.  Fujii  R.  Mopper  K. ( 2003).  Evaluation of specific ultraviolet absorbance as an indicator of the chemical composition and reactivity of dissolved organic carbon.  Environ. Sci. Technol.  37,  4702– 4708. doi:  10.1021/es030360x     Wetzel  R. G. ( 2001).  Limnology: Lake and river ecosystems. Third edition, ( San Diego, CA:   Academic Press).     Zhang  J.  Gilbert  D.  Gooday  A. J.  Levin  L.  Naqvi  S. W. A.  Middelburg  J. J. . ( 2010).  Natural and human-induced hypoxia and consequences for coastal areas: synthesis and future development.  Biogeosciences  7,  1443– 1467. doi:  10.5194/bg-7-1443-2010     Zhang  Y.  van Dijk  M. A.  Liu  M.  Zhu  G.  Qin  B. ( 2009).  The contribution of phytoplankton degradation to chromophoric dissolved organic matter (CDOM) in eutrophic shallow lakes: Field and experimental evidence.  Water Res.  43,  4685– 4697. doi:  10.1016/j.watres.2009.07.024
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    Front. Oncol. Frontiers in Oncology Front. Oncol. 2234-943X  Frontiers Media S.A.  10.3389/fonc.2021.628636   Oncology  Review  The Application Progress of Patient-Derived Tumor Xenograft Models After Cholangiocarcinoma Surgeries    Wu Jun  1  †   Sheng Jiyao  1  †    Qin Hanjiao  2   Cui Mengying  1   Yang Yongsheng  1  *   Zhang Xuewen  1  *   1 Department of Hepatopancreatobiliary Surgery, The Second Hospital of Jilin University,  Changchun,  China  2 Department of Radiotherapy, The Second Hospital of Jilin University,  Changchun,  China   Edited by: Fabrizio Bronte, Azienda Ospedaliera Ospedali Riuniti Villa Sofia Cervello, Italy  Reviewed by: Suraj Kadunganattil, Amala Cancer Research Centre, India; Wunchana Seubwai, Khon Kaen University, Thailand  *Correspondence: Yongsheng Yang,  yyswxt@126.com; Xuewen Zhang,  zhangxw@jlu.edu.cn  †These authors have contributed equally to this work  This article was submitted to Gastrointestinal Cancers, a section of the journal Frontiers in Oncology  22 07 2021  2021 11 628636   12 11 2020  30 06 2021  Copyright © 2021 Wu, Sheng, Qin, Cui, Yang and Zhang 2021 Wu, Sheng, Qin, Cui, Yang and Zhang  This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.  Surgical treatment is the only possible cure for cholangiocarcinoma (CCA) at present. However, the high recurrence rate of postoperative CCA leads to a very poor prognosis for patients, effective postoperative chemotherapy is hence the key to preventing the recurrence of CCA. The sensitivity of CCA to cytotoxic chemotherapy drugs and targeted drugs varies from person to person, and therefore, the screening of sensitive drugs has become an important topic after CCA surgeries. Patient-Derived tumor Xenograft models (PDX) can stably retain the genetic and pathological characteristics of primary tumors, and better simulate the tumor microenvironment of CCA. The model is also of great significance in screening therapeutic targeted drugs after CCA, analyzing predictive biomarkers, and improving signal pathways in prognosis and basic research. This paper will review the current established methods and applications of the patient-derived tumor xenograft model of cholangiocarcinoma, aiming to provide new ideas for basic research and individualized treatment of cholangiocarcinoma after surgery.  patient-derived tumor xenograft models cholangiocarcinoma target treatment individualized treatment chemotherapy          Introduction Cholangiocarcinoma (CCA) is divided into intrahepatic cholangiocarcinoma (ICC), hilar cholangiocarcinoma (PCC), and Distal cholangiocarcinoma (DCC) based on the anatomical location ( 1). CCA accounts for about 15-20% of primary hepatobiliary malignancies ( 2). Its early clinical manifestations are not obvious and develop rapidly, characterized by a high mortality rate, strong invasiveness and poor prognosis. Its 5-year survival rate is only 10-20% ( 3– 5). Usually, the occurrence of CCA is related to related risk factors such as cholestatic liver disease, cirrhosis and gallstones, chronic infection (hepatitis B, hepatitis C), inflammatory disease (inflammatory bowel disease), etc. ( 6). At present, surgical operation is the only possible treatment for CCA, but the recurrence rate is as high as 40%-80% ( 3– 5). Therefore, postoperative adjuvant treatment has become an effective method to improve the CCA’s recurrence. Current studies have shown that most CCA has multiple drug resistance (MDR), and there are complex drug resistance mechanisms ( 7). The mechanism of CCA chemoresistance is mostly related to the following aspects: ① The decrease in drug absorption and the increase of drug efflux leading to lower intracellular drug concentration ( 8); ② The reduced ability of tumor cells to activate prodrugs or the increased ability to detoxify ( 9); ③ Molecular target mutations ( 10,  11); ④ DNA repair mechanism: a part of chemotherapeutic drugs exert their function by damaging DNA, but the majority of cancer cells has impaired DNA damage response, such as base excision repair system, nucleotide excision repair system or mismatch repair system ( 8,  12); ⑤ Regulating the death-related signaling pathways: downregulating apoptosis pathways or necrosis pathways induced by chemotherapeutic drugs ( 13); ⑥ Tumor microenvironment changes ( 14), etc. Also, research on targeted therapy in CCA is still in its infancy, with fewer useful molecular targets, and the choice of therapeutic drugs. The rapid development of Next Generation Sequencing(NGS) has had far reaching effects in the field of CCA research. Different types of gene mutations have been found in CCA, which affect cell cycle, cytokine signal transmission, genome stability and DNA repair, including CCA-related gene mutations, amplifications, deletions, fusions and methylation ( 15). In ICC, genetic changes in FGFR (15.8%), IDH1 (14.7%), IDH2 (5.3%), BAP1 (14.5%), PBRM1 (12.1%), MCL1 (21.4%), CDKN2A (21.1%) are more common. And in extrahepatic cholangiocarcinoma(ECC),genetic changes in TP53 (36.9%), KRAS (31.5%), CDKN2B (15.2%), Smad4 (14.3%) are more common ( 16,  17). NGS undoubtedly provides a unique opportunity to expand the current understanding of CCA’s molecular pathogenesis, and it can provide individualized therapeutic targets for clinical treatment. However, there are often many differentially expressed molecules screened by sequencing technology. Therefore, using effective animal models to verify the effectiveness of screening targets has become an obstacle that limits sequencing technology to individualized treatment. Current research in CCA has explored mechanisms of tumor development, progress, and treatment. At present, there are many CCA animal models, including CCA animal models based on tumor carcinogens ( 18), mouse models of bile duct ligation that mimic the characteristics of cholestasis ( 19), and a genetically engineered mouse model of CCA ( 20). But none of them can accurately predict the efficacy of conventional drugs and new anti-tumor drugs. Patient-Derived tumor Xenograft (PDX) models bring hope that better treatment options will be developed for CCA patients. In 1985, Hudd et al. ( 21) used patient-derived CCA cell lines to inject subcutaneously into the abdomen of mice and successfully established a CCA CDX model. Among them, 26 of 30 mice developed CCA tumors. The CDX model is easy to develop and operate. However, due to the long-term  in vitro culture of tumor cell lines, tumor cell lines have specific mutations, gene silencing, and lack of interaction between the tumor microenvironment and the immune system. Biological behavior and tumor heterogeneity are quite different from the original tumor tissue, which leads to an unsatisfactory prediction of clinical efficacy ( 22– 24). Therefore, in 1984, Braakhuis and others directly implanted the head and neck tumor tissue into athymic nude mice to establish a PDX model, which stably retained the primary tumor’s genetic characteristics and histopathological characteristics ( 20,  25,  26). Cavalloni et al. ( 27) used patient-derived CCA tissue to implant subcutaneously in mice directly and successfully established a CCA PDX model for the first time, then obtained the tumor tissue by surgery, implanted the second group of mice subcutaneously to form F2 generation, and so on. They observed that the F4 generation CCA PDX showed the same morphology, histology and immunohistochemistry as the primary tumor.The F4 CCA PDX and primary tumors had highly similar genetic and molecular profiles in gene expression, tissue arrangement, RNA expression and mutation. The CCA PDX model based on the technology mentioned above has also been continuously used for CCA targeted drug screening, analysis of predictive markers, and CCA efficacy improvement. The PDX model of cholangiocarcinoma is of great significance and has good research value and application prospects.  The Establishment of the CCA PDX Model Presently, the cholangiocarcinoma (CCA) PDX model establishment method is divided into the subcutaneous transplantation model and orthotopic transplantation model. The methods of establishing subcutaneous transplantation models ( 28) and the orthotopic transplantation models ( 29) have been described in detail in the literature. Usually, the F1-F3 generations are used for reproduction, and the F3 generations are used for drug testing. The F5–F8 generations can better retain the biological and genetic characteristics of primary tumor cells. Therefore, it is advantageous to conduct drug trials in F3–F8 to predict clinical efficacy ( 30,  31). The advantage of subcutaneous transplantation is the high tumor formation rate. The PDX model constructed by Vaeteewoottacharn shows a rate as high as 75% ( 32), in which it is easy to generate models and monitor tumor size ( 33). However, the disadvantage is that it cannot provide a vital microenvironment for tumor development ( 34). Moreover, the common construction method of the CCA PDX model is orthotopic transplantation. By implanting human intrahepatic CCA (ICC) tumor tissue into the liver of mice, an orthotopic CCA transplantation model is generated. Orthotopic transplantation can provide a better original tumor microenvironment than conventional subcutaneous transplantation, but it is relatively rare due to its difficulty and low tumor formation rate ( 20). Orthotopic transplantation of hilar and distal CCA is rare due to the difficulty of operation. There are several factors that affect the success of the model, such as transplantation within 60 min. If transplantation cannot be performed immediately or the first transplantation fails within 60 min, the loss can be reduced by cryopreservation technology. For the first time, Hernandez et al. established a PDX model of CCA within 60 min. Seventeen cases of CCA PDX models showed failed implantation. Then, 17 cases of CCA were immediately cryopreserved and implanted with resuscitation. In mice, 12 cases (70%) of PDX models of CCA were successfully constructed under the skin, which proved that long-term preservation of CCA could be achieved using cryopreservation technology ( 35). Conversely, the success of PDX establishment varies with tumor origin and disease characteristics. More aggressive, recurrent, and highly metastatic tumors tend to show higher transplantation rates ( 36). According to reports, the KRAS mutation may be the key gene for its success ( 27).  Application of CCA PDX Model in Targeted Therapy In patients with advanced CCA, chemotherapy or targeted therapy is an important method to prolong overall survival. Presently, most guidelines recommend palliative treatment for patients with advanced CCA, such as chemotherapy regimens based on fluorouracil, gemcitabine, or platinum-based cytotoxic chemotherapeutics ( 37), but its effect is limited ( 38). Moreover, ICC is extremely resistant to chemotherapy drugs. Therefore, there is an urgent need for new systemic treatments to improve the prognosis of ICC. To date, a large number of studies have been conducted on CCA, and the mechanism of its development has been explored and understood, while various related targets have been discovered, for example, proto-oncogene c-Myc, fibroblast growth factor receptor, KRAS gene, Hippo-YAP signaling pathway, ubiquitin proteasome pathway, Notch signaling pathway, cyclin-dependent kinase family, and vascular endothelial growth factor ( 24,  39). However, none of the studies have shown targeted therapy that has advantages over systemic cytotoxic chemotherapy ( 38), and the reason is that there is no individualized screening of targeted drugs for CCA. Thus, exploration of CCA targets is still needed. The emergence of the PDX model links basic medical research to clinical trials. In contrast, the PDX model can be used for extensive sensitivity screening before targeted drugs. Moreover, the PDX model can be used to further explore the mechanism and development of new therapeutic targets (  Figure 1).  Figure 1  Establishment of ICC PDX models and application of drug screening. Part of the tissue of ICC after cholangiocarcinoma surgeries was transplanted into each group of mice correspondingly to cultivate cholangiocarcinoma. In the meanwhile, part of tissue was used for the analysis of targets for ICC using NGS technique to filter drugs with higher sensitivity and then administered on the treatment group. Through the analysis of drug efficacy against intrahepatic cholangiocarcinoma in the treatment group, the drugs with high sensitivity can be obtained and further acted on the human body.   Application of CCA PDX Model in Targeted Drug Screening  ADRM1 Inhibitor The PDX model has been used to a certain extent in the screening of targeted drugs for cholangiocarcinoma (  Table 1). The 26S proteasome is the main component of the ubiquitin-proteasome pathway responsible for regulating the protein degradation of more than 80% of mammalian cells ( 62). The ubiquitin-proteasome pathway degrades some apoptosis-related proteins through the 26S proteasome and regulates cell apoptosis. Studies have shown that actively proliferating malignant tumor cells are more sensitive to the ubiquitin-proteasome pathway inhibitors than normal cells ( 63). Using inhibitors against the ubiquitin-proteasome pathway is a new and powerful strategy for the treatment of malignant tumors.  Table 1  CCA PDX models.    Mouse strain Tumor source Planting pattern Incision site Implanted tumor volume Target screen Drug screen References   NOD/Shi-SCID female mice ICC Subcutaneous transplantation – – – Ecteinascidin-743  ( 40)  NOD/SCID/Il2rg null (NSG) mice Metastatic lung nodule from IV ICC Subcutaneous transplantation Right flank – FGFR BGJ398  ( 41)  NOD/SCID mice CCA Subcutaneous transplantation In the flank area in the middle of the thigh line – FGFR BGJ398  ( 42)  NOD/Shi-SCID mice ICC Subcutaneous transplantation Subcutaneous 4x4 mm KRAS –  ( 27)  NOD/SCID mice ICC Subcutaneous transplantation – – SYK, LGALS1 Trabectedin  ( 43)  CB17-/- SCID mice ECC Subcutaneous transplantation Right flank 5x5x5 mm c-Myc JQ1  ( 24)  CB17SC-M-F scid−/− mice ICC Subcutaneous transplantation The base of the tail – ADRM1 RA190  ( 44)  NOD/SCID mice CCA Subcutaneous transplantation In the flank area in the middle of the thigh line – Hippo-YAP Dasatinib  ( 45)  NOD/SCID mice ICC Subcutaneous transplantation In the flank area in the middle of the thigh line 1x1x1mm FGFR LY2874455  ( 46)  NOD/SCID mice CCA Subcutaneous transplantation In the flank area in the middle of the thigh line – SFK SFK inhibitor  ( 47)  Balb/c Rag-2 -/-Jak3 -/- mice CCA Subcutaneous transplantation – – CDK4/6-pRB CDK4/6 inhibitor  ( 48)  NOD/SCID mice CCA (stage IV) Subcutaneous transplantation Flanks 3x3 mm Bcl-xl-miR-876 –  ( 49)  NOD/SCID mice CCA Subcutaneous transplantation Bilateral subcutaneous pockets 1–2 mm fragments – –  ( 50)  Balb/c nude Rag-2/Jak3-deficient (Nude RJ) mice ICC, ECC Subcutaneous transplantation Flanks 2-3 mm – –  ( 32)  BALB/c nude mice CCA Orthotopic transplantation The liver at a depth of 3 mm – – –  ( 29)  NOD/SCID/Il2rg-knockout (NSG) mice ICC Subcutaneous transplantation Right flank – FGFR2-CCDC6 Ponatinib  ( 51)  NOD/SCID mice CCA Subcutaneous transplantation Flanks 3x3x3 mm VEGFR2 Anlotinib  ( 52)  NOD/SCID mice CCA Subcutaneous transplantation Subcutaneous 3 mm 3 PTEN-proteasome Bortezomib  ( 53)  NOD/SCID mice CCA Subcutaneous transplantation Bilateral flanks 1x1x1mm – –  ( 54)  NOD/SCID mice CCA Subcutaneous transplantation Bilateral flanks 1–2mm fragments – NUC1031  ( 55)  NOD scid gamma (NSG) mice CCA Subcutaneous transplantation Flanks 3x3 mm CDK2/5/9 Dinaciclib  ( 56)  CD1 immunodeficient nude female mice ICC Subcutaneous transplantation Subcutaneously in the flanks – Notch1 LY3039478  ( 57)  Female BALB/c (nu/nu) nude mice ICC Subcutaneous transplantation Right flank – CDK7 THZ1  ( 58)  Male athymic nude mice CCA Subcutaneous transplantation Flanks 1–2 mm 3 PLVAP Anti-PLVAP antibody  ( 59)  NOD/SCID mice ICC Subcutaneous transplantation Subcutaneously in the flanks 4x4 mm – –  ( 60)  Male NOD-Prkdcscid IL2rgtm1/Bcgen mice ICC Subcutaneous transplantation Subcutaneous space of the upper left flank – TAN, TAM –  ( 61)   c-Myc,cellular-myelocytomatosis viral oncogene; CDK7, cyclin-dependent kinase 7; FGFR, Fibroblast Growth Factor Receptor; bcl-xl, B-cell lymphoma-xl; ADRM1, adhesion regulating molecule 1; CCDC6, coiled-coil domain containing 6; VEGFR2, Vascular Endothelial Growth Factor Receptor 2; PTEN, Phosphatase and tensin homologue deleted on chromosome 10; PLVAP, Recombinant Plasmalemma Vesicle Associated Protein; TAN, Tumor-associated neutrophil; TAM, Tumor-associated macrophage. The latest research shows that the ubiquitin receptor ADRM1 is overexpressed in liver cancer, gastric cancer, ovarian cancer and other malignant tumors. And gene knockout ADRM1 can inhibit the growth of malignant tumors. RA190 is a new small molecule ADRM1 inhibitor, confirmed to have a significant inhibitory effect on multiple myeloma ( 64– 66). Yu et al. ( 44) have found through  in vitro experiments that RA190 significantly inhibits the proliferation of primary ICC cells and ICC cell lines. To further explore the application value of ADRM1 inhibitor RA190 in ICC therapy, ICC PDX models were established by subcutaneous transplantation in mice. Yu et al. ( 44) established the ICC PDX model and found that RA190 could significantly reduce the volume of ICC  in vivo suggesting ADRM1 to be a promising anti-tumor target in ICC. In the study, ICC PDX mouse models were randomly divided into two groups (n=8), and they were given RA190 and buffer, respectively. After four weeks, the results showed that the tumor size and weight in the RA190 treatment group were significantly smaller than the buffer group. Also, the RA190 treatment group showed good tolerance. RA190 showed a significant therapeutic effect on ICC by inducing G2-M cell cycle arrest and apoptosis  in vivo and  in vitro.  Notch Signaling Inhibitor Previous studies have shown that the Notch signaling pathway plays a central role in the occurrence of cholangiocarcinoma. The activation and expression of the NOTCH1/2 receptor and the typical ligand JAGGED1 lead to the overactive Notch signaling pathway and promote ICC’s occurrence and development ( 67). Mancarella et al. ( 57) used the ICC PDX model to find that Notch signaling pathway inhibitor LY3039478 significantly inhibits Notch pathway and growth of tumor to the same extent as gemcitabine, and clarified the mechanism of LY3039478 inhibiting the growth of cholangiocarcinoma. The study used ICC tumor tissue implanted subcutaneously in the flanks of 4–5-week-old CD1 immunodeficient nude female mice to establish an ICC PDX model, divided into three groups and received buffer, LY3039478, and gemcitabine for eight weeks. Studies showed that the level of NOTCH1 in the LY3039478 treatment group was significantly reduced. The tumor size in the LY3039478 treatment group and the gemcitabine treatment group was considerably smaller than the control group (P<0.01), and the difference was little. The tumors in the LY3039478 treatment group began to resume growth 18 days after the end of treatment, and the gemcitabine group was 11 days later. Further analysis showed that LY3039478 inhibits the Notch signaling pathway in ICC while inhibiting the expression of HES1, DLL4, VEGFA, and MMP13, confirming the significance and value of Notch signaling pathway inhibitors in ICC targeted therapy. By constructing an ICC PDX model to evaluate the efficacy of LY3039478 in a highly restored human ICC tumor environment, inhibiting the Notch signaling pathway may become a new strategy for targeted treatment of ICC. In addition, the authors found that DLL4, VEGFA, and MMP13 genes are direct NOTCH targets in CCA, but the mechanism of action of LY3039478 on these target molecules still needs to be further studied.  CDK7 Inhibitor CDK7 is a major member of the cyclin-dependent kinase (CDK) family, regulating the G2/M and G1/S cell cycle processes. Existing studies have shown that inhibiting CDK7 activity can inhibit transcription and cell cycle progression, thereby inhibiting tumor growth. CDK7 may be a new target for ICC targeted therapy ( 68). THZ1 is a highly specific CDK7 inhibitor that has shown effective anti-tumor activity in small cell lung cancer, ovarian cancer and triple-negative breast cancer. Chen et al. ( 58) studied the role of THZ1 in ICC. After subcutaneous implantation in BALB/c (nu/nu) mice for three generations, they established CDK7 overexpressing ICC PDX. Two groups (n=6) were randomly divided, and they were given intraperitoneal injections of PBS and THZ1 for 17 consecutive days. The results showed that the THZ1 treatment group’s tumor volume was significantly smaller than that of the PBS group, and THZ1 did not affect the weight and liver and kidney function of the mice. This study confirmed that CDK7 might be a feasible target for ICC targeted therapy.  Application of CCA PDX Model in the Targeted Therapy Mechanism  The Role of Fibroblast Growth Factor Receptor in CCA Fibroblast growth factor receptor (FGFR) regulates cell proliferation and invasion, angiogenesis and tissue development in the body, and the fusion, rearrangement, translocation and amplification of the FGFR gene are closely related to the occurrence and development of tumors ( 69). In cholangiocarcinoma, FGFR2 mutations are as high as 20%, and up to 13% of ICCs have fibroblast growth factor receptor 2 (FGFR2) fusion genes ( 70). Wang et al. ( 41) selected a fresh lung metastatic nodule tissue resected from a patient with stage IV ICC, and RNA sequencing showed that the tissue had FGFR2-CCDC6 fusion protein. They established the metastatic CCA PDX model and treated it with Ponatinib, dovitinib and BGJ398. The average tumor volume was 412.8 ± 53.82mm 3, 269.7 ± 24.98mm 3 and 204.2 ± 30.13mm 3, respectively. BGJ398 had the best effect on inhibiting tumor growth. Rizvi et al. ( 42) also used the CCA PDX model to reach similar conclusions, confirming the therapeutic potential of BGJ398 for CCA patients with FGFR fusion protein again. Furthermore, they explored the relationship between the Hippo signaling pathway and FGFR fusion protein from the PDX model and proposed that the transcriptional regulator YAP in the Hippo signaling pathway may be a biomarker of FGFR in CCA targeted therapy. The expression of Mcl-1 in YAP-positive CCA tumor tissues is inhibited, and YAP can up-regulate the expression of FGFR1, FGFR2, and FGFR4 in CCA. The Hippo-YAP is an important pathway that can regulate cell proliferation and apoptosis ( 71). Changes in this pathway are related to the pathogenesis of CCA and other malignant tumors ( 72). YAP is its downstream effector molecule, which can be directly phosphorylated by LATS1/2, the signaling pathway’s core component. The phosphorylated YAP is eventually degraded, losing its growth-promoting and anti-apoptotic functions. To explore the role of the Hippo-YAP signaling pathway in the mechanism of CCA occurrence and development, Sugihara et al. ( 45) used mouse CCA cells and CCA PDX models to conduct  in vivo and  in vitro experiments. The results showed that YAP is phosphorylated on tyrosine 357 (Y357). Compared with normal human bile duct cells, YAP tyrosine phosphorylation in CCA is enhanced. At the same time, the SFK inhibitor dasatinib blocks YAP tyrosine phosphorylation and induces YAP redistribution from the nucleus to the cytoplasm and down-regulates the expression of YAP target genes. siRNA targeted knockdown studies have shown that SFK member LCK plays a crucial role in mediating YAP Y357 phosphorylation and the YAP Y357 phosphorylation pathway in LCK-mediated CCA is a potential therapeutic target. Dasatinib showed tumor suppressor effects in both  in vitro and  in vivo experiments. The SFK inhibitor dasatinib provides theoretical support as a targeted therapy for CCA. Kabashima et al. ( 46) also evaluated the efficacy of FGFR inhibitor LY2874455 on CCA through the PDX model and explored the FGFR inhibitor’s mechanism inducing CCA cell apoptosis. The results showed that FGFR inhibitors caused Mcl-1 expression inhibition in cholangiocarcinoma cell-matrix in the PDX model, leading to cell apoptosis. The research mentioned above is based on the construction of the CCA PDX model, which provides a strong basis for the study of FGFR inhibitors as individualized treatment options for CCA patients carrying the FGFR2 fusion gene, and promotes the process of individualized treatment.  The Role of KRAS in CCA In 23% to 50% of intrahepatic cholangiocarcinoma and 30% to 40% of extrahepatic cholangiocarcinoma, the KRAS gene often has mutations, which accelerate tumor progression ( 73,  74). Cavalloni et al. ( 27) implanted 17 cases of ICC tumors subcutaneously into NOD (non-obese diabetic)/Shi-SCID (severe immunodeficiency) mice. The results showed KRAS G12A mutation in the PDX model. After four months, the tumor volume reached 1000 mm 3, and the tumor was removed and transplanted into the second generation of mice until the fourth generation. Further, using immunohistochemistry and genetic analysis techniques to evaluate biliary epithelial markers, tissue structure, genetic aberrations (including KRAS mutations), transcriptome, and microRNA profiles a high degree of gene consistency between the primary tumor and the 4th generation PDX model was confirmed. Previous studies have shown that KRAS mutations play an essential role in the metastasis of colorectal cancer ( 75), and speculated that KRAS mutations might be the driving factor for their successful implantation. KRAS mutation in colorectal cancer is one of the biological factors of resistance mechanism in EGFR targeted therapy ( 76). However, the role of KRAS mutations in the resistance mechanism of EGFR targeted therapy in CCA is still controversial. Therefore, this model may be suitable for evaluating the choice of targeted therapy drugs in CCA patients with KRAS mutations against EGFR. It improves the CCA PDX system and provides a promising platform for CCA targeted therapy to achieve precision medicine. However, the success rate of the PDX model is low (only 5.8%), which may be related to the KRAS mutation. Therefore, ways to improve the success rate of this mutant CCA is still an important question. In summary, the targeted drugs screened by the PDX models can significantly delay the progress of CCA in mice and verify the mechanism of the development of CCA  in vitro experiments. Although CCA PDX models are still in its infancy for drug screening and new drug targets mining at present, it has shown great potential.  CCA PDX Model Combined With Next-Generation Sequencing Technology Next-generation sequencing technology (NGS) has been increasingly applied to the field of tumor genomics research to promote individualized treatment in clinical oncology. It has become an effective method in tumor molecular diagnostics and targeted therapy research through efficient and accurate whole genome analysis and gene mutation detection of individual tumors. NGS technology is highly sensitive and can perform whole-genome sequencing, detect new mutations, small fragment insertion or small fragment deletion, copy number changes, and detection of gene fusion or rearrangement in small fragments ( 77). Javle et al. ( 78) used NGS technology to compare gene mutations between CCA subtypes in 412 ICC patients and 57 extrahepatic cholangiocarcinoma (EHC) patients. The analysis showed that the mutation rate in ICC of TP53 was 27%, KRAS 22%, IDH 16%, and in EHC the mutation rate of TP53 was 40%, KRAS 42%, and SMAD4 21%. NGS technology can better understand the genetic basis of the occurrence and development of CCA, and help to determine feasible treatment plans to guide the individualized treatment of CCA and accelerate the process of precision medicine. Now in CCA research, the CCA PDX model and NGS technology are closely combined to provide new theoretical support for CCA targeted therapy, evaluate drug efficacy, and improve patient prognosis more comprehensively and accurately. The proto-oncogene c-Myc can regulate cell proliferation, apoptosis and the transcription of cell cycle-related genes. During the development of CCA, c-Myc expression is up-regulated. Down-regulating or knocking out c-Myc can reduce or inhibit the invasiveness of CCA. Bromodomain and extra terminal domain (BET) inhibitor JQ1 can down-regulate the expression of c-Myc ( 79– 82). Although JQ1 has shown its potential in preclinical models of malignant tumors such as multiple myeloma, neuroblastoma, and pancreatic cancer ( 83), its usefulness in CCA requires further precise preclinical trials. To deeply explore the significance and value of JQ1 in CCA treatment, Garcia et al. ( 24) used primary CCA tumors from 4 patients to establish a CCA ( 1– 4) PDX model and evaluated the efficacy of JQ1 in CCA targeted therapy for the first time. The analysis showed that the CCA ( 2– 4) PDX model retained the mutation type similar to the primary CCA tumor. Compared with other CCA models, JQ1 inhibited the growth of CCA2 and induced DNA damage and cell apoptosis. Immunohistochemical analysis showed that JQ1 inhibited the expression of c-Myc in the CCA2 PDX model, further indicating that for patients with CCA2 tumor origin, JQ1 may be a highly sensitive targeted therapy drug. It also proves that BET inhibitors (For example, JQ1) have a good application prospect in CCA personalized targeted therapy, worthy of further exploration. The surgically resected CCA specimens combined with gene sequencing technology were used to screen mutated target genes. However, although clinical trials can verify whether inhibiting this target can improve patients’ prognosis and efficacy, researchers cannot effectively carry out individual therapies. Therefore, the CCA PDX model was established to highly simulate human CCA tumor environment and verify the existence of mutant targets with NGS technology. Then, the pharmacodynamic analysis was performed to promote personalized drugs and predict the prognosis of CCA patients, providing a platform with high accuracy and sensitivity for improving the efficacy of CCA and promoting the individualized treatment process. It paves the way for a deeper understanding of the occurrence and development of CCA. Based on precision medicine, CCA will gradually develop towards individualized treatment. Comprehensive whole-exome and transcriptome sequencing has defined the genetic pattern of each CCA subtype. The technology that uses gene sequencing to screen the target of CCA drug has been relatively mature for individual patients. To date, the use of the CCA PDX model for targeted drug screening has been satisfactory in animal experiments, suggesting that the combined application of these two technologies will play an important role in the individualized clinical treatment of CCA. The ongoing registered clinical studies (ChiCTR1900024033, ChiCTR1900020978, and ChiCTR-ONC-17010678) are anticipated to provide strong backing for individualized treatment of CCA. However, it is worth considering that gene sequencing technology and PDX models for drug screening require a relatively long time in patients with advanced CCA. If the treatment target cannot be screened, treatment will be seriously delayed. Therefore, it is still recommended that patients with CCA receive palliative care based on the guidelines for CCA during the time of drug screening and testing ( 84).  Deficiency of CCA PDX Model  Insufficiency of the CCA PDX Model The CCA PDX model can reflect the genetic characteristics, histopathology, and phenotypic characteristics of patients with CCA, but the CCA PDX model cannot simulate the interaction between tumor and immune cells in the original CCA tumor microenvironment. It is significant to ensure a high success rate of a model as soon as possible and complete drug screening in the best period widely using the PDX in CCA ( 22,  85).  Low Success Rate and Long Time It usually takes 4–8 months to establish a preclinical PDX model for patients with advanced CCA. This is such a substantial amount of time ( 86). Moreover, the success rate of orthotopic transplantation is low (40%) ( 29).  Tumor Matrix Replaced by Mice When the PDX model was used for drug screening after 3–5 sub generations, the tumor matrix was almost entirely replaced by the murine matrix, interfering with drug distribution ( 86). During the implantation process, the human matrix components quickly disappear and are replaced by the murine microenvironment. The tumor tissue of PDX model will have genomic instability after PDX continuous transplantation, and the expression of genes related to proliferation and angiogenesis will be up-regulated, while the expression of genes that inhibit apoptosis will be down-regulated. As a result, the sensitivity to chemotherapy and targeted therapy will be changed ( 87).  Difficulty in Obtaining Specimens The clinical manifestations of CCA are unclear, and the diagnosis is often at an advanced stage, and the best opportunity for surgery is lost. The original CCA tumor specimens that are surgically removed are small, and sufficient transplantation volume cannot be obtained, making transplantation more difficult.  Difficulty of Orthotopic Transplantation Orthotopic transplantation of hilar and distal CCA is rare due to the difficulty of operation. By implanting human ICC tumor tissue into the liver of mice, an orthotopic CCA transplantation model is generated. Orthotopic transplantation can have a better original tumor microenvironment than conventional subcutaneous transplantation, but it is relatively rare due to its difficult operation and low tumor formation rate ( 20). At the same time, the current transplantation method is relatively simple. Although orthotopic transplantation can provide a better original tumor microenvironment than subcutaneous transplantation, it is difficult, and the tumorigenic rate is low, so current studies on orthotopic transplantation are relatively rare.  Lack of Immune System The PDX model lacks a complete immune system and is not suitable for immunotherapy research.  Cost of PDX Model The cost of the PDX model is relatively high, including the mice and various targeted drugs ( 36).  PDX Finder The PDX finder has been established globally, but there are still few CCA-related studies, with only 22 cases ( www.pdxfinder.org), which is not conducive for global, multicenter collaboration research ( 88).  Prospect Current studies have confirmed that CCA’s tumor microenvironment includes the expression of immune cells (T cells, macrophages, dendritic cells and NK cells) and immune checkpoints. In recent years, Immune checkpoint inhibitor (ICI) therapy has become one of the key systemic treatments for many malignant tumors, including Programmed Cell Death-1 (PD-1) and Programmed Cell Death ligand 1 (PD-L1) and Programmed Death ligand 2 (PD-L2) checkpoint ICIs ( 89). However, there is no standard for immunotherapy in CCA treatment, and the PDX model lacks a complete immune system and is not suitable for immunotherapy research. At present, some scholars have established humanized mice with the immune system. Hematopoietic stem cells (HSC) derived from human was injected into the bone marrow cavity or tail vein of mice after radiation treatment of immunodeficient mice, thereby destroying the Hematopoietic function of bone marrow in the mice, making it a complete human immune system. The animal model established by implanting tumor tissue into humanized mice with the immune system is called Hu-PDX (humanized patient-derived xenograft) model ( 90– 92). Hu-PDX model can reproduce the interaction between human tumors, the human immune system and tumor microenvironment, and has a good application prospect in preclinical research and immunotherapy drug screening. It has now highlighted its essential role and value in the immunotherapy research of malignant tumors such as liver cancer, colorectal cancer, and triple-negative breast cancer. Zhao et al. ( 90) established a Hu-HCC-PDX model of hepatocellular carcinoma (HCC). The results showed that the expressions of PD-1 and CTLA-4 in immune cells (especially Tc cells) were uniformly replicated in all Hu- HCCS -PDX models, which further improved the screening of immunotherapy drugs for hepatocellular carcinoma and deepened the research on the mechanism of drug resistance. Hence, it is essential to note that the role of Hu-PDX model in immunotherapy cannot be ignored. However, at present, the HU-PDX model has not been established in the immunotherapy research of CCA, which may become the research focus in the future. Promoting the research progress of the CCA PDX model in immunotherapy will provide a theoretical basis for CCA clinical trials to evaluate the efficacy and safety of anti-PD-1, PD-L1 therapy and CCA immune-microenvironment therapy, and a promising preclinical research platform for CCA immunotherapy. Simultaneously, efforts should be made to develop the next generation of humanized mice with the immune system, reflecting the characteristics of the human tumor microenvironment more accurately, and promote the acceleration of preclinical research using humanized mice models. In addition, the next research focuses on how to shorten the time to build the PDX model. Improved transplantation methods may be used, such as ultrasound-guided fine needle aspiration. Ultrasound-guided fine needle aspiration technique can also be used for tissue acquisition ( 29). The ultrasound monitor is used as a reference to push CCA cells into the liver with free hands. CCA cells from patients suspended in PBS were injected directly into the liver at a depth of 3 mm. The whole process from induction of anesthesia to recovery takes <5 min. Throughout the process, the physiological controller unit is used to monitor the animal’s heart and respiratory rate through the electrode pads on the ultrasound platform. This minimally invasive technique does not require postoperative analgesics. Due to its minimally invasive nature, this method reduces the risk of complications in orthotopic transplantation and is fast and easy to perform. The tumor volume can be measured 1–3 weeks after injection. Compared with the traditional orthotopic transplantation model, it reduces the occurrence of inflammation and shortens the animal’s healing time. All mice survived after vaccination, which improves the survival rate of animals. Moreover, the tumor uptake rate is extremely high at 73%, and subsequent growth can be monitored longitudinally and noninvasively. The current research is not entirely clear about the occurrence and development mechanism of CCA, and there is no standard for the construction of the CCA PDX model system. However, with the development of targeted therapy and immunotherapy based on precision medicine and other new treatments, the PDX model, NGS and other technologies have been applied to drug screening, efficacy evaluation, individual therapy, and basic research of CCA targeted therapy after surgery. The CCA PDX model can highly simulate the heterogeneity of human CCA tumors (  Figure 2).  Figure 2  The application of CCA PDX models. The CCA PDX models have application potential in basic research, new drug development, and efficacy evaluation of the antineoplastic drug.  As the tumor-related animal model closest to clinical research at this stage, it has crucial translational significance for CCA preclinical research and evaluation of prognosis and good research value and application prospects. Through surgical resection and the construction of the CCA PDX model combined with targeted therapy and immunotherapy, CCA’s treatment will eventually move towards the era of individualized treatment.  Author Contributions JW and JS wrote the manuscript. HQ, MC, XZ and YY provided the critical revisions. All authors approved the final version of the manuscript for submission and approved it for publication.  Funding This work was supported by grants from China Postdoctoral Science Foundation (2020M670864), Youth Support Project of Jilin Association for Science and Technology (202028), the Project of Hepatobiliary and Pancreatic Disease Translational Medicine Platform Construction (2017F009) and Medical and Health Talents Project of Jilin Province (2019SCZT003).
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 Keypoints
 
 
 
 Health systems and sciences should have greater focus on human functioning - requiring all stakeholders to adopt this integrative paradigm shift.

 
 Human functioning is integral to healthy longevity, hence ongoing international and national initiatives in this area offer important implementation opportunities.

 
 Strengthening rehabilitation services in health systems is key to improving human functioning, requiring workforce education and training and research.




 
 Introduction
 “ Our problem is not that we are individualists. It is that our individualism is static rather than dynamic. We value what we think rather than what we do. We forget that we have not done, or been, what we thought; that the first function of life is action, just as the first property of things is motion.”
 Fernando Pessoa, Lisbon, Portugal (1888-1935)
 It is time for human functioning to have a higher profile and priority in science, clinical medicine, and health policy and systems. The conceptual and theoretical article by Bickenbach and collaborators in this journal explains why ( 1). The authors propose that functioning is a fundamental characteristic of a healthy and happy human life. Furthermore, they argue that the development and utilization of valid and reliable measurements of human functioning could change the focus of health systems and health policy and transform current rehabilitation research and education. This combination of high-impact consequences can be seen, almost by definition, as a paradigm shift – whereby a new and different way of thinking replaces the traditional view.
 To focus on human functioning is to give precedence to an integrative approach to health. In many respects, functioning is to health as physiology is to biology. Many elements of human biology interact to allow physiological systems to function. Physiology is an integrative discipline. Similarly, many determinants of health contribute to human functioning. It is the ability and/or capacity to integrate these individual determinants into a complex and desirable action that makes functioning the final common pathway. In daily life we do not focus on individual actions but on the performance of a task of personal or societal relevance that combines several actions in sequence and/or in parallel.
 Implementing the ideas proposed by Bickenbach and collaborators will be challenging and will take time, but we should not delay the start of the process because there may be obstacles in the future. Health systems, particularly academic systems, professional schools, and even many research institutions, are notoriously slow in adopting transformative ideas and adapting to a new reality. Many leaders of health systems, policymakers, and health providers, to name a few stakeholders, will have to be educated in the sciences of human functioning and convinced that there is a better and more efficient way to treat patients, focusing on what in life matters most to humans. Research at different levels will have to be conducted to demonstrate that focusing on functioning is a better policy that will enhance the services delivered in health systems. For example, research studies could examine whether enhanced human functioning can result in a lower demand for health services and a lower financial burden on health systems. This may lead policymakers to prioritize programs on human functioning as part of their strategic plans. Furthermore, different geographical regions of the world with varying socioeconomic conditions, academic programs, and health systems may require different and flexible implementation approaches. Thus, the sooner we start, the better.

 
 Human functioning is integral to healthy longevity
 When a significant and transformative idea is being considered, it is appropriate to evaluate the prevailing circumstances in society, because they may have a significant effect on implementation efforts. In other words, what conditions in the socioeconomic and political environment could favor, or impede, change. I would argue that the prevailing circumstances in this decade represent an excellent opportunity for such a change for various reasons. One of the most important is the dramatic demographic changes recorded in the last two centuries. The consequences of an increase in life expectancy and in the number of people in older age groups cannot be addressed with the current policies and governmental priorities. Advanced adult age is associated with a decline in functioning that leads to increased morbidity and disability ( 2). We need a new strategy. This is clearly explained by the United Nations World Social Report ( 3) and many other documents that highlight the demand on health and social services of this age group, the lack of long-term care strategies globally, and the importance of maintaining older adults in the labor market, for example. Similarly, the United Nations and the World Health Organization (WHO) have declared the current decade the “Decade of Healthy Aging” ( 4) because it has been predicted that longevity will continue to increase and the well-being of this large and increasing segment of the population will demand more attention. Arguably, older adults are more interested in functional independence than concerned with the risk of dying. Hence, these global efforts represent a positive environment for the implementation of the concept of functioning.
 Another example of a circumstance that favors a paradigm shift, this time at a national level, is the publication by the United States National Academy of Medicine (US NAM) of the Global Roadmap for Healthy Longevity ( 5). This publication describes a path forward whereby societies can benefit from the participation of older people in work and community engagement while avoiding the predicted challenges of population aging. Together with that report, the US NAM launched the Healthy Longevity Global Grand Challenge as a worldwide movement to improve physical, mental, and social well-being for people as they age. The Challenge includes The  Healthy Longevity Global Competition, a multiyear, multi-million-dollar international competition that will accelerate breakthroughs in healthy longevity through a series of monetary awards and prizes. The competition is open to innovators of any background, including science, medicine, public health, technology, entrepreneurship, public policy, social engineering, and beyond. All these efforts represent opportunities to implement the concept of functioning in all nations because the challenge is not a local phenomenon.

 
 Strengthening rehabilitation is key to improving human functioning
 Rehabilitation is arguably the most important health intervention specifically designed to enhance human functioning. Therefore, efforts to strengthen rehabilitation in health systems, expand its evidence base, and educate and train its workforce represent opportunities to integrate the concept of functioning. Such efforts are active and underway. For example, the Rehabilitation Program of the WHO is implementing Rehabilitation 2030 to draw attention to the unmet need for rehabilitation worldwide and to highlight the importance of strengthening rehabilitation in health systems ( 6). The World Rehabilitation Alliance (WRA) is a WHO global network of stakeholders whose mission is to support the implementation of the Rehabilitation 2030 initiative through advocacy activities ( 7). It focuses on promoting rehabilitation as an essential health service that is integral to Universal Health Coverage and to the realization of Sustainable Development Goal 3:  Ensure healthy lives and promote well-being for all at all ages ( 8). These two initiatives represent important windows of opportunity for the implementation of the concept of functioning. Rehabilitation systems and professionals, by nature and education, have a better understanding and acceptance of functioning and related topics. If the implementation of this concept in health and science is not accomplished in the field of rehabilitation, it may be harder to do in other areas.
 In conclusion, the article by Bickenbach and collaborators is a conceptual roadmap that explains why, and discusses how, human functioning should become a fundamental concept in health and science. It is time to join this effort.
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The functioning revolution: implications for health systems and sciences



Keypoints



• Health systems and sciences should have greater focus on human
functioning - requiring all stakeholders to adopt this integrative
paradigm shift.




• Human functioning is integral to healthy longevity, hence ongoing
international and national initiatives in this area offer important
implementation opportunities.




• Strengthening rehabilitation services in health systems is key to
improving human functioning, requiring workforce education and
training and research.



Introduction




“Our problem is not that we are individualists. It is that our individualism is static rather




than dynamic. We value what we think rather than what we do. We forget that we have not




done, or been, what we thought; that the first function of life is action, just as the first




property of things is motion.”




Fernando Pessoa, Lisbon, Portugal (1888-1935)




It is time for human functioning to have a higher profile and priority in science,




clinical medicine, and health policy and systems. The conceptual and theoretical article by




Bickenbach and collaborators in this journal explains why (1). The authors propose that




functioning is a fundamental characteristic of a healthy and happy human life.




Furthermore, they argue that the development and utilization of valid and reliable




measurements of human functioning could change the focus of health systems and




health policy and transform current rehabilitation research and education. This




combination of high-impact consequences can be seen, almost by definition, as a




paradigm shift – whereby a new and different way of thinking replaces the




traditional view.
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To focus on human functioning is to give precedence to an




integrative approach to health. In many respects, functioning is to




health as physiology is to biology. Many elements of human




biology interact to allow physiological systems to function.




Physiology is an integrative discipline. Similarly, many




determinants of health contribute to human functioning. It is




the ability and/or capacity to integrate these individual




determinants into a complex and desirable action that makes




functioning the final common pathway. In daily life we do not




focus on individual actions but on the performance of a task of




personal or societal relevance that combines several actions in




sequence and/or in parallel.




Implementing the ideas proposed by Bickenbach and




collaborators will be challenging and will take time, but we




should not delay the start of the process because there may be




obstacles in the future. Health systems, particularly academic




systems, professional schools, and even many research




institutions, are notoriously slow in adopting transformative ideas




and adapting to a new reality. Many leaders of health systems,




policymakers, and health providers, to name a few stakeholders, will




have to be educated in the sciences of human functioning and




convinced that there is a better and more efficient way to treat




patients, focusing on what in life matters most to humans. Research




at different levels will have to be conducted to demonstrate that




focusing on functioning is a better policy that will enhance the




services delivered in health systems. For example, research studies




could examine whether enhanced human functioning can result in a




lower demand for health services and a lower financial burden on




health systems. This may lead policymakers to prioritize programs




on human functioning as part of their strategic plans. Furthermore,




different geographical regions of the world with varying




socioeconomic conditions, academic programs, and health




systems may require different and flexible implementation




approaches. Thus, the sooner we start, the better.



Human functioning is integral to
healthy longevity




When a significant and transformative idea is being considered,




it is appropriate to evaluate the prevailing circumstances in society,




because they may have a significant effect on implementation




efforts. In other words, what conditions in the socioeconomic and




political environment could favor, or impede, change. I would argue




that the prevailing circumstances in this decade represent an




excellent opportunity for such a change for various reasons. One




of the most important is the dramatic demographic changes




recorded in the last two centuries. The consequences of an




increase in life expectancy and in the number of people in older




age groups cannot be addressed with the current policies and




governmental priorities. Advanced adult age is associated with a




decline in functioning that leads to increased morbidity and




disability (2). We need a new strategy. This is clearly explained by




the United Nations World Social Report (3) and many other
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documents that highlight the demand on health and social




services of this age group, the lack of long-term care strategies




globally, and the importance of maintaining older adults in the




labor market, for example. Similarly, the United Nations and the




World Health Organization (WHO) have declared the current




decade the “Decade of Healthy Aging” (4) because it has been




predicted that longevity will continue to increase and the well-being




of this large and increasing segment of the population will demand




more attention. Arguably, older adults are more interested in




functional independence than concerned with the risk of dying.




Hence, these global efforts represent a positive environment for the




implementation of the concept of functioning.




Another example of a circumstance that favors a paradigm




shift, this time at a national level, is the publication by the United




States National Academy of Medicine (US NAM) of the Global




Roadmap for Healthy Longevity (5). This publication describes a




path forward whereby societies can benefit from the participation




of older people in work and community engagement while




avoiding the predicted challenges of population aging. Together




with that report, the US NAM launched the Healthy Longevity




Global Grand Challenge as a worldwide movement to improve




physical, mental, and social well-being for people as they age. The




Challenge includes The Healthy Longevity Global Competition, a




multiyear, multi-million-dollar international competition that will




accelerate breakthroughs in healthy longevity through a series of




monetary awards and prizes. The competition is open to




innovators of any background, including science, medicine,




public health, technology, entrepreneurship, public policy, social




engineering, and beyond. All these efforts represent opportunities




to implement the concept of functioning in all nations because the




challenge is not a local phenomenon.



Strengthening rehabilitation is key to
improving human functioning




Rehabilitation is arguably the most important health




intervention specifically designed to enhance human functioning.




Therefore, efforts to strengthen rehabilitation in health systems,




expand its evidence base, and educate and train its workforce




represent opportunities to integrate the concept of functioning.




Such efforts are active and underway. For example, the




Rehabilitation Program of the WHO is implementing




Rehabilitation 2030 to draw attention to the unmet need for




rehabilitation worldwide and to highlight the importance of




strengthening rehabilitation in health systems (6). The World




Rehabilitation Alliance (WRA) is a WHO global network of




stakeholders whose mission is to support the implementation of




the Rehabilitation 2030 initiative through advocacy activities (7). It




focuses on promoting rehabilitation as an essential health service




that is integral to Universal Health Coverage and to the realization




of Sustainable Development Goal 3: Ensure healthy lives and




promote well-being for all at all ages (8). These two initiatives




represent important windows of opportunity for the
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implementation of the concept of functioning. Rehabilitation




systems and professionals, by nature and education, have a better




understanding and acceptance of functioning and related topics. If




the implementation of this concept in health and science is not




accomplished in the field of rehabilitation, it may be harder to do in




other areas.




In conclusion, the article by Bickenbach and collaborators is a




conceptual roadmap that explains why, and discusses how, human




functioning should become a fundamental concept in health and




science. It is time to join this effort.
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 Health systems and sciences should have greater focus on human functioning - requiring all stakeholders to adopt this integrative paradigm shift.

 
 Human functioning is integral to healthy longevity, hence ongoing international and national initiatives in this area offer important implementation opportunities.

 
 Strengthening rehabilitation services in health systems is key to improving human functioning, requiring workforce education and training and research.




 
 Introduction
 “ Our problem is not that we are individualists. It is that our individualism is static rather than dynamic. We value what we think rather than what we do. We forget that we have not done, or been, what we thought; that the first function of life is action, just as the first property of things is motion.”
 Fernando Pessoa, Lisbon, Portugal (1888-1935)
 It is time for human functioning to have a higher profile and priority in science, clinical medicine, and health policy and systems. The conceptual and theoretical article by Bickenbach and collaborators in this journal explains why ( 1). The authors propose that functioning is a fundamental characteristic of a healthy and happy human life. Furthermore, they argue that the development and utilization of valid and reliable measurements of human functioning could change the focus of health systems and health policy and transform current rehabilitation research and education. This combination of high-impact consequences can be seen, almost by definition, as a paradigm shift – whereby a new and different way of thinking replaces the traditional view.
 To focus on human functioning is to give precedence to an integrative approach to health. In many respects, functioning is to health as physiology is to biology. Many elements of human biology interact to allow physiological systems to function. Physiology is an integrative discipline. Similarly, many determinants of health contribute to human functioning. It is the ability and/or capacity to integrate these individual determinants into a complex and desirable action that makes functioning the final common pathway. In daily life we do not focus on individual actions but on the performance of a task of personal or societal relevance that combines several actions in sequence and/or in parallel.
 Implementing the ideas proposed by Bickenbach and collaborators will be challenging and will take time, but we should not delay the start of the process because there may be obstacles in the future. Health systems, particularly academic systems, professional schools, and even many research institutions, are notoriously slow in adopting transformative ideas and adapting to a new reality. Many leaders of health systems, policymakers, and health providers, to name a few stakeholders, will have to be educated in the sciences of human functioning and convinced that there is a better and more efficient way to treat patients, focusing on what in life matters most to humans. Research at different levels will have to be conducted to demonstrate that focusing on functioning is a better policy that will enhance the services delivered in health systems. For example, research studies could examine whether enhanced human functioning can result in a lower demand for health services and a lower financial burden on health systems. This may lead policymakers to prioritize programs on human functioning as part of their strategic plans. Furthermore, different geographical regions of the world with varying socioeconomic conditions, academic programs, and health systems may require different and flexible implementation approaches. Thus, the sooner we start, the better.

 
 Human functioning is integral to healthy longevity
 When a significant and transformative idea is being considered, it is appropriate to evaluate the prevailing circumstances in society, because they may have a significant effect on implementation efforts. In other words, what conditions in the socioeconomic and political environment could favor, or impede, change. I would argue that the prevailing circumstances in this decade represent an excellent opportunity for such a change for various reasons. One of the most important is the dramatic demographic changes recorded in the last two centuries. The consequences of an increase in life expectancy and in the number of people in older age groups cannot be addressed with the current policies and governmental priorities. Advanced adult age is associated with a decline in functioning that leads to increased morbidity and disability ( 2). We need a new strategy. This is clearly explained by the United Nations World Social Report ( 3) and many other documents that highlight the demand on health and social services of this age group, the lack of long-term care strategies globally, and the importance of maintaining older adults in the labor market, for example. Similarly, the United Nations and the World Health Organization (WHO) have declared the current decade the “Decade of Healthy Aging” ( 4) because it has been predicted that longevity will continue to increase and the well-being of this large and increasing segment of the population will demand more attention. Arguably, older adults are more interested in functional independence than concerned with the risk of dying. Hence, these global efforts represent a positive environment for the implementation of the concept of functioning.
 Another example of a circumstance that favors a paradigm shift, this time at a national level, is the publication by the United States National Academy of Medicine (US NAM) of the Global Roadmap for Healthy Longevity ( 5). This publication describes a path forward whereby societies can benefit from the participation of older people in work and community engagement while avoiding the predicted challenges of population aging. Together with that report, the US NAM launched the Healthy Longevity Global Grand Challenge as a worldwide movement to improve physical, mental, and social well-being for people as they age. The Challenge includes The  Healthy Longevity Global Competition, a multiyear, multi-million-dollar international competition that will accelerate breakthroughs in healthy longevity through a series of monetary awards and prizes. The competition is open to innovators of any background, including science, medicine, public health, technology, entrepreneurship, public policy, social engineering, and beyond. All these efforts represent opportunities to implement the concept of functioning in all nations because the challenge is not a local phenomenon.

 
 Strengthening rehabilitation is key to improving human functioning
 Rehabilitation is arguably the most important health intervention specifically designed to enhance human functioning. Therefore, efforts to strengthen rehabilitation in health systems, expand its evidence base, and educate and train its workforce represent opportunities to integrate the concept of functioning. Such efforts are active and underway. For example, the Rehabilitation Program of the WHO is implementing Rehabilitation 2030 to draw attention to the unmet need for rehabilitation worldwide and to highlight the importance of strengthening rehabilitation in health systems ( 6). The World Rehabilitation Alliance (WRA) is a WHO global network of stakeholders whose mission is to support the implementation of the Rehabilitation 2030 initiative through advocacy activities ( 7). It focuses on promoting rehabilitation as an essential health service that is integral to Universal Health Coverage and to the realization of Sustainable Development Goal 3:  Ensure healthy lives and promote well-being for all at all ages ( 8). These two initiatives represent important windows of opportunity for the implementation of the concept of functioning. Rehabilitation systems and professionals, by nature and education, have a better understanding and acceptance of functioning and related topics. If the implementation of this concept in health and science is not accomplished in the field of rehabilitation, it may be harder to do in other areas.
 In conclusion, the article by Bickenbach and collaborators is a conceptual roadmap that explains why, and discusses how, human functioning should become a fundamental concept in health and science. It is time to join this effort.
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Drug repurposing, or identifying new uses for existing drugs, has emerged as an alternative to traditional drug discovery processes involving de novo synthesis. Drugs that are currently approved or under development for non-antibiotic indications may possess antibiotic properties, and therefore may have repurposing potential, either alone or in combination with an antibiotic. They might also serve as “antibiotic adjuvants” to enhance the activity of certain antibiotics.
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Drug Discovery: Overview of Process



Traditional drug discovery strategies aim to identify the next new chemical or molecular entity that possesses a novel mechanism of action. For any promising new compound, the path from initial discovery to market launch is sluggish, costly, and fraught with a multitude of barriers. Moving a new drug from pre-clinical phases to market generally requires a minimum timeframe of 10-12 years and over $2 billion in resources (DiMasi, 2014; DiMasi et al., 2016). Additionally, the probability of success is low, with only 1-2 drugs from an initial 10,000 compounds reaching Federal Drug Administration (FDA) approval. Following target identification and validation, high-throughput screening (HTS) assays are developed and run against compound libraries to generate ‘hits’, which are the compounds that demonstrate the desired activity or interaction with the target of interest. Each hit series undergoes additional screening and/or chemical modifications to become more ‘druggable’ lead compounds before in vitro and in vivo pharmacokinetic testing is performed in animal models (preclinical). Generally, only a handful of drug candidates from the initial 10,000 compounds enter clinical trials. Success rates for drugs entering Phase I clinical trials have approximately 10% chance of gaining FDA approval for the desired indication (Mullard, 2016).





Antibiotic Drug Development: A Historical Perspective



Milestones of antibiotic discovery and development can offer insights into future solutions. The pre-antibiotic era bears striking resemblance to circumstances of today, regarding a need for: 1) novel, effective antibiotics, 2) large scale collaboration, and 3) efficient processes/timelines for antibiotic approvals.




Penicillin: A Landmark “Bench to Bedside” Breakthrough



The discovery of penicillin in 1928 is regarded as one of the most significant medical and scientific breakthroughs in history (Ligon, 2004a; Ligon, 2004b; Kardos and Demain, 2011; Lobanovska and Pilla, 2017). It represents one of history’s earliest examples of translating a scientific discovery into medicine. The story of how penicillin was developed is as important as the discovery of the drug itself. Overcoming the major barriers during that time helped establish methods that led to next-generation penicillins and development of other antibiotic classes (Kardos and Demain, 2011; Lobanovska and Pilla, 2017).



When a fungal contaminant (Penicillium notatum) on a petri dish was found to produce a potent substance that inhibited growth of Staphylococcus aureus, Alexander Fleming had unknowingly discovered a life-saving antibiotic. He published his findings the following year (Fleming, 1929), but surprisingly, the world did not take notice right away. Furthermore, there were problems with the drug itself. Penicillin was chemically unstable and difficult to isolate from the mold, raising serious doubts about its potential as a therapeutic agent.



More than ten years later, in 1939, a group of scientists at Oxford University (Howard Florey, Ernest Chain, Norman Heatley, and Edward Abraham) took on this challenge, and successfully developed a procedure for isolating and purifying penicillin (Chain et al., 2005), thereby enabling extraction of sufficient material to conduct in vivo efficacy studies (Chain et al., 1993). Clinical trials began in 1941, demonstrating drug stability and efficacy against Streptococcus pyogenes and Staphylococcus aureus, with no signs of toxicity (Ligon, 2004a; Ligon, 2004b; Lobanovska and Pilla, 2017).



With World War II underway, there was an established need for penicillin use in wounded soldiers and civilians (Fraser, 1984; Ligon, 2004a; Ligon, 2004b); thus, creating an intense sense of urgency for large-scale production. Funding, however, was limited in England for a task of this size, leading the Oxford team to relocate to the United States for assistance. Collaborative efforts soon began at an unprecedented level between the United States and United Kingdom that included academic and government entities teaming up with multiple pharmaceutical companies (including Merck, Squibb, Lilly, and Pfizer to start). Through their combined resources and expertise, they developed new procedures for the purification and mass production of penicillin - and just in time for D-Day (1944) (Swann, 1983; Fraser, 1984). These were ground-breaking techniques (i.e. submerged fermentation, microbial strain production, mutational strain improvement) representing a combination of scientific disciplines including microbiology, biochemistry, and chemical engineering, that quickly became integral for the development of subsequent antibiotics (Richards, 1964).



Shortly after the war in 1946, penicillin became widely available by prescription, which revolutionized medicine. Providers were able to, for the first time; effectively treat previously incurable diseases such as rheumatic fever, scarlet fever, syphilis, severe wounds, and infections with aggressive pathogens such as Staphylococcus or Streptococcus spp (Dowling and Lepper, 1951; Armstrong et al., 1999; Kardos and Demain, 2011; Aminov, 2017). Alexander Fleming’s serendipitous discovery of penicillin was the breakthrough of the century; however, it took an international collaboration composed of government, academia, and industry scientists to translate this discovery into one of the most important medical treatments in history.





The Antibiotic Era



The drug discovery landscape was forever changed after the arrival of penicillin. Not only did it save thousands of lives, it also ushered in an era of natural products discovery (Wright, 2014; Moloney, 2016). Building on the work of Fleming, microbiologist Selman Waksman sought to find more sources of antibiotic-producing microbes from soil. His approach involved the screening of soil-derived bacteria (mostly Actinomycetes spp.) against susceptible test organisms and evaluating zones of inhibited growth on an overlay plate (Schatz et al., 2005). This method is similar to Fleming’s discovery of penicillin; however, Waksman applied a more systematic, deliberate screening approach, while Fleming’s discovery of an antibiotic-producing mold was accidental. This new screening approach, otherwise known as the ‘Waksman platform’ led to the discovery of an important antibiotic streptomycin, which exhibited in vitro activity against Gram-positive and Gram-negative bacteria (Jones et al., 1944). Though penicillin was highly effective and in frequent use at the time, its antibacterial activity was primarily limited to Gram-positive bacteria. Streptomycin, the first of the aminoglycoside antibiotic class, was also the first drug with activity against Mycobacterium tuberculosis.



After the successful launch of streptomycin, the Waksman platform quickly became the quintessential tool for antibiotic discovery at the time, and ultimately the most successful and widely adopted antibiotic discovery platform to date. Discovery of other antibiotics occurred shortly thereafter, and continued over the next 20 years, famously referred to as the ‘golden age’ of antibiotics (Lewis, 2013; Lyddiard et al., 2016). In fact, the bulk of antibiotics in use today are from natural products or their semisynthetic derivatives that were discovered by this method of mining through soil-derived compounds (Moloney, 2016; Mohr, 2016; Katz and Baltz, 2016). Vancomycin, clindamycin, rifampin, tetracycline, and daptomycin are among a few important natural product antibiotics discovered during this era that remain in use today (Table 1).




Table 1 | Antibiotics derived from natural products (Lewis, 2013; Wright, 2014).









Antibiotic Innovation Gap



During the golden age of antibiotics, from 1940 through 1960s, the antibiotic development pipeline flourished (Walsh and Wencewicz, 2014). In fact, the rapidity of new antibiotics discovered at the time appeared to be outpacing the spread of antibiotic resistance. However, the majority of antibiotics developed during this period were through natural product discovery, a few synthetic antibiotic classes or “scaffolds” were also developed with success and remain in used today: fluoroquinolones (ciprofloxacin, levofloxacin), sulfonamides (sulfamethoxazole), oxazolidinones (linezolid), and nitroimidazole (metronidazole) (Wright, 2014; Lewis, 2017). Rapid advances in biotechnology gave rise to HTS in the early 1990s (Kubinyi, 1995). Plus, with the advancements in medicinal chemistry, molecular biology, and arrival of genomic tools, the pharmaceutical industry was seemingly more equipped than ever to discover the next wave of novel antibiotic compounds. Expectations were high for productivity as the industry moved away from laboriously mining soil for naturally-occurring compounds, opting instead for target-based HTS of synthetic compounds (Silver, 2011; Lewis, 2013). However, these high-tech platforms yielded only disappointing returns. What occurred instead was nearly a 40-year innovation gap. After the introduction of nalidixic acid in 1962, no new structural classes of antibiotics were developed again until linezolid in 2000 (Walsh, 2003; Fischbach and Walsh, 2009).



A combination of several important factors is likely to blame for the antibiotic innovation gap or discover void lasting several decades:




Collapse of the Waksman Platform



This drug discovery platform was a success for approximately 20 years. Unfortunately, mining through soil microbes eventually led to frequent re-isolation or rediscovery of known compounds (Katz and Baltz, 2016). After yielding diminished returns, the platform was abandoned. Still, many experts now advocate for a revival of this platform, as synthetic approaches have been unable to replace the success of natural product drug discovery. Furthermore, soil and marine environments may still be promising untapped sources for antibiotic compounds. Metagenomic analyses have shown that 99% of bacteria from soil and marine samples are “uncultured,” meaning they do not grow under normal laboratory conditions (Rappe and Giovannoni, 2003; Schloss and Handelsman, 2004). Recently, investigators unveiled the discovery of a new antibiotic, teixobactin (Ling et al., 2015; Fiers et al., 2017), using a method similar to the Waksman platform, but with a modified technique for isolating and growing uncultured bacteria (Nichols et al., 2010).





Golden Age of Medicinal Chemistry



Much of the focus in the pharmaceutical industry during the 1960s and 1970s shifted from novel discovery of compounds to the chemical tailoring of existing antibiotics to create successive generations of antibiotics (2nd, 3rd, 4th, etc.). This has been important for improving the efficacy and/or pharmacological properties of antibiotics but has not lead to any new molecular entities or novel antibiotic scaffolds (Walsh, 2003; Aminov, 2017; Lewis, 2017).





Adherence to Lipinski ‘Rule of Five’



Poor absorption was a major source of attrition during drug discovery in the early 1990s (Kola and Landis, 2004). Renowned medicinal chemist, Christopher Lipinski, along with his team, sought to determine the physiochemical properties of compounds that best predict absorption and advancement to clinical stages of development. Lipinski analyzed properties of compounds that had emerged from Phase I and entered Phase II clinical studies, accessed through the World Drug Index (WDI) and United States Adopted Name (USAN) databases (Lipinski et al., 2001). More than 90% of compounds that reached Phase II status had the following physiochemical parameters: i) molecular weight < 500, ii) number of hydrogen-bond donors < 5, iii) number of hydrogen-bond acceptors < 10, and iv) calculated octanol-water partition coefficient < 5. These characteristics, which became known as Lipinski’s rule of five are associated with solubility and permeability, and therefore increased absorption (Lipinski, 2000). This rule-based approach for synthesizing or screening new compounds was widely adopted by the pharmaceutical industry. Antibiotics, however, are unique molecules, and have always been an exception to the Lipinski rules. Unlike drugs developed for other therapeutic areas, antibiotic drug candidates must be able to penetrate bacterial cells, and not just human cells. Lipinski’s rules do not account for this critical physiochemical property (O’Shea and Moser, 2008; Lewis, 2013). In fact, the widespread use of Lipinski’s ‘rule of five’ may have inadvertently selected against discovery of new antibiotic compounds.





Phenotypic Versus Target-Based Screens



Antibiotics during the Golden Age were discovered empirically using in vitro growth inhibition assays, in which phenotypic endpoints were recorded as bacterial ‘growth’ or ‘no growth’ (Waksman et al., 1946; Ligon, 2004a; Ligon, 2004b; Moloney, 2016; Katz and Baltz, 2016). Mechanisms of action were usually determined later, often many years after approval - a significant downside to using traditional whole-cell phenotypic assays. Following the arrival of genomics, bioinformatics, and high throughput screening, drug screening strategies shifted from phenotypic to molecular target-based platforms, thereby enabling target identification and validation of important disease-related targets (Flordellis et al., 2006; Lewis, 2013). A target-based method involves the in vitro interaction between a drug candidate and a defined/validated target (e.g. enzyme or receptor) in a cell-free system. Other distinguishing characteristics between phenotypic and target-based screening is described in Table 2.




Table 2 | Comparing target-based and phenotypic-based screens (Swinney and Anthony, 2011; Zheng et al., 2013; Bell et al., 2015; Wagner, 2016; Moffat et al., 2017).







Perceived at the time as the more sophisticated and more promising screening platform for anti-infective research and development, target-based screens soon became widely favored in industry. However, this highly anticipated method was met with disappointing results - no new antibiotics emerged from these platforms. Payne et al. published a highly influential article, in which the authors provided candid insight on experiences with target-based screening platforms at GlaxoSmithKline (GSK) (Payne et al., 2007). Between 1995 and 2001, a total of 67 HTS campaigns using genomic-derived antibiotic targets were run against a large compound collection, consisting of 260,000 to 530,000 compounds. This was an unprecedented amount of effort and resources for screening only one single therapeutic area. Only 16 ‘hits’ were identified, five of which became ‘lead’ compounds; but ultimately none of them reached clinical trial phases. Payne et al. concluded that whole-cell phenotypic assays, rather than target-based, are more likely to produce successful leads (Payne et al., 2007). The authors discussed several possibilities for the poor performing results, one of which is an inability to translate in vitro activity observed from target-based assays to activity that occurs with live bacterial cells. Target-based screening can produce many ‘hits.’ However, if these compounds cannot overcome the permeability barriers and tendencies for efflux pump activity in bacteria, then none of them, not one single hit, will progress to a lead compound (Livermore and British Society for Antimicrobial Chemotherapy Working Party on The Urgent Need: Regenerating Antibacterial Drug D, Development, 2011; Aminov, 2017; Lewis, 2017; Moffat et al., 2017; Singh et al., 2017). According to Dr. Kim Lewis, Ph.D., Distinguished Professor of Biology and Director of Antimicrobial Discovery Center at Northeastern University, “…simply doing more high-throughput screening or adding yet another target to the long list of potential ones will not do” (Lewis, 2017).



Although the cell permeability hurdle was specific to bacterial cells, the lower productivity from target-based screens does not appear to be limited to the development of antibiotics. An analysis of FDA drug approvals between 1999 and 2008 revealed a higher number of first-in-class compounds (i.e. new molecular entities) discovered through phenotypic screening compared to molecular target-based approach (Swinney and Anthony, 2011). From a total of 50 new in-class drugs, 28 (56%) were discovered using a phenotypic approach, while 17 (34%) were from target-based methods. One area in which target screening appears to be more successful, however, is in the field of cancer. Between 1999 and 2013, 31 of the 48 first in-class oncology drugs were discovered through target-based screens, 21 of which were kinase inhibitors (Moffat et al., 2014).



Despite having fallen out of favor more than two decades ago, and replaced with molecular target-based platforms, phenotypic screening has been undergoing a resurgence (Zheng et al., 2013; Wagner, 2016; Moffat et al., 2017). The ideal screening strategy to improve productivity in antibiotic drug discovery, however, is one that combines advantages of both phenotypic and target screening, while circumventing their limitations (Zheng et al., 2013; Farha and Brown, 2015; Matano et al., 2016). This can be accomplished through a number of ways. One approach is through the use of a parent wildtype bacterial strain paired with a mutant or modified strain, in which a specific target or mechanism of interest has been altered (Farha and Brown, 2015). Comparing the in vitro response of a wildtype/mutant pair to drug candidates can preferentially reveal compounds that inhibit a target or pathway. This method allows for a more hypothesis-driven phenotypic approach, for which the screen hits are biologically active, and the mechanism of action can also be deduced. There are increasing reports of using this integrated strategy, some referring to it as target-, pathway-, or mechanism-based whole cell screens (Testa and Johnson, 2012; Gengenbacher and Dick, 2015; Matano et al., 2016; Bonnett et al., 2016).





High-Risk Investments



Antimicrobial research and development (R&D) programs were becoming unattractive investments. After the ‘high-tech’ target-based platforms failed to produce new antibiotics, the anti-infective divisions within the pharmaceutical industry began shutting down (Payne et al., 2007; Tommasi et al., 2015; Lewis, 2017). Turning a profit may take years, possibly not until final years of the patent life, depending on the circumstances (Fisher and Mobashery, 2016). Furthermore, antibiotics in general tend to have short durations of therapy (≤ 14 days). In contrast, chronic conditions, such as diabetes or hypertension may require daily treatment for many years, if not for life.



Pharmaceutical companies estimate risk/benefit and profitability of a developing product using a metric known as net present value (NPV). This is a summation of Research and Development (R&D) costs and expected value of future revenue (Sciarretta et al., 2016). A threshold target NPV of $200 million is recommended for an antibiotic to be an attractive investment and comparable to other therapeutic classes (Sharma and Towse, 2011). However, the predicted NPV of an antibiotic is estimated at negative $50 million, meaning the developmental costs would exceed projected earnings (Sharma and Towse, 2011). Among the more recently launched antibiotics, Avycaz (ceftazidime/avibactam) and Teflaro (ceftaroline fosamil) had the highest sales at ~ $80 and ~$50 million, respectively, two years post-launch. Meanwhile, other popular non-antibiotic drugs had sales ranging from $500 million to over $1 billion (Fernandes and Martens, 2017). Thus, even for antibiotics that bring in revenue, the return of investment is low compared to other popular ‘blockbuster’ treatments for other conditions.






Emergence of Resistance



Antibiotic resistance is an extremely complicated problem. The urgency to develop new antibiotics is almost entirely driven by escalating resistance rates (Theuretzbacher, 2011). The first sign of penicillin resistance was observed in 1940, several years before penicillin was available for widespread use (1945), when a penicillin-inactivating enzyme (penicillinase) was discovered in an E. coli strain (Abraham and Chain, 1988). In 1942, penicillin resistance was noted in four clinical strains of S. aureus, also by a penicillinase (Rammelkamp and Stolzer, 1961). Unfortunately, this was only the beginning. As each new antibiotic was launched into market, reports of resistance followed shortly thereafter. Over time, this pattern began occurring in a variety of bacterial pathogens, spanning several decades. Today, there is no shortage of antibiotic resistant bacteria, but there is a shortage of effective treatment options.



Until better control measures are in place and more novel antibiotics are available, the threat of resistance will loom, putting an expiration date on each and every antibiotic in use.





Addressing the Unmet Clinical Need



The emergence and spread of resistant bacteria, coupled with the paucity of new antibiotics, has evolved into a global health crisis (French, 2010; Lushniak, 2014; Rossolini et al., 2014; Brown and Wright, 2016; Martens and Demain, 2017). The Centers for Disease Control and Prevention (CDC) estimated that two million patients per year in the U.S. have infections associated with drug-resistant bacteria and 23,000 die annually as a result (Centers for Disease Control and Prevention, 2013). If antimicrobial resistance continues its current trajectory, an estimated 10 million deaths worldwide are predicted by 2050 (surpassing cancer) (Review on Antimicrobial Resistance, 2015). Industry sponsors, regulatory agencies, and organizations at the national and international level are taking action to overcome hurdles that led to a dry antibiotic pipeline. Just as the Oxford group discovered during their wartime efforts of mass-producing penicillin, public-private collaborations are critical to successfully revive the antibiotic pipeline and bring new antibiotics to patients in need (Luepke and Mohr, 2017; Luepke et al., 2017).



In an effort to improve regulatory processes for drug approvals, the FDA developed four expedited drug review pathways (Table 3) for the treatment of life-threatening/serious or rare conditions: i) accelerated approval, ii) priority review, iii) fast track, and iv) breakthrough therapy (Guidance for industry: expedited programs for serious conditions – drugs and biologics, 2014; Hwang et al., 2017). Bacterial infections were not specifically addressed in these pathways. That changed, however, in 2012 when the Generating Antibiotic Incentives Now (GAIN) act was signed into law. Under the GAIN act, industry sponsors can petition the FDA for a Qualified Infectious Disease Product (QIDP) designation, defined as an antibacterial or antifungal drug for human use intended to treat serious or life-threatening infections. Antibiotics with QIDP designation can receive both fast track and priority review status (Brown, 2013). The FDA is expected to have frequent meetings and written communications with the sponsor and provide guidance along the way on developing pathogen-focused antibiotics. QIDP antibiotics are also eligible for five additional years of exclusivity, which allows the sponsor a longer timeframe to recoup development costs.




Table 3 | FDA expedited regulatory pathways (Darrow et al., 2014; Kesselheim and Darrow, 2015; Sinha and Kesselheim, 2016).







In addition to expedited approval programs, another pathway, the Limited Population Antimicrobial Drug (LPAD) pathway, was signed into law in 2016 as a provision to the 21st Century Cures Act (Stone, 2015; Sinha and Kesselheim, 2016). Established with the intention to streamline antibiotic development, LPAD allows faster access to antibiotics for patients with serious or life-threatening bacterial infections in which no appropriate treatment options exist. The drug’s safety and effectiveness can be studied in significantly smaller, more rapid, and less expensive clinical trials using this mechanism, which is similar to the orphan drug approval process (Simoens et al., 2012; Kwok and Koenigbauer, 2015). Data considered acceptable for drug approval using this pathway can include a combination of non-clinical, in vitro susceptibility, pharmacokinetic-pharmacodynamic, and phase II data (Rex et al., 2013). An antibiotic approved by this pathway must have “Limited Population” in the labeling of the drug.



The GAIN act and LPAD pathway are important milestones for revitalizing the antibiotic pipeline. However, some remain skeptical about the benefits of these expedited programs and have concern that speed is being favored over safety. Critics argue that expedited approval has been granted for drugs that did not meet qualifying criteria (i.e. life-threatening/serious, urgent unmet medical need, breakthrough) and have also pointed out a lack of oversight (or enforcement) of post-marketing surveillance studies for approvals based on surrogate markers (Herper; Frank et al., 2014; Kesselheim and Darrow, 2015; Kesselheim et al., 2015; Kim and Prasad, 2016; Chary and Pandian, 2017; Mostaghim et al., 2017). Others have questioned how safety and efficacy can adequately be assessed from such limited data (Light and Lexchin, 2015).



Streamlining drug approval processes is an important strategy to help bring new antibiotics to market in a shorter timeline, but this is only one of several measures needed to combat antibiotic resistance. Several national and international initiatives aimed at incentivizing antibiotic R&D are currently underway, including tax credits, market exclusivity extension, public-private partnerships, and reimbursements (Brogan and Mossialos, 2016; Sciarretta et al., 2016; Luepke and Mohr, 2017; Luepke et al., 2017). Still, despite an expanding antibiotic pipeline, experts remain concerned that these measures will simply not be enough and that we will be outmatched by worsening antibiotic resistance rates (Antibacterial agents in clinical development: an analysis of the antibacterial clinical development pipeline, including tuberculosis 2017; Breaking throught the wall: A call for concerted action on antibiotics research and development, 2017; Simpkin et al., 2017).






Drug Repurposing




Overview



As of September 2017, 48 new antibiotics were in Phase I to Phase III development (Antibiotics currently in global clinical development, 2018). While this news was initially encouraging, further investigation revealed a more sobering outlook. First, only approximately 20-30% will translate to a marketable product, given the success rates of an antibiotic moving through development (Payne et al., 2007; Thomas et al., 2017). Second, most of these antibiotics do not have a novel mechanism of action but are instead modifications of existing antibiotic classes (Antibiotics currently in global clinical development, 2018). Third, only 38% of the antibiotics in development are expected to be active against ESKAPE pathogens (Enterococcus faecium, Staphylococcus aureus, Klebsiella pneumoniae, Acinetobacter baumanii, Pseudomonas aeruginosa, and Enterobacter), which have been regarded as high priority for more than a decade (Boucher et al., 2009; Thomas et al., 2017). These factors, combined with the efficacy and safety uncertainties of expedited/LPAD pathway approvals leave little optimism for the future of antibiotics.



Perhaps an alternative solution to the scientific, regulatory, and safety barriers may be to seek new therapeutic uses from existing drugs, also known as drug repurposing or drug repositioning (Beachy et al., 2014). This is becoming an increasingly attractive translational strategy to expedite therapies into the clinic, circumventing much of the early phases of drug development. Drug repurposing is, in itself, an expedited process.



Drug repurposing provides a way for pharmaceutical companies to reduce costs, increase efficiency, and minimize investment and safety risks (Tobinick, 2009; Strittmatter, 2014; Pryor and Cabreiro, 2015). Developing a repurposed drug, as opposed to a newly discovered compound, has the potential to save more than $1 billion and reduce the time to FDA approval by 50% (Scannell et al., 2012; Beachy et al., 2014). Using this strategy can also bring a failed drug back to life, often in the form of a different indication, thereby adding value back to a lost investment.



There is no ‘standardized’ definition for drug repurposing. However, the term does have many other names, which has caused some confusion: “repositioning”, “reprofiling”, “redirecting”, “rediscovery”, and “redeployment”, to name a few (Langedijk et al., 2015). These terms are generally considered interchangeable, with the exception of one – “drug rescue.” This is specifically applied to drugs that failed their intended indication and have successfully been developed for an unrelated indication (Cavalla and Singal, 2012; Medina-Franco et al., 2013). There is also some disagreement as to whether the terms “drug repurposing” and “drug repositioning” are synonymous. The source of some of this confusion is that the wording does not indicate whether a drug failed, was withdrawn, or was abandoned (i.e., early versus late development stages). Even the wording “existing drugs” is not very clear, since this could be interpreted as drug candidates in development or FDA approved drugs. Clearly, the terminology is a work in progress. Dr. Hermann Mucke, PhD, editor of Drug Repurposing, Rescue, and Repositioning, suggested that the term “drug repurposing” be used as a ‘catch-all’ phrase to describe the general concept of “developing an active pharmaceutical ingredient, at any stage of the life cycle and regardless of the success or misfortune it has encountered so far; to serve a therapeutic purpose that is significantly different from the originally intended one.” (Mucke, 2017) For the sake of simplicity, we will follow this suggestion and use the wording “drug repurposing” as an all-encompassing term.



Drug repurposing is not a new concept. In fact, it accounts for approximately 30% of all FDA approved drugs in recent years (Jin and Wong, 2014). Repurposing is a rapidly emerging field, galvanizing interest from both industry sponsors and government agencies. In 2012, the National Center for Advancing Translational Sciences (NCATS) launched a drug repurposing program, entitled “Discovering New Therapeutic Uses for Existing Molecules.” (Allison, 2012) Recognizing the value of drug repurposing, as well as the value of public-private collaborations, NCATS established a three-way partnership between academia, industry, and government with the goal to identify new therapeutic uses of propriety assets (drugs/biologics) across a range of human diseases in areas of unmet clinical need. Drug repurposing partnerships are established through the use of template agreements. AstraZeneca, Janssen Research, Pfizer, and Sanofi are a few of the companies making their assets available to researchers. Essentially, NCATS acts as the ‘matchmaker’ between the ideas from academia and experimental assets from pharmaceutical companies.



Successful drug repurposing may lead to three possible outcomes: (1) new indications for shelved candidates, (2) line extension for existing drugs, and (3) new targets and new indications for existing drugs (Tobinick, 2009; Beachy et al., 2014). Shelved drugs may have failed due to efficacy or safety reasons or were discontinued by the sponsor for strategic reasons. ‘Existing drugs’ refers to those that are FDA approved and currently available. Drugs for which there is pre-existing knowledge of safety and toxicity data (i.e. cleared Phase I trials) are generally the most ideal candidates for repurposing, as this significantly de-risks the clinical development phases. Furthermore, sponsors can leverage pre-existing safety and/or efficacy data to streamline the regulatory approval process of their drug through another expedited pathway, known as the 505(b)(2) pathway. Established in 1984, this pathway is used when changes have been made to previously approved drugs. Ceftazidime-avibactam, which is a combination of an approved cephalosporin (ceftazidime) and a novel β-lactamase inhibitor (avibactam) was approved in 2015 using the 505(b)(2) pathway (Hwang and Kesselheim, 2016). Ceftazidime-avibactam was also a QIDP designated drug, therefore receiving priority review, fast-track designation, and an additional five years of exclusivity.



Repurposing has led to a number of successful drug launches (Table 4) (Padhy and Gupta, 2011; Sardana et al., 2011; Barratt and Frail, 2012; Carlson-Banning et al., 2013; DiMasi, 2013; Beachy et al., 2014; Heslop et al., 2015; Rumore, 2016). Many of these success stories were the result of serendipitous re-discoveries, having once been abandoned or shelved after failing during early development for the intended indication. Zidovudine, for example, was originally developed as an anticancer agent, but development came to a halt after testing in animal models was unsuccessful. Years later, zidovudine was found to have potent in vitro activity against HIV, and after a rigorous clinical trial, was fast-tracked to FDA approval in 1987 (Yarchoan and Broder, 1987). This marked the beginning of the antiretroviral era, paving the way for discovery of additional life-saving antiretroviral drugs (Broder, 2010). Probably the most notable example of reviving a discontinued drug is the case of thalidomide. Originally marketed in 1957 to pregnant women for treatment of morning sickness, thalidomide was found to have devastating teratogenic effects, causing more than 10,000 birth defects (McBride, 1976; Vargesson, 2015), and was withdrawn in 1961. Thalidomide resurfaced in the late 1990s due to growing interest in the drug for treatment of erythema nodosum leprosum, an indication for which it received FDA approval in 1998 (pregnant women were excluded from study population). This launched an aggressive effort by the sponsor (Celgene) to pursue additional indications and to develop analogues that lacked the teratogenic side effects. In 2003, thalidomide was also approved for treatment of multiple myeloma and quickly became Celgene’s blockbuster drug (Novac, 2013). The thalidomide case, a redeployment of a once considered disastrous drug, demonstrates that repurposing possibilities can arise even from the unlikeliest of sources. This fuels hope that similar repurposing successes will be possible with antimicrobials.




Table 4 | Examples of drugs successfully repurposed or repositioned.









Non-Antibiotics



No drugs to date have been repurposed as antibiotics. However, a number of existing drugs have demonstrated in vitro activity against bacterial pathogens and are therefore known as “non-antibiotics.” They exist among a range of drug classes (Mazumdar et al., 2010; Carlson-Banning et al., 2013; Enserink, 2014; Perlmutter et al., 2014; Thangamani et al., 2015; Schneider et al., 2017; Stewart, 2015; Ruiz et al., 2017), and their microbiological activity is highly variable depending on the specific drug. In many cases, non-antibiotic concentrations used during in vitro testing exceed human plasma levels (Sun, 2015). In those instances, it is unlikely a non-antibiotic would be pursued (alone) as a therapeutic agent, given the lack of potent in vitro activity. That being said, plasma concentration is not the only metric for drug exposure. Drugs with a large volume of distribution have more drug distributed into the tissues than in plasma and could be useful for soft-tissue infections rather than bloodstream infections.





Antibiotic Adjuvants



Whether or not a non-antibiotic demonstrates antibacterial activity, directly, as monotherapy, is only one part of the story. Antibacterial properties of a drug can also be apparent when in combination with an antibiotic. When presence of a non-antibiotic drug enhances the in vitro activity of an antibiotic, that drug is referred to as an “antibiotic adjuvant” or “antibiotic potentiator.” (Ejim et al., 2011) Some investigators refer to them as “antibiotic helper compounds,” “resistance modulators,” or “resistance breakers.” (Gibbons and Udo, 2000; Mazumdar et al., 2010; Bernal et al., 2013; Brown, 2015; Stenger et al., 2015; de Araujo et al., 2016) Adjuvants not only potentiate antibiotic activity, but they can also minimize or even prevent antibiotic resistance (Kalan and Wright, 2011; Gill et al., 2015).



Use of combination regimens for the prevention or reversal of antibiotic resistance is already a common strategy, but is typically performed with the combination of two antibiotics, rather than an antibiotic plus antibiotic adjuvant. The goal with co-administration of two antibiotics is to achieve synergistic activity, or when the sum of in vitro activity of two drugs is greater than with either agent alone (Pillai et al., 2005). The ideal scenario is to administer reduced doses of both antibiotics to decrease the risk of toxicity. However, given the increasing presence of multi-drug resistant pathogens (e.g., Pseudomonas aeruginosa), this is not a realistic treatment approach. Though it is possible that one of the combined antibiotics could be administered at a reduced dose, this applies only to certain types of infections and/or specific bacterial pathogens, such as the use of ampicillin with low-dose gentamicin for enterococcal endocarditis (Le and Bayer, 2003).



An antibiotic plus antibiotic adjuvant combination differs from antibiotic-antibiotic combination in that the adjuvant itself may have little to no in vitro activity against bacteria, especially at clinically relevant doses (Kalan and Wright, 2011; Gill et al., 2015). The primary action of the adjuvant is to enhance antibiotic activity. Gill et al. has characterized adjuvant mechanisms by dividing them into anti-resistance and anti-virulence (Gill et al., 2015). Quorum sensing inhibitors have demonstrated some success in vitro and in murine models for treatment and prevention of biofilm formation (Chow et al., 2014; Sully et al., 2014). Meanwhile several anti-toxin antibodies are undergoing clinical trials. Efflux pumps have become a source of considerable research, particularly the NorA efflux pump that confers a multidrug resistant phenotype of S. aureus (Gibbons et al., 2003; Couto et al., 2008; Felicetti et al., 2017; Zimmermann et al., 2017).






Conclusion



Unfortunately, drug development is notoriously riddled with barriers and has a high failure rate (DiMasi, 2014; DiMasi et al., 2016). One of the major benefits of drug repurposing is that it can significantly reduce this lengthy timeline, thereby making treatments more readily available for clinical unmet needs (Ashburn and Thor, 2004; Barratt and Frail, 2012; Austin and Gadhia, 2017). Drug repurposing is simply a more expedited form of traditional drug development.



The conventional understanding of translational science is that it is a “bench-to-bedside” forward movement that begins in a laboratory and ends with the treatment of patients (Fernandez-Moure, 2016; Fort et al., 2017). Not only is drug repurposing a translational process, but it is also the embodiment of a concept known as “reverse translation.” This is defined loosely as the use of scientific research from an earlier phase to answer questions arising from clinical data (Shakhnovich, 2018). Reverse translation typically begins with patients, in which a question is identified during patient care experiences or clinical trials, and works backwards to test the new hypothesis. Reverse translation is therefore often referred to as a “bedside-to-bench” approach, as it occasionally requires revisiting basic sciences to answer a clinically relevant question (Becker and Funk, 2018). The same principle applies with drug repurposing, in which existing drugs are reevaluated for new indications. Drugs that tend to have the highest probability of success and shortest turnaround time to a new indication are those that are reevaluated within the clinical development phases (i.e., T1 - T3) that have at least cleared phase I clinical trials (i.e., safety and tolerability). Even drugs that failed to meet clinical efficacy endpoints for their desired indications can be excellent candidates for repurposing.



Discovery of an unanticipated drug effect (e.g., a side effect or therapeutic effect unrelated to the primary indication) occurs most commonly during patient care. Investigation of this unexpected effect is a frequent driver for working backwards to reevaluate an old drug. Though it is more ideal to stay within the T1-T3 phases during reevaluation, many of these clinically relevant questions require investigations at the basic science level (Becker and Funk, 2018; McWilliam et al., 2018).



The traditional process of drug discovery and development of a novel compound has a notoriously low probability of success. Drug repurposing, a reverse translational process, is a strategy that can dramatically increase this probability. Using pre-existing scientific knowledge, usually in the form of human clinical data, drug repurposing has the potential to turn even a failed drug into a success.
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Drug repurposing, or identifying new uses for existing drugs, has emerged as an alternative to traditional drug discovery processes involving de novo synthesis. Drugs that are currently approved or under development for non-antibiotic indications may possess antibiotic properties, and therefore may have repurposing potential, either alone or in combination with an antibiotic. They might also serve as “antibiotic adjuvants” to enhance the activity of certain antibiotics.
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Drug Discovery: Overview of Process




Traditional drug discovery strategies aim to identify the next new chemical or molecular entity that possesses a novel mechanism of action. For any promising new compound, the path from initial discovery to market launch is sluggish, costly, and fraught with a multitude of barriers. Moving a new drug from pre-clinical phases to market generally requires a minimum timeframe of 10-12 years and over $2 billion in resources (DiMasi, 2014; DiMasi et al., 2016). Additionally, the probability of success is low, with only 1-2 drugs from an initial 10,000 compounds reaching Federal Drug Administration (FDA) approval. Following target identification and validation, high-throughput screening (HTS) assays are developed and run against compound libraries to generate ‘hits’, which are the compounds that demonstrate the desired activity or interaction with the target of interest. Each hit series undergoes additional screening and/or chemical modifications to become more ‘druggable’ lead compounds before in vitro and in vivo pharmacokinetic testing is performed in animal models (preclinical). Generally, only a handful of drug candidates from the initial 10,000 compounds enter clinical trials. Success rates for drugs entering Phase I clinical trials have approximately 10% chance of gaining FDA approval for the desired indication (Mullard, 2016).








Antibiotic Drug Development: A Historical Perspective




Milestones of antibiotic discovery and development can offer insights into future solutions. The pre-antibiotic era bears striking resemblance to circumstances of today, regarding a need for: 1) novel, effective antibiotics, 2) large scale collaboration, and 3) efficient processes/timelines for antibiotic approvals.






Penicillin: A Landmark “Bench to Bedside” Breakthrough




The discovery of penicillin in 1928 is regarded as one of the most significant medical and scientific breakthroughs in history (Ligon, 2004a; Ligon, 2004b; Kardos and Demain, 2011; Lobanovska and Pilla, 2017). It represents one of history’s earliest examples of translating a scientific discovery into medicine. The story of how penicillin was developed is as important as the discovery of the drug itself. Overcoming the major barriers during that time helped establish methods that led to next-generation penicillins and development of other antibiotic classes (Kardos and Demain, 2011; Lobanovska and Pilla, 2017).




When a fungal contaminant (Penicillium notatum) on a petri dish was found to produce a potent substance that inhibited growth of Staphylococcus aureus, Alexander Fleming had unknowingly discovered a life-saving antibiotic. He published his findings the following year (Fleming, 1929), but surprisingly, the world did not take notice right away. Furthermore, there were problems with the drug itself. Penicillin was chemically unstable and difficult to isolate from the mold, raising serious doubts about its potential as a therapeutic agent.




More than ten years later, in 1939, a group of scientists at Oxford University (Howard Florey, Ernest Chain, Norman Heatley, and Edward Abraham) took on this challenge, and successfully developed a procedure for isolating and purifying penicillin (Chain et al., 2005), thereby enabling extraction of sufficient material to conduct in vivo efficacy studies (Chain et al., 1993). Clinical trials began in 1941, demonstrating drug stability and efficacy against Streptococcus pyogenes and Staphylococcus aureus, with no signs of toxicity (Ligon, 2004a; Ligon, 2004b; Lobanovska and Pilla, 2017).




With World War II underway, there was an established need for penicillin use in wounded soldiers and civilians (Fraser, 1984; Ligon, 2004a; Ligon, 2004b); thus, creating an intense sense of urgency for large-scale production. Funding, however, was limited in England for a task of this size, leading the Oxford team to relocate to the United States for assistance. Collaborative efforts soon began at an unprecedented level between the United States and United Kingdom that included academic and government entities teaming up with multiple pharmaceutical companies (including Merck, Squibb, Lilly, and Pfizer to start). Through their combined resources and expertise, they developed new procedures for the purification and mass production of penicillin - and just in time for D-Day (1944) (Swann, 1983; Fraser, 1984). These were ground-breaking techniques (i.e. submerged fermentation, microbial strain production, mutational strain improvement) representing a combination of scientific disciplines including microbiology, biochemistry, and chemical engineering, that quickly became integral for the development of subsequent antibiotics (Richards, 1964).




Shortly after the war in 1946, penicillin became widely available by prescription, which revolutionized medicine. Providers were able to, for the first time; effectively treat previously incurable diseases such as rheumatic fever, scarlet fever, syphilis, severe wounds, and infections with aggressive pathogens such as Staphylococcus or Streptococcus spp (Dowling and Lepper, 1951; Armstrong et al., 1999; Kardos and Demain, 2011; Aminov, 2017). Alexander Fleming’s serendipitous discovery of penicillin was the breakthrough of the century; however, it took an international collaboration composed of government, academia, and industry scientists to translate this discovery into one of the most important medical treatments in history.








The Antibiotic Era




The drug discovery landscape was forever changed after the arrival of penicillin. Not only did it save thousands of lives, it also ushered in an era of natural products discovery (Wright, 2014; Moloney, 2016). Building on the work of Fleming, microbiologist Selman Waksman sought to find more sources of antibiotic-producing microbes from soil. His approach involved the screening of soil-derived bacteria (mostly Actinomycetes spp.) against susceptible test organisms and evaluating zones of inhibited growth on an overlay plate (Schatz et al., 2005). This method is similar to Fleming’s discovery of penicillin; however, Waksman applied a more systematic, deliberate screening approach, while Fleming’s discovery of an antibiotic-producing mold was accidental. This new screening approach, otherwise known as the ‘Waksman platform’ led to the discovery of an important antibiotic streptomycin, which exhibited in vitro activity against Gram-positive and Gram-negative bacteria (Jones et al., 1944). Though penicillin was highly effective and in frequent use at the time, its antibacterial activity was primarily limited to Gram-positive bacteria. Streptomycin, the first of the aminoglycoside antibiotic class, was also the first drug with activity against Mycobacterium tuberculosis.




After the successful launch of streptomycin, the Waksman platform quickly became the quintessential tool for antibiotic discovery at the time, and ultimately the most successful and widely adopted antibiotic discovery platform to date. Discovery of other antibiotics occurred shortly thereafter, and continued over the next 20 years, famously referred to as the ‘golden age’ of antibiotics (Lewis, 2013; Lyddiard et al., 2016). In fact, the bulk of antibiotics in use today are from natural products or their semisynthetic derivatives that were discovered by this method of mining through soil-derived compounds (Moloney, 2016; Mohr, 2016; Katz and Baltz, 2016). Vancomycin, clindamycin, rifampin, tetracycline, and daptomycin are among a few important natural product antibiotics discovered during this era that remain in use today (Table 1).






Table 1 | Antibiotics derived from natural products (Lewis, 2013; Wright, 2014).
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Antibiotic Innovation Gap




During the golden age of antibiotics, from 1940 through 1960s, the antibiotic development pipeline flourished (Walsh and Wencewicz, 2014). In fact, the rapidity of new antibiotics discovered at the time appeared to be outpacing the spread of antibiotic resistance. However, the majority of antibiotics developed during this period were through natural product discovery, a few synthetic antibiotic classes or “scaffolds” were also developed with success and remain in used today: fluoroquinolones (ciprofloxacin, levofloxacin), sulfonamides (sulfamethoxazole), oxazolidinones (linezolid), and nitroimidazole (metronidazole) (Wright, 2014; Lewis, 2017). Rapid advances in biotechnology gave rise to HTS in the early 1990s (Kubinyi, 1995). Plus, with the advancements in medicinal chemistry, molecular biology, and arrival of genomic tools, the pharmaceutical industry was seemingly more equipped than ever to discover the next wave of novel antibiotic compounds. Expectations were high for productivity as the industry moved away from laboriously mining soil for naturally-occurring compounds, opting instead for target-based HTS of synthetic compounds (Silver, 2011; Lewis, 2013). However, these high-tech platforms yielded only disappointing returns. What occurred instead was nearly a 40-year innovation gap. After the introduction of nalidixic acid in 1962, no new structural classes of antibiotics were developed again until linezolid in 2000 (Walsh, 2003; Fischbach and Walsh, 2009).




A combination of several important factors is likely to blame for the antibiotic innovation gap or discover void lasting several decades:






Collapse of the Waksman Platform




This drug discovery platform was a success for approximately 20 years. Unfortunately, mining through soil microbes eventually led to frequent re-isolation or rediscovery of known compounds (Katz and Baltz, 2016). After yielding diminished returns, the platform was abandoned. Still, many experts now advocate for a revival of this platform, as synthetic approaches have been unable to replace the success of natural product drug discovery. Furthermore, soil and marine environments may still be promising untapped sources for antibiotic compounds. Metagenomic analyses have shown that 99% of bacteria from soil and marine samples are “uncultured,” meaning they do not grow under normal laboratory conditions (Rappe and Giovannoni, 2003; Schloss and Handelsman, 2004). Recently, investigators unveiled the discovery of a new antibiotic, teixobactin (Ling et al., 2015; Fiers et al., 2017), using a method similar to the Waksman platform, but with a modified technique for isolating and growing uncultured bacteria (Nichols et al., 2010).








Golden Age of Medicinal Chemistry




Much of the focus in the pharmaceutical industry during the 1960s and 1970s shifted from novel discovery of compounds to the chemical tailoring of existing antibiotics to create successive generations of antibiotics (2nd, 3rd, 4th, etc.). This has been important for improving the efficacy and/or pharmacological properties of antibiotics but has not lead to any new molecular entities or novel antibiotic scaffolds (Walsh, 2003; Aminov, 2017; Lewis, 2017).








Adherence to Lipinski ‘Rule of Five’




Poor absorption was a major source of attrition during drug discovery in the early 1990s (Kola and Landis, 2004). Renowned medicinal chemist, Christopher Lipinski, along with his team, sought to determine the physiochemical properties of compounds that best predict absorption and advancement to clinical stages of development. Lipinski analyzed properties of compounds that had emerged from Phase I and entered Phase II clinical studies, accessed through the World Drug Index (WDI) and United States Adopted Name (USAN) databases (Lipinski et al., 2001). More than 90% of compounds that reached Phase II status had the following physiochemical parameters: i) molecular weight < 500, ii) number of hydrogen-bond donors < 5, iii) number of hydrogen-bond acceptors < 10, and iv) calculated octanol-water partition coefficient < 5. These characteristics, which became known as Lipinski’s rule of five are associated with solubility and permeability, and therefore increased absorption (Lipinski, 2000). This rule-based approach for synthesizing or screening new compounds was widely adopted by the pharmaceutical industry. Antibiotics, however, are unique molecules, and have always been an exception to the Lipinski rules. Unlike drugs developed for other therapeutic areas, antibiotic drug candidates must be able to penetrate bacterial cells, and not just human cells. Lipinski’s rules do not account for this critical physiochemical property (O’Shea and Moser, 2008; Lewis, 2013). In fact, the widespread use of Lipinski’s ‘rule of five’ may have inadvertently selected against discovery of new antibiotic compounds.








Phenotypic Versus Target-Based Screens




Antibiotics during the Golden Age were discovered empirically using in vitro growth inhibition assays, in which phenotypic endpoints were recorded as bacterial ‘growth’ or ‘no growth’ (Waksman et al., 1946; Ligon, 2004a; Ligon, 2004b; Moloney, 2016; Katz and Baltz, 2016). Mechanisms of action were usually determined later, often many years after approval - a significant downside to using traditional whole-cell phenotypic assays. Following the arrival of genomics, bioinformatics, and high throughput screening, drug screening strategies shifted from phenotypic to molecular target-based platforms, thereby enabling target identification and validation of important disease-related targets (Flordellis et al., 2006; Lewis, 2013). A target-based method involves the in vitro interaction between a drug candidate and a defined/validated target (e.g. enzyme or receptor) in a cell-free system. Other distinguishing characteristics between phenotypic and target-based screening is described in Table 2.






Table 2 | Comparing target-based and phenotypic-based screens (Swinney and Anthony, 2011; Zheng et al., 2013; Bell et al., 2015; Wagner, 2016; Moffat et al., 2017).
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Perceived at the time as the more sophisticated and more promising screening platform for anti-infective research and development, target-based screens soon became widely favored in industry. However, this highly anticipated method was met with disappointing results - no new antibiotics emerged from these platforms. Payne et al. published a highly influential article, in which the authors provided candid insight on experiences with target-based screening platforms at GlaxoSmithKline (GSK) (Payne et al., 2007). Between 1995 and 2001, a total of 67 HTS campaigns using genomic-derived antibiotic targets were run against a large compound collection, consisting of 260,000 to 530,000 compounds. This was an unprecedented amount of effort and resources for screening only one single therapeutic area. Only 16 ‘hits’ were identified, five of which became ‘lead’ compounds; but ultimately none of them reached clinical trial phases. Payne et al. concluded that whole-cell phenotypic assays, rather than target-based, are more likely to produce successful leads (Payne et al., 2007). The authors discussed several possibilities for the poor performing results, one of which is an inability to translate in vitro activity observed from target-based assays to activity that occurs with live bacterial cells. Target-based screening can produce many ‘hits.’ However, if these compounds cannot overcome the permeability barriers and tendencies for efflux pump activity in bacteria, then none of them, not one single hit, will progress to a lead compound (Livermore and British Society for Antimicrobial Chemotherapy Working Party on The Urgent Need: Regenerating Antibacterial Drug D, Development, 2011; Aminov, 2017; Lewis, 2017; Moffat et al., 2017; Singh et al., 2017). According to Dr. Kim Lewis, Ph.D., Distinguished Professor of Biology and Director of Antimicrobial Discovery Center at Northeastern University, “…simply doing more high-throughput screening or adding yet another target to the long list of potential ones will not do” (Lewis, 2017).




Although the cell permeability hurdle was specific to bacterial cells, the lower productivity from target-based screens does not appear to be limited to the development of antibiotics. An analysis of FDA drug approvals between 1999 and 2008 revealed a higher number of first-in-class compounds (i.e. new molecular entities) discovered through phenotypic screening compared to molecular target-based approach (Swinney and Anthony, 2011). From a total of 50 new in-class drugs, 28 (56%) were discovered using a phenotypic approach, while 17 (34%) were from target-based methods. One area in which target screening appears to be more successful, however, is in the field of cancer. Between 1999 and 2013, 31 of the 48 first in-class oncology drugs were discovered through target-based screens, 21 of which were kinase inhibitors (Moffat et al., 2014).




Despite having fallen out of favor more than two decades ago, and replaced with molecular target-based platforms, phenotypic screening has been undergoing a resurgence (Zheng et al., 2013; Wagner, 2016; Moffat et al., 2017). The ideal screening strategy to improve productivity in antibiotic drug discovery, however, is one that combines advantages of both phenotypic and target screening, while circumventing their limitations (Zheng et al., 2013; Farha and Brown, 2015; Matano et al., 2016). This can be accomplished through a number of ways. One approach is through the use of a parent wildtype bacterial strain paired with a mutant or modified strain, in which a specific target or mechanism of interest has been altered (Farha and Brown, 2015). Comparing the in vitro response of a wildtype/mutant pair to drug candidates can preferentially reveal compounds that inhibit a target or pathway. This method allows for a more hypothesis-driven phenotypic approach, for which the screen hits are biologically active, and the mechanism of action can also be deduced. There are increasing reports of using this integrated strategy, some referring to it as target-, pathway-, or mechanism-based whole cell screens (Testa and Johnson, 2012; Gengenbacher and Dick, 2015; Matano et al., 2016; Bonnett et al., 2016).








High-Risk Investments




Antimicrobial research and development (R&D) programs were becoming unattractive investments. After the ‘high-tech’ target-based platforms failed to produce new antibiotics, the anti-infective divisions within the pharmaceutical industry began shutting down (Payne et al., 2007; Tommasi et al., 2015; Lewis, 2017). Turning a profit may take years, possibly not until final years of the patent life, depending on the circumstances (Fisher and Mobashery, 2016). Furthermore, antibiotics in general tend to have short durations of therapy (≤ 14 days). In contrast, chronic conditions, such as diabetes or hypertension may require daily treatment for many years, if not for life.




Pharmaceutical companies estimate risk/benefit and profitability of a developing product using a metric known as net present value (NPV). This is a summation of Research and Development (R&D) costs and expected value of future revenue (Sciarretta et al., 2016). A threshold target NPV of $200 million is recommended for an antibiotic to be an attractive investment and comparable to other therapeutic classes (Sharma and Towse, 2011). However, the predicted NPV of an antibiotic is estimated at negative $50 million, meaning the developmental costs would exceed projected earnings (Sharma and Towse, 2011). Among the more recently launched antibiotics, Avycaz (ceftazidime/avibactam) and Teflaro (ceftaroline fosamil) had the highest sales at ~ $80 and ~$50 million, respectively, two years post-launch. Meanwhile, other popular non-antibiotic drugs had sales ranging from $500 million to over $1 billion (Fernandes and Martens, 2017). Thus, even for antibiotics that bring in revenue, the return of investment is low compared to other popular ‘blockbuster’ treatments for other conditions.










Emergence of Resistance




Antibiotic resistance is an extremely complicated problem. The urgency to develop new antibiotics is almost entirely driven by escalating resistance rates (Theuretzbacher, 2011). The first sign of penicillin resistance was observed in 1940, several years before penicillin was available for widespread use (1945), when a penicillin-inactivating enzyme (penicillinase) was discovered in an E. coli strain (Abraham and Chain, 1988). In 1942, penicillin resistance was noted in four clinical strains of S. aureus, also by a penicillinase (Rammelkamp and Stolzer, 1961). Unfortunately, this was only the beginning. As each new antibiotic was launched into market, reports of resistance followed shortly thereafter. Over time, this pattern began occurring in a variety of bacterial pathogens, spanning several decades. Today, there is no shortage of antibiotic resistant bacteria, but there is a shortage of effective treatment options.




Until better control measures are in place and more novel antibiotics are available, the threat of resistance will loom, putting an expiration date on each and every antibiotic in use.








Addressing the Unmet Clinical Need




The emergence and spread of resistant bacteria, coupled with the paucity of new antibiotics, has evolved into a global health crisis (French, 2010; Lushniak, 2014; Rossolini et al., 2014; Brown and Wright, 2016; Martens and Demain, 2017). The Centers for Disease Control and Prevention (CDC) estimated that two million patients per year in the U.S. have infections associated with drug-resistant bacteria and 23,000 die annually as a result (Centers for Disease Control and Prevention, 2013). If antimicrobial resistance continues its current trajectory, an estimated 10 million deaths worldwide are predicted by 2050 (surpassing cancer) (Review on Antimicrobial Resistance, 2015). Industry sponsors, regulatory agencies, and organizations at the national and international level are taking action to overcome hurdles that led to a dry antibiotic pipeline. Just as the Oxford group discovered during their wartime efforts of mass-producing penicillin, public-private collaborations are critical to successfully revive the antibiotic pipeline and bring new antibiotics to patients in need (Luepke and Mohr, 2017; Luepke et al., 2017).




In an effort to improve regulatory processes for drug approvals, the FDA developed four expedited drug review pathways (Table 3) for the treatment of life-threatening/serious or rare conditions: i) accelerated approval, ii) priority review, iii) fast track, and iv) breakthrough therapy (Guidance for industry: expedited programs for serious conditions – drugs and biologics, 2014; Hwang et al., 2017). Bacterial infections were not specifically addressed in these pathways. That changed, however, in 2012 when the Generating Antibiotic Incentives Now (GAIN) act was signed into law. Under the GAIN act, industry sponsors can petition the FDA for a Qualified Infectious Disease Product (QIDP) designation, defined as an antibacterial or antifungal drug for human use intended to treat serious or life-threatening infections. Antibiotics with QIDP designation can receive both fast track and priority review status (Brown, 2013). The FDA is expected to have frequent meetings and written communications with the sponsor and provide guidance along the way on developing pathogen-focused antibiotics. QIDP antibiotics are also eligible for five additional years of exclusivity, which allows the sponsor a longer timeframe to recoup development costs.






Table 3 | FDA expedited regulatory pathways (Darrow et al., 2014; Kesselheim and Darrow, 2015; Sinha and Kesselheim, 2016).
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In addition to expedited approval programs, another pathway, the Limited Population Antimicrobial Drug (LPAD) pathway, was signed into law in 2016 as a provision to the 21st Century Cures Act (Stone, 2015; Sinha and Kesselheim, 2016). Established with the intention to streamline antibiotic development, LPAD allows faster access to antibiotics for patients with serious or life-threatening bacterial infections in which no appropriate treatment options exist. The drug’s safety and effectiveness can be studied in significantly smaller, more rapid, and less expensive clinical trials using this mechanism, which is similar to the orphan drug approval process (Simoens et al., 2012; Kwok and Koenigbauer, 2015). Data considered acceptable for drug approval using this pathway can include a combination of non-clinical, in vitro susceptibility, pharmacokinetic-pharmacodynamic, and phase II data (Rex et al., 2013). An antibiotic approved by this pathway must have “Limited Population” in the labeling of the drug.




The GAIN act and LPAD pathway are important milestones for revitalizing the antibiotic pipeline. However, some remain skeptical about the benefits of these expedited programs and have concern that speed is being favored over safety. Critics argue that expedited approval has been granted for drugs that did not meet qualifying criteria (i.e. life-threatening/serious, urgent unmet medical need, breakthrough) and have also pointed out a lack of oversight (or enforcement) of post-marketing surveillance studies for approvals based on surrogate markers (Herper; Frank et al., 2014; Kesselheim and Darrow, 2015; Kesselheim et al., 2015; Kim and Prasad, 2016; Chary and Pandian, 2017; Mostaghim et al., 2017). Others have questioned how safety and efficacy can adequately be assessed from such limited data (Light and Lexchin, 2015).




Streamlining drug approval processes is an important strategy to help bring new antibiotics to market in a shorter timeline, but this is only one of several measures needed to combat antibiotic resistance. Several national and international initiatives aimed at incentivizing antibiotic R&D are currently underway, including tax credits, market exclusivity extension, public-private partnerships, and reimbursements (Brogan and Mossialos, 2016; Sciarretta et al., 2016; Luepke and Mohr, 2017; Luepke et al., 2017). Still, despite an expanding antibiotic pipeline, experts remain concerned that these measures will simply not be enough and that we will be outmatched by worsening antibiotic resistance rates (Antibacterial agents in clinical development: an analysis of the antibacterial clinical development pipeline, including tuberculosis 2017; Breaking throught the wall: A call for concerted action on antibiotics research and development, 2017; Simpkin et al., 2017).










Drug Repurposing






Overview




As of September 2017, 48 new antibiotics were in Phase I to Phase III development (Antibiotics currently in global clinical development, 2018). While this news was initially encouraging, further investigation revealed a more sobering outlook. First, only approximately 20-30% will translate to a marketable product, given the success rates of an antibiotic moving through development (Payne et al., 2007; Thomas et al., 2017). Second, most of these antibiotics do not have a novel mechanism of action but are instead modifications of existing antibiotic classes (Antibiotics currently in global clinical development, 2018). Third, only 38% of the antibiotics in development are expected to be active against ESKAPE pathogens (Enterococcus faecium, Staphylococcus aureus, Klebsiella pneumoniae, Acinetobacter baumanii, Pseudomonas aeruginosa, and Enterobacter), which have been regarded as high priority for more than a decade (Boucher et al., 2009; Thomas et al., 2017). These factors, combined with the efficacy and safety uncertainties of expedited/LPAD pathway approvals leave little optimism for the future of antibiotics.




Perhaps an alternative solution to the scientific, regulatory, and safety barriers may be to seek new therapeutic uses from existing drugs, also known as drug repurposing or drug repositioning (Beachy et al., 2014). This is becoming an increasingly attractive translational strategy to expedite therapies into the clinic, circumventing much of the early phases of drug development. Drug repurposing is, in itself, an expedited process.




Drug repurposing provides a way for pharmaceutical companies to reduce costs, increase efficiency, and minimize investment and safety risks (Tobinick, 2009; Strittmatter, 2014; Pryor and Cabreiro, 2015). Developing a repurposed drug, as opposed to a newly discovered compound, has the potential to save more than $1 billion and reduce the time to FDA approval by 50% (Scannell et al., 2012; Beachy et al., 2014). Using this strategy can also bring a failed drug back to life, often in the form of a different indication, thereby adding value back to a lost investment.




There is no ‘standardized’ definition for drug repurposing. However, the term does have many other names, which has caused some confusion: “repositioning”, “reprofiling”, “redirecting”, “rediscovery”, and “redeployment”, to name a few (Langedijk et al., 2015). These terms are generally considered interchangeable, with the exception of one – “drug rescue.” This is specifically applied to drugs that failed their intended indication and have successfully been developed for an unrelated indication (Cavalla and Singal, 2012; Medina-Franco et al., 2013). There is also some disagreement as to whether the terms “drug repurposing” and “drug repositioning” are synonymous. The source of some of this confusion is that the wording does not indicate whether a drug failed, was withdrawn, or was abandoned (i.e., early versus late development stages). Even the wording “existing drugs” is not very clear, since this could be interpreted as drug candidates in development or FDA approved drugs. Clearly, the terminology is a work in progress. Dr. Hermann Mucke, PhD, editor of Drug Repurposing, Rescue, and Repositioning, suggested that the term “drug repurposing” be used as a ‘catch-all’ phrase to describe the general concept of “developing an active pharmaceutical ingredient, at any stage of the life cycle and regardless of the success or misfortune it has encountered so far; to serve a therapeutic purpose that is significantly different from the originally intended one.” (Mucke, 2017) For the sake of simplicity, we will follow this suggestion and use the wording “drug repurposing” as an all-encompassing term.




Drug repurposing is not a new concept. In fact, it accounts for approximately 30% of all FDA approved drugs in recent years (Jin and Wong, 2014). Repurposing is a rapidly emerging field, galvanizing interest from both industry sponsors and government agencies. In 2012, the National Center for Advancing Translational Sciences (NCATS) launched a drug repurposing program, entitled “Discovering New Therapeutic Uses for Existing Molecules.” (Allison, 2012) Recognizing the value of drug repurposing, as well as the value of public-private collaborations, NCATS established a three-way partnership between academia, industry, and government with the goal to identify new therapeutic uses of propriety assets (drugs/biologics) across a range of human diseases in areas of unmet clinical need. Drug repurposing partnerships are established through the use of template agreements. AstraZeneca, Janssen Research, Pfizer, and Sanofi are a few of the companies making their assets available to researchers. Essentially, NCATS acts as the ‘matchmaker’ between the ideas from academia and experimental assets from pharmaceutical companies.




Successful drug repurposing may lead to three possible outcomes: (1) new indications for shelved candidates, (2) line extension for existing drugs, and (3) new targets and new indications for existing drugs (Tobinick, 2009; Beachy et al., 2014). Shelved drugs may have failed due to efficacy or safety reasons or were discontinued by the sponsor for strategic reasons. ‘Existing drugs’ refers to those that are FDA approved and currently available. Drugs for which there is pre-existing knowledge of safety and toxicity data (i.e. cleared Phase I trials) are generally the most ideal candidates for repurposing, as this significantly de-risks the clinical development phases. Furthermore, sponsors can leverage pre-existing safety and/or efficacy data to streamline the regulatory approval process of their drug through another expedited pathway, known as the 505(b)(2) pathway. Established in 1984, this pathway is used when changes have been made to previously approved drugs. Ceftazidime-avibactam, which is a combination of an approved cephalosporin (ceftazidime) and a novel β-lactamase inhibitor (avibactam) was approved in 2015 using the 505(b)(2) pathway (Hwang and Kesselheim, 2016). Ceftazidime-avibactam was also a QIDP designated drug, therefore receiving priority review, fast-track designation, and an additional five years of exclusivity.




Repurposing has led to a number of successful drug launches (Table 4) (Padhy and Gupta, 2011; Sardana et al., 2011; Barratt and Frail, 2012; Carlson-Banning et al., 2013; DiMasi, 2013; Beachy et al., 2014; Heslop et al., 2015; Rumore, 2016). Many of these success stories were the result of serendipitous re-discoveries, having once been abandoned or shelved after failing during early development for the intended indication. Zidovudine, for example, was originally developed as an anticancer agent, but development came to a halt after testing in animal models was unsuccessful. Years later, zidovudine was found to have potent in vitro activity against HIV, and after a rigorous clinical trial, was fast-tracked to FDA approval in 1987 (Yarchoan and Broder, 1987). This marked the beginning of the antiretroviral era, paving the way for discovery of additional life-saving antiretroviral drugs (Broder, 2010). Probably the most notable example of reviving a discontinued drug is the case of thalidomide. Originally marketed in 1957 to pregnant women for treatment of morning sickness, thalidomide was found to have devastating teratogenic effects, causing more than 10,000 birth defects (McBride, 1976; Vargesson, 2015), and was withdrawn in 1961. Thalidomide resurfaced in the late 1990s due to growing interest in the drug for treatment of erythema nodosum leprosum, an indication for which it received FDA approval in 1998 (pregnant women were excluded from study population). This launched an aggressive effort by the sponsor (Celgene) to pursue additional indications and to develop analogues that lacked the teratogenic side effects. In 2003, thalidomide was also approved for treatment of multiple myeloma and quickly became Celgene’s blockbuster drug (Novac, 2013). The thalidomide case, a redeployment of a once considered disastrous drug, demonstrates that repurposing possibilities can arise even from the unlikeliest of sources. This fuels hope that similar repurposing successes will be possible with antimicrobials.






Table 4 | Examples of drugs successfully repurposed or repositioned.
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Non-Antibiotics




No drugs to date have been repurposed as antibiotics. However, a number of existing drugs have demonstrated in vitro activity against bacterial pathogens and are therefore known as “non-antibiotics.” They exist among a range of drug classes (Mazumdar et al., 2010; Carlson-Banning et al., 2013; Enserink, 2014; Perlmutter et al., 2014; Thangamani et al., 2015; Schneider et al., 2017; Stewart, 2015; Ruiz et al., 2017), and their microbiological activity is highly variable depending on the specific drug. In many cases, non-antibiotic concentrations used during in vitro testing exceed human plasma levels (Sun, 2015). In those instances, it is unlikely a non-antibiotic would be pursued (alone) as a therapeutic agent, given the lack of potent in vitro activity. That being said, plasma concentration is not the only metric for drug exposure. Drugs with a large volume of distribution have more drug distributed into the tissues than in plasma and could be useful for soft-tissue infections rather than bloodstream infections.








Antibiotic Adjuvants




Whether or not a non-antibiotic demonstrates antibacterial activity, directly, as monotherapy, is only one part of the story. Antibacterial properties of a drug can also be apparent when in combination with an antibiotic. When presence of a non-antibiotic drug enhances the in vitro activity of an antibiotic, that drug is referred to as an “antibiotic adjuvant” or “antibiotic potentiator.” (Ejim et al., 2011) Some investigators refer to them as “antibiotic helper compounds,” “resistance modulators,” or “resistance breakers.” (Gibbons and Udo, 2000; Mazumdar et al., 2010; Bernal et al., 2013; Brown, 2015; Stenger et al., 2015; de Araujo et al., 2016) Adjuvants not only potentiate antibiotic activity, but they can also minimize or even prevent antibiotic resistance (Kalan and Wright, 2011; Gill et al., 2015).




Use of combination regimens for the prevention or reversal of antibiotic resistance is already a common strategy, but is typically performed with the combination of two antibiotics, rather than an antibiotic plus antibiotic adjuvant. The goal with co-administration of two antibiotics is to achieve synergistic activity, or when the sum of in vitro activity of two drugs is greater than with either agent alone (Pillai et al., 2005). The ideal scenario is to administer reduced doses of both antibiotics to decrease the risk of toxicity. However, given the increasing presence of multi-drug resistant pathogens (e.g., Pseudomonas aeruginosa), this is not a realistic treatment approach. Though it is possible that one of the combined antibiotics could be administered at a reduced dose, this applies only to certain types of infections and/or specific bacterial pathogens, such as the use of ampicillin with low-dose gentamicin for enterococcal endocarditis (Le and Bayer, 2003).




An antibiotic plus antibiotic adjuvant combination differs from antibiotic-antibiotic combination in that the adjuvant itself may have little to no in vitro activity against bacteria, especially at clinically relevant doses (Kalan and Wright, 2011; Gill et al., 2015). The primary action of the adjuvant is to enhance antibiotic activity. Gill et al. has characterized adjuvant mechanisms by dividing them into anti-resistance and anti-virulence (Gill et al., 2015). Quorum sensing inhibitors have demonstrated some success in vitro and in murine models for treatment and prevention of biofilm formation (Chow et al., 2014; Sully et al., 2014). Meanwhile several anti-toxin antibodies are undergoing clinical trials. Efflux pumps have become a source of considerable research, particularly the NorA efflux pump that confers a multidrug resistant phenotype of S. aureus (Gibbons et al., 2003; Couto et al., 2008; Felicetti et al., 2017; Zimmermann et al., 2017).










Conclusion




Unfortunately, drug development is notoriously riddled with barriers and has a high failure rate (DiMasi, 2014; DiMasi et al., 2016). One of the major benefits of drug repurposing is that it can significantly reduce this lengthy timeline, thereby making treatments more readily available for clinical unmet needs (Ashburn and Thor, 2004; Barratt and Frail, 2012; Austin and Gadhia, 2017). Drug repurposing is simply a more expedited form of traditional drug development.




The conventional understanding of translational science is that it is a “bench-to-bedside” forward movement that begins in a laboratory and ends with the treatment of patients (Fernandez-Moure, 2016; Fort et al., 2017). Not only is drug repurposing a translational process, but it is also the embodiment of a concept known as “reverse translation.” This is defined loosely as the use of scientific research from an earlier phase to answer questions arising from clinical data (Shakhnovich, 2018). Reverse translation typically begins with patients, in which a question is identified during patient care experiences or clinical trials, and works backwards to test the new hypothesis. Reverse translation is therefore often referred to as a “bedside-to-bench” approach, as it occasionally requires revisiting basic sciences to answer a clinically relevant question (Becker and Funk, 2018). The same principle applies with drug repurposing, in which existing drugs are reevaluated for new indications. Drugs that tend to have the highest probability of success and shortest turnaround time to a new indication are those that are reevaluated within the clinical development phases (i.e., T1 - T3) that have at least cleared phase I clinical trials (i.e., safety and tolerability). Even drugs that failed to meet clinical efficacy endpoints for their desired indications can be excellent candidates for repurposing.




Discovery of an unanticipated drug effect (e.g., a side effect or therapeutic effect unrelated to the primary indication) occurs most commonly during patient care. Investigation of this unexpected effect is a frequent driver for working backwards to reevaluate an old drug. Though it is more ideal to stay within the T1-T3 phases during reevaluation, many of these clinically relevant questions require investigations at the basic science level (Becker and Funk, 2018; McWilliam et al., 2018).




The traditional process of drug discovery and development of a novel compound has a notoriously low probability of success. Drug repurposing, a reverse translational process, is a strategy that can dramatically increase this probability. Using pre-existing scientific knowledge, usually in the form of human clinical data, drug repurposing has the potential to turn even a failed drug into a success.








Author Contributions




Study concept and design: NB and CF. Interpretation of data: all authors. Drafting of the manuscript: NB. Critical revision of the manuscript for important intellectual content: all authors. Study supervision: NB and CF.








Funding




CF was supported, in part, by an NIH Clinical and Translational Science Award (National Center for Advancing Translational Sciences, UL1 TR002645) while the study was being conducted.










References




 Abraham, E. P., and Chain, E. (1988). An Enzyme From Bacteria Able to Destroy Penicillin. 1940 Rev. Infect. Dis. 10, 677–678. doi: 10.1038/146837a0




 Allison, M. (2012). NCATS Launches Drug Repurposing Program. Nat. Biotechnol. 30, 571–572. doi: 10.1038/nbt0712-571a




 Aminov, R. (2017). History of Antimicrobial Drug Discovery: Major Classes and Health Impact. Biochem. Pharmacol. 133, 4–19. doi: 10.1016/j.bcp.2016.10.001




 Armstrong, G. L., Conn, L. A., and Pinner, R. W. (1999). Trends in Infectious Disease Mortality in the United States During the 20th Century. JAMA 281, 61–66. doi: 10.1001/jama.281.1.61




 Ashburn, T. T., and Thor, K. B. (2004). Drug Repositioning: Identifying and Developing New Uses for Existing Drugs. Nat. Rev. Drug Discov. 3, 673–683. doi: 10.1038/nrd1468




 Austin, B. A., and Gadhia, A. D. (2017). “New Therapeutic Uses for Existing Drugs,” in Rare Diseases Epidemiology: Update and Overview, vol. 1031 . Eds.  M. Posada de la Paz, D. Taruscio, and S. Croft (Cham, Switzerland: Springer), 233–247. doi: 10.1007/978-3-319-67144-4_14




(2014) Guidance for Industry: Expedited Programs for Serious Conditions – Drugs and Biologics (U.S. Food and Drug Adminstration: Center for Drug Evaluation and Research, Center for Biologics Evaluation and Research). Available at: http://www.fda.gov/downloads/drugs/guidancecomplianceregulatoryinformation/guidances/ucm358
301.pdf (Accessed March 15, 2021).




(2017) Antibacterial Agents in Clinical Development: An Analysis of the Antibacterial Clinical Development Pipeline, Including Tuberculosis (World Health Organization). Available at: http://www.who.int/medicines/news/2017/IAU_AntibacterialAgentsClinicalDevelopment_webfinal
_2017_09_19.pdf (Accessed March 15, 2021).




(2017) Breaking Throught the Wall: A Call for Concerted Action on Antibiotics Research and Development (The Boston Consulting Group). Available at: https://www.bundesgesundheitsministerium.de/fileadmin/Dateien/5_Publikationen/Gesundheit/Beri
chte/GUARD_Follow_Up_Report_Full_Report_final.pdf (Accessed March 15, 2021).




 (2018) Antibiotics Currently in Global Clinical Development (The Pew Charitable Trusts). Available at: http://www.pewtrusts.org/en/research-and-analysis/data-visualizations/2014/antibiotics-currently-in-clinical-development (Accessed March 15, 2021).




 Barratt, M. J., and Frail, D. (2012). Drug Repositioning: Bringing New Life to Shelved Assets and Existing Drugs (Hoboken, N.J: John Wiley & Sons). doi: 10.1002/9781118274408




 Beachy, S. H., Johnson, S. G., Olson, S., and Berger, A. C. (2014). Drug Repurposing and Repositioning: Workshop Summary (Washington, D.C: The National Academies Press).




 Becker, M. L., and Funk, R. S. (2018). Reverse Translation in Advancing Pharmacotherapy in Pediatric Rheumatology: A Logical Approach in Rare Diseases With Limited Resources. Clin. Transl. Sci. 11, 106–108. doi: 10.1111/cts.12513




 Bell, A., Fecke, W., and Williams, C. (2015). “Influence of Phenotypic and Target-Based Screening Strategies on Compound Attrition and Project Choice,” in Attrition in the Pharmaceutical Industry. Eds.  A. Alex, H. CJ, and S. DA (Hoboken, New Jersey, USA: John Wiley & Sons), 229–263. doi: 10.1002/9781118819586.ch9




 Bernal, P., Molina-Santiago, C., Daddaoua, A., and Llamas, M. A. (2013). Antibiotic Adjuvants: Identification and Clinical Use. Microb. Biotechnol. 6, 445–449. doi: 10.1111/1751-7915.12044




 Bonnett, S. A., Ollinger, J., Chandrasekera, S., Florio, S., O’Malley, T., Files, M., et al. (2016). A Target-Based Whole Cell Screen Approach to Identify Potential Inhibitors of Mycobacterium Tuberculosis Signal Peptidase. ACS Infect. Dis. 2, 893–902. doi: 10.1021/acsinfecdis.6b00075




 Boucher, H. W., Talbot, G. H., Bradley, J. S., Edwards, J. E., Gilbert, D., Rice, L. B., et al. (2009). Bad Bugs, No Drugs: No ESKAPE! An Update From the Infectious Diseases Society of America. Clin. Infect. Dis. 48, 1–12. doi: 10.1086/595011




 Broder, S. (2010). The Development of Antiretroviral Therapy and its Impact on the HIV-1/AIDS Pandemic. Antiviral Res. 85, 1–18. doi: 10.1016/j.antiviral.2009.10.002




 Brogan, D. M., and Mossialos, E. (2016). A Critical Analysis of the Review on Antimicrobial Resistance Report and the Infectious Disease Financing Facility. Global Health 12, 8. doi: 10.1186/s12992-016-0147-y




 Brown, E. D. (2013). Is the GAIN Act a Turning Point in New Antibiotic Discovery? Can. J. Microbiol. 59, 153–156. doi: 10.1139/cjm-2013-0089




 Brown, D. (2015). Antibiotic Resistance Breakers: can Repurposed Drugs Fill the Antibiotic Discovery Void? Nat. Rev. Drug Discov. 14, 821–832. doi: 10.1038/nrd4675




 Brown, E. D., and Wright, G. D. (2016). Antibacterial Drug Discovery in the Resistance Era. Nature 529, 336–343. doi: 10.1038/nature17042




 Carlson-Banning, K. M., Chou, A., Liu, Z., Hamill, R. J., Song, Y., and Zechiedrich, L. (2013). Toward Repurposing Ciclopirox as an Antibiotic Against Drug-Resistant Acinetobacter Baumannii, Escherichia Coli, and Klebsiella Pneumoniae. PLoS One 8, e69646. doi: 10.1371/journal.pone.0069646




 Cavalla, D., and Singal, C. (2012). Retrospective Clinical Analysis for Drug Rescue: for New Indications or Stratified Patient Groups. Drug Discov. Today 17, 104–109. doi: 10.1016/j.drudis.2011.09.019




 Centers for Disease Control and Prevention (2013) Antibiotic Resistance Threats in the United States. Available at: https://www.cdc.gov/drugresistance/threat-report-2013/ (Accessed March 15, 2021).




 Chain, E., Florey, H. W., Adelaide, M. B., Gardner, A. D., Heatley, N. G., Jennings, M. A., et al. (1993). Penicillin as a Chemotherapeutic Agent. 1940. Clin. Orthop. Relat. Res., 3–7. doi: 10.1097/00003086-199310000-00002




 Chain, E., Florey, H. W., Gardner, A. D., Heatley, N. G., Jennings, M. A., Orr-Ewing, J., et al. (2005). The CLASSIC: Penicillin as a Chemotherapeutic Agent. 1940. Clin. Orthop. Relat. Res. 439, 23–26. doi: 10.1097/01.blo.0000183429.83168.07




 Chary, K. V., and Pandian, K. (2017). Accelerated Approval of Drugs: Ethics Versus Efficacy. Indian J. Med. Ethics 2, 244–247. doi: 10.20529/IJME.2017.062




 Chow, J. Y., Yang, Y., Tay, S. B., Chua, K. L., and Yew, W. S. (2014). Disruption of Biofilm Formation by the Human Pathogen Acinetobacter Baumannii Using Engineered Quorum-Quenching Lactonases. Antimicrob. Agents Chemother. 58, 1802–1805. doi: 10.1128/AAC.02410-13




 Couto, I., Costa, S. S., Viveiros, M., Martins, M., and Amaral, L. (2008). Efflux-Mediated Response of Staphylococcus Aureus Exposed to Ethidium Bromide. J. Antimicrob. Chemother. 62, 504–513. doi: 10.1093/jac/dkn217




 Darrow, J. J., Avorn, J., and Kesselheim, A. S. (2014). New FDA Breakthrough-Drug Category–Implications for Patients. N. Engl. J. Med. 370, 1252–1258. doi: 10.1056/NEJMhle1311493




 de Araujo, R. S., Barbosa-Filho, J. M., Scotti, M. T., Scotti, L., da Cruz, R. M., Falcao-Silva Vdos, S., et al. (2016). Modulation of Drug Resistance in Staphylococcus Aureus With Coumarin Derivatives. Sci. (Cairo) 2016, 6894758. doi: 10.1155/2016/6894758




 DiMasi, J. A. (2013). Innovating by Developing New Uses of Already-Approved Drugs: Trends in the Marketing Approval of Supplemental Indications. Clin. Ther. 35, 808–818. doi: 10.1016/j.clinthera.2013.04.004




 DiMasi, J. A. (2014). Pharmaceutical R&D Performance by Firm Size: Approval Success Rates and Economic Returns. Am. J. Ther. 21, 26–34. doi: 10.1097/MJT.0b013e318269198f




 DiMasi, J. A., Grabowski, H. G., and Hansen, R. W. (2016). Innovation in the Pharmaceutical Industry: New Estimates of R&D Costs. J. Health Econ. 47, 20–33. doi: 10.1016/j.jhealeco.2016.01.012




 Dowling, H. F., and Lepper, M. H. (1951). The Effect of Antibiotics (Penicillin, Aureomycin, and Terramycin) on the Fatality Rate and Incidence of Complications in Pneumococcic Pneumonia; a Comparison With Other Methods of Therapy. Am. J. Med. Sci. 222, 396–403. doi: 10.1097/00000441-195110000-00005




 Ejim, L., Farha, M. A., Falconer, S. B., Wildenhain, J., Coombes, B. K., Tyers, M., et al. (2011). Combinations of Antibiotics and Nonantibiotic Drugs Enhance Antimicrobial Efficacy. Nat. Chem. Biol. 7, 348–350. doi: 10.1038/nchembio.559




 Enserink, M. (2014). Infectious Diseases. Debate Erupts on ‘Repurposed’ Drugs for Ebola. Science 345, 718–719. doi: 10.1126/science.345.6198.718




 Farha, M. A., and Brown, E. D. (2015). Unconventional Screening Approaches for Antibiotic Discovery. Ann. N. Y. Acad. Sci. 1354, 54–66. doi: 10.1111/nyas.12803




 Felicetti, T., Cannalire, R., Burali, M. S., Massari, S., Manfroni, G., Barreca, M. L., et al. (2017). Searching for Novel Inhibitors of the S. Aureus NorA Efflux Pump: Synthesis and Biological Evaluation of the 3-phenyl-1,4-benzothiazine Analogues. ChemMedChem 12, 1293–1302. doi: 10.1002/cmdc.201700286




 Fernandes, P., and Martens, E. (2017). Antibiotics in Late Clinical Development. Biochem. Pharmacol. 133, 152–163. doi: 10.1016/j.bcp.2016.09.025




 Fernandez-Moure, J. S. (2016). Lost in Translation: The Gap in Scientific Advancements and Clinical Application. Front. Bioeng. Biotechnol. 4, 43. doi: 10.3389/fbioe.2016.00043




 Fiers, W. D., Craighead, M., and Singh, I. (2017). Teixobactin and its Analogues: A New Hope in Antibiotic Discovery. ACS Infect. Dis. 3, 688–690. doi: 10.1021/acsinfecdis.7b00108




 Fischbach, M. A., and Walsh, C. T. (2009). Antibiotics for Emerging Pathogens. Science 325, 1089–1093. doi: 10.1126/science.1176667




 Fisher, J. F., and Mobashery, S. (2016). Endless Resistance. Endless Antibiot. Med. Chem. Comm. 7, 37–49. doi: 10.1039/C5MD00394F




 Fleming, A. (1980). Classics in Infectious Diseases: On the Antibacterial Action of Cultures of a Penicillium, with Special Reference to Their Use in the Isolation of B. influenzae by Alexander Fleming, Reprinted from the British Journal of Experimental Pathology 10, 226-236, 1929. Rev. Infect. Dis. 2, 129–139. doi: 10.1093/clinids/2.1.129




 Flordellis, C. S., Manolis, A. S., Paris, H., and Karabinis, A. (2006). Rethinking Target Discovery in Polygenic Diseases. Curr. Top. Med. Chem. 6, 1791–1798. doi: 10.2174/156802606778194226




 Fort, D. G., Herr, T. M., Shaw, P. L., Gutzman, K. E., and Starren, J. B. (2017). Mapping the Evolving Definitions of Translational Research. J. Clin. Transl. Sci. 1, 60–66. doi: 10.1017/cts.2016.10




 Frank, C., Himmelstein, D. U., Woolhandler, S., Bor, D. H., Wolfe, S. M., Heymann, O., et al. (2014). Era of Faster FDA Drug Approval has Also Seen Increased Black-Box Warnings and Market Withdrawals. Health Aff. (Millwood) 33, 1453–1459. doi: 10.1377/hlthaff.2014.0122




 Fraser, I. (1984). Penicillin: Early Trials in War Casualties. Br. Med. J. (Clin. Res. Ed) 289, 1723–1725. doi: 10.1136/bmj.289.6460.1723




 French, G. L. (2010). The Continuing Crisis in Antibiotic Resistance. Int. J. Antimicrob. Agents 36 Suppl 3, S3–S7. doi: 10.1016/S0924-8579(10)70003-0




 Gengenbacher, M., and Dick, T. (2015). Antibacterial Drug Discovery: Doing it Right. Chem. Biol. 22, 5–6. doi: 10.1016/j.chembiol.2014.12.005




 Gibbons, S., Oluwatuyi, M., and Kaatz, G. W. (2003). A Novel Inhibitor of Multidrug Efflux Pumps in Staphylococcus Aureus. J. Antimicrob. Chemother. 51, 13–17. doi: 10.1093/jac/dkg044




 Gibbons, S., and Udo, E. E. (2000). The Effect of Reserpine, a Modulator of Multidrug Efflux Pumps, on the In Vitro Activity of Tetracycline Against Clinical Isolates of Methicillin Resistant Staphylococcus Aureus (MRSA) Possessing the Tet(K) Determinant. Phytother. Res. 14, 139–140. doi: 10.1002/(SICI)1099-1573(200003)14:2<139::AID-PTR608>3.0.CO;2-8




 Gill, E. E., Franco, O. L., and Hancock, R. E. (2015). Antibiotic Adjuvants: Diverse Strategies for Controlling Drug-Resistant Pathogens. Chem. Biol. Drug Des. 85, 56–78. doi: 10.1111/cbdd.12478




 Herper, M. The FDA is Basically Approving Everything. Here’s the Data to Prove it (Forbes). Available at: http://www.forbes.com/sites/matthewherper/2015/08/20/the-fda-is-basically-approving-everything-heres-the-data-to-prove-it/415ec59d4938 (Accessed March 15, 2021).




 Heslop, E., Csimma, C., Straub, V., McCall, J., Nagaraju, K., Wagner, K. R., et al. (2015). Tact. The Treat-NMD Advisory Committee for Therapeutics (TACT): An Innovative De-Risking Model to Foster Orphan Drug Development. Orphanet J. Rare Dis. 10, 49. doi: 10.1186/s13023-015-0258-1




 Hwang, T. J., Darrow, J. J., and Kesselheim, A. S. (2017). The FDA’s Expedited Programs and Clinical Development Times for Novel Therapeutics, 2012-2016. JAMA 318, 2137–2138. doi: 10.1001/jama.2017.14896




 Hwang, T. J., and Kesselheim, A. S. (2016). Leveraging Novel and Existing Pathways to Approve New Therapeutics to Treat Serious Drug-Resistant Infections. Am. J. Law Med. 42, 429–450. doi: 10.1177/0098858816658275




 Jin, G., and Wong, S. T. (2014). Toward Better Drug Repositioning: Prioritizing and Integrating Existing Methods Into Efficient Pipelines. Drug Discov.Today 19, 637–644. doi: 10.1016/j.drudis.2013.11.005




 Jones, D., Metzger, H. J., Schatz, A., and Waksman, S. A. (1944). Control of Gram-negative Bacteria in Experimental Animals by Streptomycin. Science 100, 103–105. doi: 10.1126/science.100.2588.103




 Kalan, L., and Wright, G. D. (2011). Antibiotic Adjuvants: Multicomponent Anti-Infective Strategies. Expert Rev. Mol. Med. 13, e5. doi: 10.1017/S1462399410001766




 Kardos, N., and Demain, A. L. (2011). Penicillin: The Medicine With the Greatest Impact on Therapeutic Outcomes. Appl. Microbiol. Biotechnol. 92, 677–687. doi: 10.1007/s00253-011-3587-6




 Katz, L., and Baltz, R. H. (2016). Natural Product Discovery: Past, Present, and Future. J. Ind. Microbiol. Biotechnol. 43, 155–176. doi: 10.1007/s10295-015-1723-5




 Kesselheim, A. S., and Darrow, J. J. (2015). FDA Designations for Therapeutics and Their Impact on Drug Development and Regulatory Review Outcomes. Clin. Pharmacol. Ther. 97, 29–36. doi: 10.1002/cpt.1




 Kesselheim, A. S., Wang, B., Franklin, J. M., and Darrow, J. J. (2015). Trends in Utilization of FDA Expedited Drug Development and Approval Programs, 1987-2014: Cohort Study. BMJ 351, h4633. doi: 10.1136/bmj.h4633




 Kim, C., and Prasad, V. (2016). Strength of Validation for Surrogate End Points Used in the US Food and Drug Administration’s Approval of Oncology Drugs. Mayo Clin. Proc. 91 (6), 713–25. doi: 10.1016/j.mayocp.2016.02.012




 Kola, I., and Landis, J. (2004). Can the Pharmaceutical Industry Reduce Attrition Rates? Nat. Rev. Drug Discov. 3, 711–715. doi: 10.1038/nrd1470




 Kubinyi, H. (1995). Strategies and Recent Technologies in Drug Discovery. Pharmazie 50, 647–662.




 Kwok, A. K., and Koenigbauer, F. M. (2015). Incentives to Repurpose Existing Drugs for Orphan Indications. ACS Med. Chem. Lett. 6, 828–830. doi: 10.1021/acsmedchemlett.5b00276




 Langedijk, J., Mantel-Teeuwisse, A. K., Slijkerman, D. S., and Schutjens, M. H. (2015). Drug Repositioning and Repurposing: Terminology and Definitions in Literature. Drug Discov. Today 20, 1027–1034. doi: 10.1016/j.drudis.2015.05.001




 Le, T., and Bayer, A. S. (2003). Combination Antibiotic Therapy for Infective Endocarditis. Clin. Infect. Dis. 36, 615–621. doi: 10.1086/367661




 Lewis, K. (2013). Platforms for Antibiotic Discovery. Nat. Rev. Drug Discov. 12, 371–387. doi: 10.1038/nrd3975




 Lewis, K. (2017). New Approaches to Antimicrobial Discovery. Biochem. Pharmacol. 134, 87–98. doi: 10.1016/j.bcp.2016.11.002




 Light, D. W., and Lexchin, J. (2015). The FDA’s New Clothes. BMJ 351, h4897. doi: 10.1136/bmj.h4897




 Ligon, B. L. (2004a). Penicillin: its Discovery and Early Development. Semin. Pediatr. Infect. Dis. 15, 52–57. doi: 10.1053/j.spid.2004.02.001




 Ligon, B. L. (2004b). Sir Alexander Fleming: Scottish Researcher Who Discovered Penicillin. Semin. Pediatr. Infect. Dis. 15, 58–64. doi: 10.1053/j.spid.2004.02.002




 Ling, L. L., Schneider, T., Peoples, A. J., Spoering, A. L., Engels, I., Conlon, B. P., et al. (2015). A New Antibiotic Kills Pathogens Without Detectable Resistance. Nature 517, 455–459. doi: 10.1038/nature14098




 Lipinski, C. A. (2000). Drug-Like Properties and the Causes of Poor Solubility and Poor Permeability. J. Pharmacol. Toxicol. Methods 44, 235–249. doi: 10.1016/S1056-8719(00)00107-6




 Lipinski, C. A., Lombardo, F., Dominy, B. W., and Feeney, P. J. (2001). Experimental and Computational Approaches to Estimate Solubility and Permeability in Drug Discovery and Development Settings. Adv. Drug Deliv. Rev. 46, 3–26. doi: 10.1016/S0169-409X(00)00129-0




 Livermore, D. M., and British Society for Antimicrobial Chemotherapy Working Party on The Urgent Need: Regenerating Antibacterial Drug D, Development (2011). Discovery Research: The Scientific Challenge of Finding New Antibiotics. J. Antimicrob. Chemother. 66, 1941–1944. doi: 10.1093/jac/dkr262




 Lobanovska, M., and Pilla, G. (2017). Penicillin’s Discovery and Antibiotic Resistance: Lessons for the Future? Yale J. Biol. Med. 90, 135–145.




 Luepke, K. H., and Mohr, J. F.,. 3. (2017). The Antibiotic Pipeline: Reviving Research and Development and Speeding Drugs to Market. Expert Rev. Anti Infect. Ther. 15, 425–433. doi: 10.1080/14787210.2017.1308251




 Luepke, K. H., Suda, K. J., Boucher, H., Russo, R. L., Bonney, M. W., Hunt, T. D., et al. (2017). Past, Present, and Future of Antibacterial Economics: Increasing Bacterial Resistance, Limited Antibiotic Pipeline, and Societal Implications. Pharmacotherapy 37, 71–84. doi: 10.1002/phar.1868




 Lushniak, B. D. (2014). Antibiotic Resistance: A Public Health Crisis. Public Health Rep. 129, 314–316. doi: 10.1177/003335491412900402




 Lyddiard, D., Jones, G. L., and Greatrex, B. W. (2016). Keeping it Simple: Lessons From the Golden Era of Antibiotic Discovery. FEMS Microbiol. Lett. 363, 1–3. doi: 10.1093/femsle/fnw084




 Martens, E., and Demain, A. L. (2017). The Antibiotic Resistance Crisis, With a Focus on the United States. J. Antibiot (Tokyo) 70, 520–526. doi: 10.1038/ja.2017.30




 Matano, L. M., Morris, H. G., Wood, B. M., Meredith, T. C., and Walker, S. (2016). Accelerating the Discovery of Antibacterial Compounds Using Pathway-Directed Whole Cell Screening. Bioorg. Med. Chem. 24, 6307–6314. doi: 10.1016/j.bmc.2016.08.003




 Mazumdar, K., Asok Kumar, K., and Dutta, N. K. (2010). Potential Role of the Cardiovascular non-Antibiotic (Helper Compound) Amlodipine in the Treatment of Microbial Infections: Scope and Hope for the Future. Int. J. Antimicrob. Agents 36, 295–302. doi: 10.1016/j.ijantimicag.2010.05.003




 McBride, W. G. (1976). Studies of the Etiology of Thalidomide Dysmorphogenesis. Teratology 14, 71–87. doi: 10.1002/tera.1420140110




 McWilliam, S. J., Antoine, D. J., and Pirmohamed, M. (2018). Repurposing Statins for Renal Protection: Is it a Class Effect? Clin. Transl. Sci. 11, 100–102. doi: 10.1111/cts.12521




 Medina-Franco, J. L., Giulianotti, M. A., Welmaker, G. S., and Houghten, R. A. (2013). Shifting From the Single to the Multitarget Paradigm in Drug Discovery. Drug Discov. Today 18, 495–501. doi: 10.1016/j.drudis.2013.01.008




 Moffat, J. G., Rudolph, J., and Bailey, D. (2014). Phenotypic Screening in Cancer Drug Discovery - Past, Present and Future. Nat. Rev. Drug Discov. 13, 588–602. doi: 10.1038/nrd4366




 Moffat, J. G., Vincent, F., Lee, J. A., Eder, J., and Prunotto, M. (2017). Opportunities and Challenges in Phenotypic Drug Discovery: An Industry Perspective. Nat. Rev. Drug Discov. 16, 531–543. doi: 10.1038/nrd.2017.111




 Mohr, K. I. (2016). History of Antibiotics Research. Curr. Top. Microbiol. Immunol. 398, 237–272. doi: 10.1007/82_2016_499




 Moloney, M. G. (2016). Natural Products as a Source for Novel Antibiotics. Trends Pharmacol. Sci. 37, 689–701. doi: 10.1016/j.tips.2016.05.001




 Mostaghim, S. R., Gagne, J. J., and Kesselheim, A. S. (2017). Safety Related Label Changes for New Drugs After Approval in the US Through Expedited Regulatory Pathways: Retrospective Cohort Study. BMJ 358, j3837. doi: 10.1136/bmj.j3837




 Mucke, H. (2017). Old Compounds, New Uses, New Ways: Many Ways. Assay Drug Dev. Technol. 15, 353. doi: 10.1089/adt.2017.29067.hmu




 Mullard, A. (2016). Parsing Clinical Success Rates. Nat. Rev. Drug Discovery 15, 447. doi: 10.1038/nrd.2016.136




 Nichols, D., Cahoon, N., Trakhtenberg, E. M., Pham, L., Mehta, A., Belanger, A., et al. (2010). Use of Ichip for High-Throughput in Situ Cultivation of “Uncultivable” Microbial Species. Appl. Environ. Microbiol. 76, 2445–2450. doi: 10.1128/AEM.01754-09




 Novac, N. (2013). Challenges and Opportunities of Drug Repositioning. Trends Pharmacol. Sci. 34, 267–272. doi: 10.1016/j.tips.2013.03.004




 O’Shea, R., and Moser, H. E. (2008). Physicochemical Properties of Antibacterial Compounds: Implications for Drug Discovery. J. Med. Chem. 51, 2871–2878. doi: 10.1021/jm700967e




 Padhy, B. M., and Gupta, Y. K. (2011). Drug Repositioning: Re-Investigating Existing Drugs for New Therapeutic Indications. J. Postgrad. Med. 57, 153–160. doi: 10.4103/0022-3859.81870




 Payne, D. J., Gwynn, M. N., Holmes, D. J., and Pompliano, D. L. (2007). Drugs for Bad Bugs: Confronting the Challenges of Antibacterial Discovery. Nat. Rev. Drug Discov. 6, 29–40. doi: 10.1038/nrd2201




 Perlmutter, J. I., Forbes, L. T., Krysan, D. J., Ebsworth-Mojica, K., Colquhoun, J. M., Wang, J. L., et al. (2014). Repurposing the Antihistamine Terfenadine for Antimicrobial Activity Against Staphylococcus Aureus. J. Med. Chem. 57, 8540–8562. doi: 10.1021/jm5010682




 Pillai, S. K., Moellering, R. C., and Eliopoulos, G. M. (2005). “Antimicrobial Combinations,” in Antibiotics in Laboratory Medicine, vol. 5th . Ed.  V. Lorian (Philadelphia, PA: Lippincott Williams & Wilkins), 365 – 440.




 Pryor, R., and Cabreiro, F. (2015). Repurposing Metformin: An Old Drug With New Tricks in its Binding Pockets. Biochem. J. 471, 307–322. doi: 10.1042/BJ20150497




 Rammelkamp, C. H., and Stolzer, B. L. (1961). The Latent Period Before the Onset of Acute Rheumatic Fever. Yale J. Biol. Med. 34, 386–398.




 Rappe, M. S., and Giovannoni, S. J. (2003). The Uncultured Microbial Majority. Annu. Rev. Microbiol. 57, 369–394. doi: 10.1146/annurev.micro.57.030502.090759




 Review on Antimicrobial Resistance (2015) Securing New Drugs for Future Generations: The Pipeline of Antibiotics. Available at: https://amr-review.org/sites/default/files/SECURING%20NEW%20DRUGS%20FOR%20FUTURE%20GENE
RATIONS%20FINAL%20WEB_0.pdf (Accessed March 15, 2021).




 Rex, J. H., Eisenstein, B. I., Alder, J., Goldberger, M., Meyer, R., Dane, A., et al. (2013). A Comprehensive Regulatory Framework to Address the Unmet Need for New Antibacterial Treatments. Lancet Infect. Dis. 13, 269–275. doi: 10.1016/S1473-3099(12)70293-1




 Richards, A. N. (1964). Production of Penicillin in the United States (1941-1946). Nature 201, 441–445. doi: 10.1038/201441a0




 Rossolini, G. M., Arena, F., Pecile, P., and Pollini, S. (2014). Update on the Antibiotic Resistance Crisis. Curr. Opin. Pharmacol. 18, 56–60. doi: 10.1016/j.coph.2014.09.006




 Ruiz, J., Castro, I., Calabuig, E., and Salavert, M. (2017). Non-Antibiotic Treatment for Infectious Diseases. Rev. Esp. Quimioter 30 Suppl 1, 66–71.




 Rumore, M. M. (2016). Medication Repurposing in Pediatric Patients: Teaching Old Drugs New Tricks. J. Pediatr. Pharmacol. Ther. 21, 36–53. doi: 10.5863/1551-6776-21.1.36




 Sardana, D., Zhu, C., Zhang, M., Gudivada, R. C., Yang, L., and Jegga, A. G. (2011). Drug Repositioning for Orphan Diseases. Brief Bioinform. 12, 346–356. doi: 10.1093/bib/bbr021




 Scannell, J. W., Blanckley, A., Boldon, H., and Warrington, B. (2012). Diagnosing the Decline in Pharmaceutical R&D Efficiency. Nat. Rev. Drug Discov. 11, 191–200. doi: 10.1038/nrd3681




 Schatz, A., Bugie, E., and Waksman, S. A. (2005). Streptomycin, a Substance Exhibiting Antibiotic Activity Against Gram-positive and Gram-negative Bacteria. Clin. Orthop. Relat. Res. 437, 3–6. doi: 10.1097/01.blo.0000175887.98112.fe




 Schloss, P. D., and Handelsman, J. (2004). Status of the Microbial Census. Microbiol. Mol. Biol. Rev. 68, 686–691. doi: 10.1128/MMBR.68.4.686-691.2004




 Schneider, E. K., Reyes-Ortega, F., Velkov, T., and Li, J. (2017). Antibiotic-non-Antibiotic Combinations for Combating Extremely Drug-Resistant Gram-negative ‘Superbugs’. Essays Biochem. 61, 115–125. doi: 10.1042/EBC20160058




 Sciarretta, K., Rottingen, J. A., Opalska, A., Van Hengel, A. J., and Larsen, J. (2016). Economic Incentives for Antibacterial Drug Development: Literature Review and Considerations From the Transatlantic Task Force on Antimicrobial Resistance. Clin. Infect. Dis. 63, 1470–1474. doi: 10.1093/cid/ciw593




 Shakhnovich, V. (2018). It’s Time to Reverse Our Thinking: The Reverse Translation Research Paradigm. Clin. Transl. Sci. 11, 98–99. doi: 10.1111/cts.12538




 Sharma, P., and Towse, A. (2011) New Drugs to Tackle Antimicrobial Resistance: Analysis of EU Policy Options. Available at: https://www.ohe.org/publications/new-drugs-tackle-antimicrobial-resistance-analysis-eu-policyoptions (Accessed March 15, 2021). doi: 10.2139/ssrn.2640028




 Silver, L. L. (2011). Challenges of Antibacterial Discovery. Clin. Microbiol. Rev. 24, 71–109. doi: 10.1128/CMR.00030-10




 Simoens, S., Cassiman, D., Dooms, M., and Picavet, E. (2012). Orphan Drugs for Rare Diseases: Is it Time to Revisit Their Special Market Access Status? Drugs 72, 1437–1443. doi: 10.2165/11635320-000000000-00000




 Simpkin, V. L., Renwick, M. J., Kelly, R., and Mossialos, E. (2017). Incentivising Innovation in Antibiotic Drug Discovery and Development: Progress, Challenges and Next Steps. J. Antibiot (Tokyo) 70, 1087–1096. doi: 10.1038/ja.2017.124




 Singh, S. B., Young, K., and Silver, L. L. (2017). What is an “Ideal” Antibiotic? Discovery Challenges and Path Forward. Biochem. Pharmacol. 133, 63–73. doi: 10.1016/j.bcp.2017.01.003




 Sinha, M. S., and Kesselheim, A. S. (2016). Regulatory Incentives for Antibiotic Drug Development: A Review of Recent Proposals. Bioorg. Med. Chem. 24, 6446–6451. doi: 10.1016/j.bmc.2016.08.033




 Stenger, M., Hendel, K., Bollen, P., Licht, P. B., Kolmos, H. J., and Klitgaard, J. K. (2015). Assessments of Thioridazine as a Helper Compound to Dicloxacillin Against Methicillin-Resistant Staphylococcus Aureus: In Vivo Trials in a Mouse Peritonitis Model. PLoS One 10, e0135571. doi: 10.1371/journal.pone.0135571




 Stewart, P. S. (2015). Prospects for Anti-Biofilm Pharmaceuticals. Pharmaceut. (Basel) 8, 504–511. doi: 10.3390/ph8030504




 Stone, A. (2015). 21st Century Cures Act Passes U.S. House of Representatives. ONS Connect 30, 48.




 Strittmatter, S. M. (2014). Overcoming Drug Development Bottlenecks With Repurposing: Old Drugs Learn New Tricks. Nat. Med. 20, 590–591. doi: 10.1038/nm.3595




 Sully, E. K., Malachowa, N., Elmore, B. O., Alexander, S. M., Femling, J. K., Gray, B. M., et al. (2014). Selective Chemical Inhibition of Agr Quorum Sensing in Staphylococcus Aureus Promotes Host Defense With Minimal Impact on Resistance. PLoS Pathog. 10, e1004174. doi: 10.1371/journal.ppat.1004174




 Sun, L. H. (2015) Scientists Find Way to Disarm Deadly Bacteria Without Destroying the Good Ones in Your Gut (The Washington Post). Available at: https://www.washingtonpost.com/news/to-your-health/wp/2015/09/23/scientists-find-way-to-disarm-deadly-bacteria-without-destroying-the-good-ones-in-your-gut/?utm_term=.0328b1024dce (Accessed March 15, 2021).




 Swann, J. P. (1983). The Search for Synthetic Penicillin During World War Ii. Br. J. Hist Sci. 16, 154–190. doi: 10.1017/S0007087400026789




 Swinney, D. C., and Anthony, J. (2011). How Were New Medicines Discovered? Nat. Rev. Drug Discov. 10, 507–519. doi: 10.1038/nrd3480




 Testa, C. A., and Johnson, L. J. (2012). A Whole-Cell Phenotypic Screening Platform for Identifying Methylerythritol Phosphate Pathway-Selective Inhibitors as Novel Antibacterial Agents. Antimicrob. Agents Chemother. 56, 4906–4913. doi: 10.1128/AAC.00987-12




 Thangamani, S., Mohammad, H., Younis, W., and Seleem, M. N. (2015). Drug Repurposing for the Treatment of Staphylococcal Infections. Curr. Pharm. Des. 21, 2089–2100. doi: 10.2174/1381612821666150310104416




 Theuretzbacher, U. (2011). Resistance Drives Antibacterial Drug Development. Curr. Opin. Pharmacol. 11, 433–438. doi: 10.1016/j.coph.2011.07.008




 Thomas, D. W., Burns, J., Audette, J., Carroll, A., Dow-Hygelund, C., and Hay, M. (2017) Clinical Development Success Rates 2006–2015 (BIO Industry Analysis). Available at: https://www.bio.org/sites/default/files/Clinical%20Development%20Success%20Rates%202006-2015%20-%20BIO,%20Biomedtracker,%20Amplion%202016.pdf (Accessed March 15, 2021).




 Tobinick, E. L. (2009). The Value of Drug Repositioning in the Current Pharmaceutical Market. Drug News Perspect. 22, 119–125. doi: 10.1358/dnp.2009.22.2.1303818




 Tommasi, R., Brown, D. G., Walkup, G. K., Manchester, J. I., and Miller, A. A. (2015). Eskapeing the Labyrinth of Antibacterial Discovery. Nat. Rev. Drug Discov. 14, 529–542. doi: 10.1038/nrd4572




 Vargesson, N. (2015). Thalidomide-Induced Teratogenesis: History and Mechanisms. Birth Defects Res. C. Embryo Today 105, 140–156. doi: 10.1002/bdrc.21096




 Wagner, B. K. (2016). The Resurgence of Phenotypic Screening in Drug Discovery and Development. Expert Opin. Drug Discov. 11, 121–125. doi: 10.1517/17460441.2016.1122589




 Waksman, S. A., Reilly, H. C., and Johnstone, D. B. (1946). Isolation of Streptomycin-Producing Strains of Streptomyces Griseus. J. Bacteriol. 52, 393–397. doi: 10.1128/JB.52.3.393-397.1946




 Walsh, C. (2003). Where Will New Antibiotics Come From? Nat. Rev. Microbiol. 1, 65–70. doi: 10.1038/nrmicro727




 Walsh, C. T., and Wencewicz, T. A. (2014). Prospects for New Antibiotics: A Molecule-Centered Perspective. J. Antibiot. (Tokyo) 67, 7–22. doi: 10.1038/ja.2013.49




 Wright, G. D. (2014). Something Old, Something New: Revisiting Natural Products in Antibiotic Drug Discovery. Can. J. Microbiol. 60, 147–154. doi: 10.1139/cjm-2014-0063




 Yarchoan, R., and Broder, S. (1987). Development of Antiretroviral Therapy for the Acquired Immunodeficiency Syndrome and Related Disorders. A. Prog. Rep. N. Engl. J. Med. 316, 557–564. doi: 10.1056/NEJM198702263160925




 Zheng, W., Thorne, N., and McKew, J. C. (2013). Phenotypic Screens as a Renewed Approach for Drug Discovery. Drug Discov. Today 18, 1067–1073. doi: 10.1016/j.drudis.2013.07.001




 Zimmermann, S., Tuchscherr, L., Rodel, J., Loffler, B., and Bohnert, J. A. (2017). Optimized Efflux Assay for the NorA Multidrug Efflux Pump in Staphylococcus Aureus. J. Microbiol. Methods 142, 39–40. doi: 10.1016/j.mimet.2017.09.001








Conflict of Interest: CF’s institutions have received grant money, for CF to perform research, from AstraZeneca Pharmaceuticals, in the last 3 years.




The remaining authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.






Disclaimer: All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the

publisher, the editors and the reviewers. Any product that may be evaluated in this

article, or claim that may be made by its manufacturer, is not guaranteed or endorsed

by the publisher.








Copyright © 2021 Boyd, Teng and Frei. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.










InputFolder/test/disclaimersection/fcimb.2021.684515_Sample Disclaimer/OEBPS/Text/toc.xhtml



  

    Table of Contents




    

			Cover




      			

        Brief Overview of Approaches and Challenges in New Antibiotic Development: A Focus On Drug Repurposing

      

        			

          Drug Discovery: Overview of Process

        




        			

          Antibiotic Drug Development: A Historical Perspective

        

          			

            Penicillin: A Landmark “Bench to Bedside” Breakthrough

          




          			

            The Antibiotic Era

          




          			

            Antibiotic Innovation Gap

          

            			

              Collapse of the Waksman Platform

            




            			

              Golden Age of Medicinal Chemistry

            




            			

              Adherence to Lipinski ‘Rule of Five’

            




            			

              Phenotypic Versus Target-Based Screens

            




            			

              High-Risk Investments

            




          




          




          			

            Emergence of Resistance

          




          			

            Addressing the Unmet Clinical Need

          




        




        




        			

          Drug Repurposing

        

          			

            Overview

          




          			

            Non-Antibiotics

          




          			

            Antibiotic Adjuvants

          




        




        




        			

          Conclusion

        




        			

          Author Contributions

        




        			

          Funding

        




        			

          References

        




      




      




    




  





InputFolder/test/fimmu-14-1122063/fimmu-14-1122063.xml

 
 
 
 Front. Immunol.
 Frontiers in Immunology
 Front. Immunol.
 1664-3224
 
 Frontiers Media S.A.


 
 10.3389/fimmu.2023.1122063
 
 
 Immunology
 
 Review



 
 T regulatory cells metabolism: The influence on functional properties and treatment potential

 
 
 
 Tomaszewicz
 Martyna

 
 1

 
 2

 
 *

 
 †

 

 
 
 Ronowska
 Anna

 
 3

 
 †

 

 
 
 Zieliński
 Maciej

 
 1

 
 2

 

 
 
 Jankowska-Kulawy
 Agnieszka

 
 3

 

 
 
 Trzonkowski
 Piotr

 
 1

 
 2

 


 
 1
 Department of Medical Immunology, Faculty of Medicine, Medical University of Gdańsk,  Gdanísk,  Poland

 
 2
 Poltreg S.A.,  Gdanísk,  Poland

 
 3
 Department of Laboratory Medicine, Faculty of Medicine, Medical University of Gdańsk,  Gdanísk,  Poland

 
 
 Edited by: Laura A Solt, University of Florida, Jupiter, United States

 
 Reviewed by: Kai Yang, Indiana University School of Medicine - Lafayette, United States; Joseph Barbi, University at Buffalo, United States

 
 *Correspondence: Martyna Tomaszewicz,  martyna.tomaszewicz@gumed.edu.pl


 
 †These authors have contributed equally to this work

 
 This article was submitted to T Cell Biology, a section of the journal Frontiers in Immunology


 
 03
 03
 2023

 
 2023

 14
 1122063
 
 
 12
 12
 2022

 
 14
 02
 2023


 
 Copyright © 2023 Tomaszewicz, Ronowska, Zieliński, Jankowska-Kulawy and Trzonkowski
 2023
 Tomaszewicz, Ronowska, Zieliński, Jankowska-Kulawy and Trzonkowski
 
 This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.


 
 CD4 +CD25 highFoxP3 + regulatory T cells (Tregs) constitute a small but substantial fraction of lymphocytes in the immune system. Tregs control inflammation associated with infections but also when it is improperly directed against its tissues or cells. The ability of Tregs to suppress (inhibit) the immune system is possible due to direct interactions with other cells but also in a paracrine fashion  via the secretion of suppressive compounds. Today, attempts are made to use Tregs to treat autoimmune diseases, allergies, and rejection after bone marrow or organ transplantation. There is strong evidence that the metabolic program of Tregs is connected with the phenotype and function of these cells. A modulation towards a particular metabolic stage of Tregs may improve or weaken cells’ stability and function. This may be an essential tool to drive the immune system keeping it activated during infections or suppressed when autoimmunity occurs.


 
 Graphical Abstract
 T regulatory lymphocyte metabolic pattern ( 1– 6). [The red arrow (-) shows inhibition of the process/receptor expression, the green arrow (+) shows stimulation of the process/receptor expression. FoxP3 transcriptional factor is responsible for suppressive function of T regulatory cells. Mitochondrial metabolism include FAO, TCA, and OXPHOS. *The activity of the NF-κB pathway and hypoxia influence glycolysis intensity, GLUT1, and FoxP3 expression through hypoxia inducible factor 1α (HIF-1α)].
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 Introduction
 Like any other live cells, immune cells are driven by metabolic machinery. It may be assumed that particular subsets of the immune system differ in activity due to different metabolic pathways utilized during the immune response. There is also growing evidence that genetic mutations can up- or downregulate particular metabolic pathways and adjust metabolism to meet the requirements of the cell ( 7). This observation initiated a series of studies that aimed to understand the signalling pathways responsible for the controlling metabolic processes. In this review, we try to address whether the regulatory function may be linked to the metabolism of T regulatory cells (Tregs) and if modulation of the cell metabolome can be then utilized to control cell function and, more precisely, to treat human diseases ( 7).

 
 Metabolomics- metabolome analysis
 In the last few years, metabolomics, defined as the profiling of metabolites in biofluids, cells, and tissues, has become increasingly important in science ( 8).
 Metabolomics may be represented as a concentration of metabolites or, indirectly, enzyme activities, which particularly visualize the processes of cell activity ( 9). Additionally, cell metabolism is inextricably linked to other parts of the cellular machinery, such as proteomics and genomics. Any changes in the body may result in a series of metabolic shifts. Consequently, metabolic patterns carry an abundance of information that may influence their phenotype and function ( 10). Through these interactions, metabolites become direct modulators of biological processes ( 9). This information revealed countless insights into creating active structures that can influence various cellular pathways ( 9).
 Historically, one of the first observations in the field of metabolomics was the Warburg effect, made by Otto Warburg, which states that cancer cells rely on less sufficient aerobic glycolysis despite oxygen availability ( 11). Although the first suggestion was that the mitochondrial function of cancer cells was defective, further research indicated that there was no switching from mitochondrial respiration to alternative glycolysis in cancer ( 7). Moreover, oxidative phosphorylation (OXPHOS) continues normally, producing adenosine triphosphate (ATP) like in normal tissues under an identical partial pressure of oxygen ( 12). On the other hand, this effect plays a vital role in the metabolic reprogramming of cancer cells, which is considered a ‘hallmark of cancer’ ( 13). Therefore, it is not only a simple adaptation to hypoxia- it is a crucial feature of the malignant phenotype, helping to supply more energy for the overgrowth of tumour cells.
 Although the composition of the human metabolome is still not yet fully defined, compelling evidence indicates that the metabolism of immune cells is a critical control point for subsequent migration, proliferation, differentiation, and maintenance of function. A key finding is that a cell phenotype and its metabolic program are correlated with cell function and, importantly, that changing the metabolic state of the cell can cause a change in its functioning ( 14). The knowledge of how to orchestrate immune cell metabolism may be key to directing the immune system’s potential in treating autoimmune diseases, allergies, or transplant rejection.

 
 T regulatory cells
 As the name suggests, Tregs are a unique population of cells that regulate and suppress other cells in the immune system promoting immune tolerance to self and foreign antigens. We can characterize them as CD4+, CD25 high, CD127-, and FoxP3+ (Forkhead box P3) cells ( 15). Tregs express GLUT family member transporters, mainly GLUT1, and GLUT3 ( 16,  17).
 Forkhead box P3 is the most essential and characteristic protein expressed by the Tregs. The level of FoxP3 expression is associated with the maturation process, cell stability, and suppressive function of Tregs ( 18). Activated T regulatory cells produce suppressive cytokines such as Interleukin 10 (Il-10), Transforming Growth Factor β (TGF-β), and immunomodulatory adenosine (ADO) ( 18,  19). Treg lymphocytes lacking FoxP3 expression are associated with reactions against self-antigens. For example, a genetic loss-of-function mutation in the gene encoding FoxP3 induces IPEX syndrome (Immune Dysregulation, Polyendocrinopathy, X-linked) manifested as a complex autoimmune syndrome ( 20).
 Metabolic requirements depend on the cell type and on their activity state. Although the metabolic processes of effector T cells are quite well known, understanding mechanisms in Tregs have not been fully elucidated. It is not clear how changing energy sources affects the immunophenotype and stability of Tregs.
 
 Metabolic differences between resting and activated cells
 The basic metabolic program depends on the cell’s activity state and varies between naive, activated, and memory cells.
 Naive-resting cells use the energy sources (ATP) produced mainly through oxidative phosphorylation (OXPHOS) from the lipids or glucose as they need energy only for survival and circulation ( 
 Figure 1
) ( 23,  24).
 
 Figure 1
 
 Main metabolic pathways responsible for energy production in T lymphocytes regarding their activity state ( 21,  22).

 

 Each subset of T lymphocytes generates its specific metabolic pattern. T effector cell (Teff; including Th1, Th2, Th17) activation through the T-cell receptor (TCR) and costimulatory CD28 is the signal for the cell to switch metabolism from OXPHOS to glycolysis which will be sufficient for cell growth, proliferation, and cytokine production ( 1,  4,  24– 26). Teffs, upon activation, remain on glycolysis but also glutaminolysis to generate ATP through intense production in the tricarboxylic acid cycle (TCA) ( 
 Figure 1
) ( 23,  24).
 On the other hand, Tregs engage glycolytic metabolism during initial activation, migration, and proliferation, but subsequently, exhibit oxidative metabolism dependent on lipids and pyruvate [fatty acid oxidation- FAO and oxidative phosphorylation-OXPHOS] and become independent of glucose ( 
 Figure 1
) ( 27,  28).
 Changing energy sources is the process which supports their suppressive activity ( 23).
 Proliferating Treg cells are characterized by elevated GLUT1 expression and mTOR (mammalian target of rapamycin) activity, although their suppressive capacity is then reduced, simultaneously downregulating FoxP3 expression ( 29). Additionally, Kishore et al. in their research confirmed that stimulation of the pro-migratory molecule Lymphocyte function-associated antigen 1 (LFA-1) with its ligand (antibody-ligated recombinant mouse ICAM-1; rICAM-1) significantly increases glucose uptake to the cell ( 30).
 Fatty acid oxidation in cultured mice Tregs is regulated by AMP-activated kinase (AMPK). In contrast to mTOR kinase, this metabolic regulator influences lipid oxidation and inhibits  de novo fatty acid synthesis ( 31).
 Within cells, fatty acid binding proteins (FABPs) are responsible for fatty acid uptake and trafficking. In Treg cells, mainly FABP5 is expressed.  In vitro experiments on Tregs induced from human CD4+ cells with FABP5 inhibition resulted in dysregulation of mitochondrial function, decreased OXPHOS, and as compensation, upregulations of the glycolytic pathway ( 6). Interestingly, after treatment with FABP5 inhibitor, Tregs had an increased ability to suppress CD4+ and CD8+ effector cell proliferation and were characterized by a higher Il-10 expression ( 6).
 Most quiescent memory immune cells reduce the intensity of metabolic processes. Like the naive cells, these long-lived cells remain in a steady state and use primarily fatty acids to fuel oxidative phosphorylation and generate ATP to cover basic needs ( 26,  32).

 
 Differences between central and tissue resident Tregs
 Within the Treg population, heterogeneous subpopulations with different phenotypes and functions can be distinguished. After maturation in the thymus, naive-like central cells egress the thymus and inhabit the peripheral lymphatic organs (cTregs) ( 33). Upon antigen stimulation, circulating in peripheral lymphoid organ cTregs may be differentiated into effector Tregs (eTreg) and migrate to the peripheral tissues ( 34). As mentioned, cTregs and eTregs may vary in phenotype and function. Moreover, many tissue-specific factors (e.g. oxygen availability, nutrient and metabolites) may change peripheral cells’ characteristics ( 35). eTregs can expand and suppress more effectively by dynamically regulating specific metabolic pathways, including mTOR ( 33).
 For example, adipose tissue Tregs aim to inhibit proinflammatory processes in fat and are responsible for sustaining balanced insulin sensitivity, whereas Tregs in skeletal muscles or the brain are responsible for amphiregulin (AREG) production and participate in after-injury tissue regeneration ( 33).
 Furthermore, specific bacterial-derived metabolites influence gastrointestinal Tregs.
 Smith et al. in their research on mouse models demonstrated that treatment with short-chain fatty acids (SCFA)  in vivo increased cTregs FoxP3 and Il-10 expression. Additionally,  in vitro experiments assuming Treg treatment with SCFA resulted in an improvement of Treg proliferative capacity and suppressive activity ( 36).
 As a result, the tissue environment is the primary factor behind metabolism orchestration and Treg diversification in non-lymphoid tissues ( 33).


 
 Intrinsic factors affecting cell function
 
 Glucose-lipid balance and the influence on Treg stability
 The activation of human Tregs with toll-like receptor (TLR) agonists or forced expression of GLUT1 increases glycolysis and proliferation but inhibits their anti-inflammatory suppressive functions ( 18,  28). On the other side, when glucose is deprived in inflammatory conditions, it shifts the balance between Teffs (T effector cells) and Tregs, preventing Th lymphocyte differentiation and reciprocally favouring Tregs development both  in vitro and  in vivo ( 37).
 Hyperglycemic conditions induce inflammatory gene expression in lymphocytes, including Il-6, Il-9, and Il-17, which are mostly NF-κB dependent ( 38).
 Moreover, hyperactivation and oxidative stress caused by high glucose levels lead to autoregressive reactions and disruptions in tolerance induction by Tregs. The presented mechanism may be a reason behind propelling of inflammation and exacerbation of the disease in poorly controlled diabetic patients ( 39).
 The mechanism which may secure activated Tregs from elevated glycolysis is the reduction of GLUT1 expression exerted by the transcriptional factor FoxP3 (essential Tregs marker). This subsequently reduces the transport of glucose to the cell and improves the suppressive function of Tregs ( 18).
 On the other hand, Treg differentiation was activated by diacylglycerol O-acyltransferase 1 (DGAT1) - mediated TAG synthesis ( 40). The decrease in lipid droplets increases the generation of FoxP3+ Tregs in the presence of α-ketoglutarate. Some studies have shown that α-ketoglutarate increases interferon γ (IFN-γ) secretion by CD4 T cells as well as CD4+ CAR-T cells, irrespective of whether they are activated in Treg or Th1 conditions ( 40) ( 41).
 Additionally, the experiment with etomoxir treatment, which is the blocker of lipid oxidation through inhibition of carnitine palmitoyltransferase-1 (CPT1), transporter of fatty acids into the mitochondria, indicated that this compound decreases the suppression exerted by Tregs differentiation, while not changing T effector lymphocyte functioning ( 42). This notion proves that elevated glycolysis impairs mainly the activation of Tregs ( 27,  43,  44).
 Cytotoxic T cell antigen 4 (CTLA-4) also conditions the interplay between glycolysis and
 T regulatory cell’ function. The blockade of this receptor increases glucose metabolism and promotes Treg functioning instability ( 45). Research showed that CTLA-4 stimulation does not affect the transport of glucose on its own but may inhibit glucose uptake induced by CD28-stimulated cell activation, making glycolysis cease to be the main energy source in the Treg cell ( 30).
 Finally, our recent studies suggest that Tregs may keep independence from glycolysis and continue metabolism based on OXPHOS through the active uptake of mitochondria from surrounding cells, mainly mesenchymal stem cells (MSCs). These ‘borrowed’ mitochondria are usually active producers of ATP from OXPHOS and improve the function of Tregs ( 46).

 
 
 mTOR

 The mammalian target of rapamycin (mTOR) is a protein kinase that belongs to the phosphatidylinositol 3-kinase-related kinases (PIKK) family ( 47,  48). mTOR controls crucial cell processes such as transcription, translation, cell growth, and metabolism in response to multiple factors (nutrients, growth factors, hormones, and stresses) ( 49,  50). For this reason, any modulation of the mTOR pathway significantly changes the function of the cells, which is associated with a probability of mutagenesis, autoimmunological reactions, or other types of immune diseases ( 50,  51). While the activity of mTOR is necessary for Teffs (Th1, Th2, Th17) differentiation, mTOR deficient T cells keep T regulatory cell phenotype instead ( 1,  52).
 The hyperactivation of mTOR kinase in Tregs, through enhancement of glycolytic programming, may result in reduced proliferative capacity (defective function) and promote cell anergy ( 53,  54).
 However, suppression of mTOR kinase signalling in Tregs promotes mitochondrial oxidative metabolism rather than glycolysis, improving suppressive function ( 42). Hence, excessive mTOR activation can also lead to impairment in Treg survival, and lineage instability manifested mainly through low FoxP3 expression ( 55,  56). This is widely used in the modulation of Tregs in experimental and clinical settings.


 
 Extrinsic factors affecting cell function
 
 Ischemic environment and inflammation
 It is not only the life cycle of a cell that causes metabolic shifts. Recent studies have shown that immune cells function differently depending on the environment in which they reside.
 Ischemic tissues show low glucose and high lactate concentrations, which seems inappropriate for T lymphocytes relying on oxidative glucose metabolism. Although, it turns out that T regulatory cells are becoming highly pro-tolerant then. The mechanism of this process is still unknown, but it may be associated with Hypoxia Inducible Factor 1 (HIF-1) and its influence on FoxP3 expression ( 28,  43,  44).
 The end-product of anaerobic glycolysis, lactate, in physiological concentration in blood and healthy tissues reaches approximately 1.5–3 mM. Lactate, at a physiologic 1mM concentration, can substitute only about 10% glucose. However, during lactic acidosis evoked by hypoxia, diabetes, chronic obstructive lung disease, disseminated cancer, or inherited metabolic diseases, blood lactate may reach 10 mM and higher concentrations and replace up to 25% glucose in acetyl-CoA and energy production ( 57). There are data showing that its level may reach 10–40 mM in inflamed tissues such as arthritic joints and adipose tissue in obese individuals ( 58,  59). Lactate is transported by solute carrier transporters that perform proton-lactate symport, monocarboxylate transporter 4 (MCT4) transporter of low affinity (Km 22 -28 mM) and sodium-dependent transport (SLC5A8) ( 58). CD4+ T cells do express SLC5A12 transporter ( 58). The experiments demonstrated that lactate accumulation in the inflamed tissue contributes to the upregulation of the SLC5A12 transporter in human CD4+ T cells ( 59). Therefore, lactate is a major signalling molecule able to operate the plastic shift of the immune response within the diseased site. Also, lactate may increase inflammation by the elevation of IL-6 and IL-8 secretion by CD4+ T cells ( 57). Moreover, a lactate receptor,
 G protein-coupled receptor 81 (GPR81), was identified on CD4+ T cells ( 60,  61). Binding of lactate to this receptor led to the activation of PD-L1, which resulted in T effector cell suppression ( 61).
 Nevertheless, lactate is often considered a side product of glycolytic metabolism. Findings show that deficiency of monocarboxylate transporter 1 (MCT1; high affinity lactate and pyruvate transporter) may impact Treg cell function in the gut. Because lactate not only fuels the TCA cycle but is also exported from the mitochondria, contributing to higher glycolytic pathways  via phosphoenolpyruvate (PEP). It is produced from malate to oxaloacetate and catalyzed by carboxykinase (PEPCK). Thus lactate may become a gluconeogenic fuel source, leading to a decrease in glucose uptake by Treg, resulting in increased Treg cell suppressor function ( 62).
 The hypoxia-inducible transcription factor (HIF-1) is one of the most vital elements in physiological adaptation to varying oxygenation states. It is expressed in almost all mammalian cell types and plays an important functional role in innate and adaptive immune cells, including macrophages, neutrophils and lymphocytes ( 63– 65). HIF transcription factor is controlled by many other factors besides oxygen. For instance, cytokines can induce HIF-1 in response to inflammation and infection of the immune system. In particular, in T cells, HIF-1 is stabilized upon TCR activation, which plays a role in the metabolic transition to glycolysis, which in turn supports proliferation and effector function. There is strong evidence that it regulates glycolysis through the activation of hexokinase and phosphofructokinase but also induces overexpression of GLUTs on the cell surface ( 66,  67). Another research group carried out an experiment on mice models to check the interplay between FoxP3 and HIF-1α, and the results showed that HIF-1α enhances FoxP3 ubiquitination and degradation ( 68). Glycolysis, subsequent lactate production, and its accumulation lead to tissue acidosis ( 69). Interestingly, there are reports that the end-product of glycolysis, lactate, causes decreasing pH in inflamed tissues, inhibits T cell migration, increases proinflammatory Il-17 production, and results in cytolytic activity by CD4+ and CD8+ T cells ( 25).
 Another transcriptional factor mediating inflammatory responses is Nuclear factor kappa-light-chain-enhancer of activated B cells (NF-κB). This protein complex induces the expression of proinflammatory genes (Il-6, Il-18) and participates in inflammasome regulation ( 70). As a consequence, Teffs are recruited to the inflamed tissues, which allows them to fight off the cause of the infection. However, when the immune response is dysregulated, it contributes to the development of chronic inflammation and tissue damage ( 70). In addition, it was confirmed that NF-κB induces the expression of HIF-1α ( 71,  72). The increased levels of NF-κB may lead to the enhancement of glycolytic metabolism and the production of proinflammatory cytokines, chemokines, and angiogenic factors through the induction of the HIF-1 a pathway linking innate immunity and hypoxic response ( 72). This mechanism will also adversely affect Tregs, impairing their ability to suppress enhanced proinflammatory reactions.
 Summarizing the above mechanisms, it appears that selective glucose deprivation or reduction of the glycolysis-enhancing pathways intensity in Treg cells can contribute to inhibition of inflammation and excessive stimulation of T effector cells.

 
 Adenosine
 An inflammatory immune response is inextricably linked with the release of high amounts of ATP into the extracellular space, where it is captured and partially transformed into adenosine (ADO) ( 5).
 ADO is considered to be a crucial metabolic immune checkpoint that regulates inflammatory responses. Adenosine receptors (ARs; A1R, A2AR, A2BR, and A3R) are expressed in all immune cells ( 73). The interaction of ADO with its surface receptor triggers anti-inflammatory effects. Studies on Tregs report that these cells express CD39 (ectonucleoside triphosphate diphosphohydrolase-1) and CD73 (ecto-5’-nucleotidase) molecules which are the cell-surface enzymes converting ATP into adenosine through a series of dephosphorylation of the adenine nucleotides ( 74). Deaglio et al. showed that FoxP3+CD39+ Tregs effectively suppress proliferation of CD4+CD25- effector T cells through the interaction of ADO derived from CD39 and CD73 expressed on Tregs with A2 adenosine receptor on the cell surface ( 75) and subsequent cAMP production ( 5,  76). Additionally, FoxP3 is associated with CD39 expression, which also links ADO metabolism with the function of Tregs ( 5,  77,  78). ADO influences immune responses by altering the release of cytokines. For example, the ligation of ADO to its receptor upregulates the production of Il-10 in experimental mouse models ( 79). Interestingly, ADO has also been shown to increase the amount of Tregs through ADO-A2AR interaction ( 80).
 Considering the above research, adenosine carries great potential in increasing Treg’s functional potential. Finding a way to more effectively influence ADO-AR pathways may be a possible step toward designing new  in vivo and  in vitro treatment methods by influencing Treg-Teff and Treg-Treg interactions (increased production of suppressive cytokines, strengthening the effect of ADO on Teffs, or increased proliferation of Tregs).


 
 Treatment with Il-2
 T cells may be activated in a few different ways,  inter alia by triggering TCR, TLR, or CD25. CD25 (also known as Il-2Rα, Interleukin-2 Receptor α) is a high affinity molecule present on the T cell surface responsible for interaction with Interleukin 2 (Il-2).
 Research suggests that Il-2 promotes different signalling pathways depending on the T cell subset ( 2). In Th1 cells, it primarily promotes STAT5 (signal transducer and activator of transcription 5) signalling, increases the expression of CD25, and redirects the signal to the PI3K/Akt/mTOR pathway. This shift causes intense anabolic metabolism, enabling the proliferation and maintenance of the effector function. In Tregs, Il-2 is essential for their development in the thymus but also for the proliferation and maintenance of Tregs at the periphery ( 81). In this subset, only the STAT5 transducing signal pathway is operant. PI3K/Akt/mTOR is inhibited by Phosphatase and Tensin homolog (PTEN), reducing mTOR kinase activity. Additionally, STAT5 is responsible for FoxP3 expression and upkeeping the suppressive capacity of Tregs ( 3,  82). The activation of the STAT5 pathway by Il-2 exerts a positive effect on the suppressive abilities of Tregs, but it also negatively regulates T follicular helper cells (Tfh) and Th17 cell differentiation, diminishing Il-17 production, which altogether prevents enhanced proinflammatory responses ( 83).
 In contrast to Teffs, Tregs express a significant amount of high-affinity Il-2R, allowing them to respond to a low level of Il-2 stimulation. At the same time, a high amount of Il-2 showed to favour the development of Teffs ( 81). Hence, maintaining proper stimulation  via the concentration of Il-2 is fundamental in establishing a balance between the progression of autoimmunity and health ( 83). These findings lead to the development of low doses of Il-2 treatment allowing for the prevention and proper control of autoimmune diseases ( 84).

 
 Autoimmune diseases and metabolism
 Autoimmunity results from abnormal immune responses that occur against self-tissues and, in general, leads to excessive activation of inflammation and self-tissue damage. This stimulus brings a metabolic switch causing a Warburg-like up-regulation of aerobic glycolysis that adjust the balance between inflammatory and regulatory immune phenotypes ( 85). Again, also in this particular pathology, while classically activated Teffs require glycolysis for their survival and functioning, Tregs favour oxidative metabolism ( 86).

 
 Metabolome-influencing treatment of autoimmune conditions
 Some drugs, commonly used to treat autoimmune diseases, influence the metabolism of immune cells. Glucocorticoids, like dexamethasone and corticosterone, inhibit glycolysis and lactate production hence decreasing T effector function in rat thymocytes ( 87). Another immunosuppressive agent, mycophenolic acid (MPA, an active form of mycophenolate mofetil-MMF), downregulates HIF-1α, which may positively influence Tregs development and suppressive capacity by inhibition of FoxP3 ubiquitination and degradation ( 68,  88).  In vitro experiment on human CD4+ T cells showed that MPA inhibited proinflammatory Il-17, IFN-γ, and TNF-α production and reduced Akt/mTOR pathway signalling and STAT5 phosphorylation while Il-2 and CD25 were unaffected. Treatment with MPA also caused enhanced expression of FoxP3 ( 89).
 A scientific effort is made to develop new treatment methods for autoimmune diseases. Some of them already utilize the modulation of metabolic pathways to change the immune response. As mentioned earlier, a lack of functional Tregs population can induce severe immune-mediated consequences. This information initiated a series of experiments using Tregs as potential therapeutic agents. Many clinical trials are conducted to assess the efficacy effects of Treg cell-based therapies for immune-related conditions, like Graft versus Host Disease (GvHD), graft rejections, Type 1 Diabetes (T1D), Multiple Sclerosis (MS), Systemic Lupus Erythematosus (SLE), Autoimmune Hepatitis, or Crohn Disease ( 15) ( 90).
 For particular diseases (such as T1D) have entered clinical trials ( 91,  92). Ongoing standard protocols assume using polyclonal Tregs that are  ex vivo expanded CD25+CD4+ cells ( 93,  94). This procedure aims to multiply the number of cells before the infusion ( 95). Safety of the treatment has been confirmed, and no serious adverse effects were reported in patients treated with polyclonal  ex vivo-expanded autologous transfer of Tregs ( 90,  92,  96– 98). The current focus is on improving Treg functionality, for example, producing antigen-specific Tregs by stimulation with monocytes ( 99) or co-administration of polyclonal Tregs with Il-2 ( NCT02772679).
 Influencing the metabolome of Tregs is another potential mechanism that can improve the stability and functionality of the cells used in treatment. Reports show that metabolism is the main factor behind maintaining the Treg/Th17 balance in SLE patients ( 100– 102). These premises may be a basis for the future development of new methods to improve Treg function in immune-related conditions, probably even  in vivo.
 For example, the administration of dimethyl fumarate, a derivative of the Krebs cycle metabolite- fumarate, is widely used to treat autoimmune diseases such as psoriasis and multiple sclerosis (NCT01930708) ( 103). Procaccini et al. demonstrated that dimethyl fumarate (DMF) treatment increases the proliferative potential of Tregs in patients with relapsing-remitting multiple sclerosis (RRMS) and releases higher amounts of anti inflammatory Il-10. Additionally, the effect was exacerbated after anti-leptin monoclonal antibody (leptin neutralization) administration  in vitro, which acts comparably to mTOR inhibition by rapamycin ( 104). These experiments compared Treg and T conventional cells purified from RRMS patients and healthy donors. Researchers used  in vitro experiments to assess the proliferative and suppressive potential of mentioned subpopulations.
 There are also data describing impairments in glucose metabolism, which are considered a key component in the pathogenesis of Rheumatoid Arthritis (RA). This is an autoimmune, chronic disease in which inflammation, mediated by T effector cells, affects the synovial tissue ( 105). Naive CD4+ T cells isolated from RA patients exhibit diminished glycolytic activity ( 106). The activity of lactate dehydrogenase is increased in fibroblast-like synoviocytes (FLS), causing lactate accumulation and a decrease in glucose concentration in joints, which also affects an immune response by impairing the suppressive function of Tregs ( 105). High lactate concentration in the inflamed tissues upregulates  Il17A and  INFγ mRNAs, while it does not change the expression of immunosuppressive Il-10 and TGFβ in CD4+ cells ( 59). The vital role in the upregulation of inflammation in high lactate conditions plays lactate transporter SLC5A12 as treatment with SLC5A12 antibody abolished the proinflammatory response ( 59). Additionally, lactate transported by the SLC5A12 transporter is implicated in the differentiation of Th17 T cell subsets. CD3/CD28 activated CD4+ cells taking up lactate showed an increased intracellular pool of citrate and acetyl-CoA, substrates for fatty acid synthesis (FAS). Results were confirmed by assessing the Acetyl-CoA-Carboxylase 1 (ACC 1; cytosolic isoform responsible for regulating fatty acid synthesis) and 5’AMP activated protein kinase (AMPK; enzyme regulating the process of fatty acid oxidation) activation levels, where ACC1 was increased, and AMPK activity was reduced in the presence of lactate ( 59).
 These data support the concept that irregularities in glucose metabolism in the early stage of RA affect naive CD4+ T cells, which deviate from a regular differentiation pattern and commit to becoming pro-inflammatory effector cells ( 105,  107). In addition, some studies reported abnormal mitochondrial function in CD4+ T cells in patients with RA. This was described mainly as low ATP production and reduced reactive oxygen species (ROS) release ( 107).
 Rapamycin (Rapa), also known as sirolimus, is a macrolide clinically used as an immunosuppressant in the treatment of patients after organ transplantation. Rapamycin interacts with mTOR (mTOR inhibition) and suppresses the growth and proliferation of T effector cells ( 108,  109). Interestingly, Rapa had the opposite effect on Tregs ( 1). Chen et al. showed that Rapa treatment not only promoted Tregs differentiation and proliferation but also increased FoxP3 expression and upregulated the mRNA level of PD-1 and immunosuppressive TGF-β in these cells ( 27,  110,  111). Additionally, data suggest that this macrolide may influence the metabolome of Tregs, as Rapa-treated cells showed a decreased concentration of glycolytic intermediates and increased ATP/ADP and ADP/AMP ratios in comparison to non-treated controls. This indicates the shift from the glycolytic-dependent to oxidative mitochondrial metabolism (OXPHOS), which improves the activity of Tregs ( 27).
 A phase 2, single-centre, randomized, double-blind, placebo-controlled study was carried out, and results showed that Rapamycin treatment reduced insulin requirements in long-lasting Type 1 Diabetic patients ( 112).
 Research on mice has shown that epidermal FABP (E-FABP) deficiency in CD4+ T cells suppresses Th17 through increased expression of peroxisome proliferator- activating receptor γ (PPARγ) while enhancing regulatory T cell development. This mechanism protected mice from autoimmune encephalomyelitis (EAE) in an experimental model of MS. This modulation may be an attractive way of metabolome-influenced treatment method for MS but also other autoimmune conditions ( 113).
 In Systemic Lupus Erythematosus (SLE) patients, disease severity is associated with glutathione (GSH) depletion. Treatment with N-acetylcysteine (NAC), a GSH precursor, showed the inhibition of SLE progression by suppressing mTOR kinase and therefore, increase FoxP3 expression ( 114,  115). Research on NAC treatment in patients with SLE is currently in phase II clinical trials ( 116).
 Several immunometabolism-related methods have been introduced to type 1 diabetes treatment (T1D). For example, the rapamycin and CD28 agonist combination aimed to inhibit T cell activation, migration, and pancreatic β-cell prevention ( 117). Another group tried to combine Rapamycin with Il-2, and islet autoantigen peptides, hence increasing the Treg number and protecting against T1D induction ( 118).

 
 Conclusion
 The aim of metabolomics in medicine is to identify new markers, predict the onset, follow the progression of the diseases, and assess the efficacy of administered treatments ( 9). Metabolomics dictates possible modulations towards better regulation and tolerance. For example, switching cell metabolism from glucose-dependent to lipid-dependent pathways may improve the stability and functionality of Tregs while simultaneously suppressing the proinflammatory effects of Teffs. Moreover, the improvement in Treg function may also be obtained through influence on the main regulatory pathways, such as PI3K-Akt-mTOR, where suppression of these kinases results in the promotion of Treg proliferation, differentiation, and increased expression of FoxP3. Additionally, differences in cell metabolomes may serve as markers of the effectiveness of immunomodulatory treatment.
 The above research raises hopes for treating autoimmune diseases by capturing pathological changes in cell metabolism and redirecting them into those favouring balanced regulatory properties.
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config.schema['ref'] = element_ref

config.schema['label'] = element_label

config.schema['citation'] = element_genericElement

config.schema['object-id'] = element_genericElement

#config.schema['person-group'] = element_genericElement

config.schema['source'] = element_source

config.schema['sub'] = element_sub

config.schema['person-group'] = element_person_group

config.schema['pub-id'] = element_pub_id

config.schema['year'] = element_genericElementSpan

config.schema['volume'] = element_genericElementSpan

config.schema['page-range'] = element_genericElementSpan

config.schema['elocation-id'] = element_genericElementSpan

config.schema['issue'] = element_genericElementSpan

config.schema['fpage'] = element_genericElementSpan

config.schema['lpage'] = element_genericElementSpan

config.schema['supplement'] = element_genericElementSpan

config.schema['publisher-loc'] = element_genericElementSpan

config.schema['publisher-name'] = element_genericElementSpan

config.schema['comment'] = element_genericElement

config.schema['disp-formula'] = element_disp_formula

config.schema['inline-formula'] = element_inline_formula

config.schema['ext-link'] = element_ext_link

config.schema['supplementary-material'] = element_supplementary_material

config.schema['table-wrap-group'] = element_table_wrap_group

config.schema['table-wrap'] = element_table_wrap

config.schema['caption'] = element_genericElement

config.schema['list'] = element_list

config.schema['list-item'] = element_list_item

config.schema['edition'] = element_genericElementSpan

config.schema['series'] = element_genericElementSpan

config.schema['access-date'] = element_genericElement

config.schema['related-article'] = element_related_article

config.schema['disp-quote'] = element_disp_quote

config.schema['fn-group'] = element_fn_group

config.schema['app-group'] = element_app_group

config.schema['conf-name'] = element_genericElementSpan

config.schema['conf-loc'] = element_genericElementSpan

config.schema['conf-sponsor'] = element_genericElementSpan

config.schema['conf-date'] = element_genericElementSpan

config.schema['sc'] = element_genericElementSpan

config.schema['patent'] = element_genericElementSpan

config.schema['preformat'] = element_preformat

config.schema['boxed-text'] = element_boxed_text

config.schema['inline-graphic'] = element_inline_graphic

config.schema['glossary'] = element_glossary

config.schema['def-list'] = element_def_list

config.schema['def-item'] = element_def_item

config.schema['term'] = element_term

config.schema['def'] = element_genericElementSpan #element_def

config.schema['prefix'] = element_genericElementSpan #element_def

config.schema['on-behalf-of'] = element_on_behalf_of #element_def

config.schema['graphic'] = element_graphic #element_def

config.schema['abstract-label'] = inhouse_element_abstract_label #element_def



#================================================================

#         NOT USED ELEMENTS, FOR CHECKING PURPOSES ONLY

#================================================================

#to make sure that all elements has been processed and no new elements is used

config.schema['front'] = element_genericElement

config.schema['article-meta'] = element_genericElement

config.schema['journal-meta'] = element_genericElement

config.schema['journal-id'] = element_genericElement

config.schema['journal-title'] = element_genericElement

config.schema['abbrev-journal-title'] = element_genericElement

config.schema['issn'] = element_genericElement

config.schema['publisher'] = element_genericElement

config.schema['article-id'] = element_genericElement

config.schema['article-categories'] = element_genericElement

config.schema['subj-group'] = element_genericElement

config.schema['subject'] = element_genericElement

config.schema['contrib-group'] = element_genericElement

config.schema['permissions'] = element_genericElement

config.schema['copyright-statement'] = element_genericElement

config.schema['copyright-year'] = element_genericElement

config.schema['copyright-holder'] = element_genericElement

config.schema['license'] = element_genericElement

config.schema['kwd-group'] = element_genericElement

config.schema['counts'] = element_genericElement

config.schema['fig-count'] = element_genericElement

config.schema['table-count'] = element_genericElement

config.schema['equation-count'] = element_genericElement

config.schema['ref-count'] = element_genericElement

config.schema['page-count'] = element_genericElement

config.schema['word-count'] = element_genericElement

config.schema['contract-sponsor'] = element_genericElement

config.schema['named-content'] = element_genericElement

config.schema['contract-num'] = element_genericElement

config.schema['role'] = element_genericElement                  #added Sep 7, 2023

config.schema['custom-meta-wrap'] = element_genericElement      #added Sep 7, 2023

config.schema['custom-meta'] = element_genericElement           #added Sep 7, 2023

config.schema['meta-name'] = element_genericElement             #added Sep 7, 2023

config.schema['meta-value'] = element_genericElement            #added Sep 7, 2023










libs/element_abstract.py

from xml.etree import ElementTree as ET

import re, os, sys, codecs

import urllib.request

import datetime



try:

    import config as config

    import myXML as xml

    import logger as log

    import filesys as fso

    import schema_frontiers_utility as util

    

except:

    import libs.config as config

    import libs.myXML as xml

    import libs.logger as log

    import libs.filesys as fso

    import libs.schema_frontiers_utility as util



def element_abstract(node, parent, addedInfo={}):

    tagName = 'div'

    attribs = {'class':'abstract'}

    formattedData = xml.processNode(tagName, attribs, node, parent)



    #check if graphical abstract

    abstractTypeValue = node.get('abstract-type', None)

    #if no graphical abstract return extracted data

    if not abstractTypeValue: return formattedData



    #if with abstractType attribute but not graphical, return with the abstractType value as class value

    #get the graphics image

    if not abstractTypeValue.lower() == 'graphical':

        formattedData = '\n<!-- ABSTRACT -->\n{}'.format(formattedData)

        return formattedData.replace(' class="abstract"', ' class="{}"'.format(abstractTypeValue))

    #else, update the graphical-abstract type value

    config.graphicalAbstract = formattedData.replace(' class="abstract"', ' class="graphical-abstract"')

    config.graphicalAbstract = '\n<!-- GRAPHICAL ABSTRACT -->\n{}'.format(config.graphicalAbstract)

    #arrange graphical abstract

    config.graphicalAbstract = config.graphicalAbstract.replace('<p class="Text_ABT"><img class="graphics"', '<p class="Text_ArtLine"><img class="image100"')

    config.graphicalAbstract = config.graphicalAbstract.replace('<p class="Text_ABT">', '<p class="Text_FC">')

    #return empty if its a graphical abstract

    return ''

    



    








libs/element_ack.py

from xml.etree import ElementTree as ET

import re, os, sys, codecs

import urllib.request

import datetime



try:

    import config as config

    import myXML as xml

    import logger as log

    import filesys as fso

    import schema_frontiers_utility as util

    

except:

    import libs.config as config

    import libs.myXML as xml

    import libs.logger as log

    import libs.filesys as fso

    import libs.schema_frontiers_utility as util



def element_ack(node, parent, addedInfo={}):

    tagName = 'section'

    attribs = {}

    config.secLevel += 1

    config.regParaCounter = 0

    titleNode = node.find('.//title')

    if ET.iselement(titleNode):

        titleValue = xml.sameTag(titleNode)

        titleValue = re.sub('<.*?>', '', titleValue)

        if titleValue: attribs['title'] = titleValue

    formattedData = xml.processNode(tagName, attribs, node, parent)

    config.secLevel -= 1

    if not xml.getText(titleNode).find('Conflict of Interest') == -1: return ''

    formattedData = '\n' + formattedData.replace('></{}>'.format(tagName), '>\n</{}>'.format(tagName))

    return formattedData










libs/element_addr_line.py

from xml.etree import ElementTree as ET

import re, os, sys, codecs

import urllib.request

import datetime



try:

    import config as config

    import myXML as xml

    import logger as log

    import filesys as fso

    import schema_frontiers_utility as util

    

except:

    import libs.config as config

    import libs.myXML as xml

    import libs.logger as log

    import libs.filesys as fso

    import libs.schema_frontiers_utility as util



    

def element_addr_line(node, parent, addedInfo={}):

    tagName = ''

    attribs = {}

    formattedData = xml.processNode(tagName, attribs, node, parent)

    return formattedData

    








libs/element_aff.py

from xml.etree import ElementTree as ET

import re, os, sys, codecs

import urllib.request

import datetime



try:

    import config as config

    import myXML as xml

    import logger as log

    import filesys as fso

    import schema_frontiers_utility as util

    

except:

    import libs.config as config

    import libs.myXML as xml

    import libs.logger as log

    import libs.filesys as fso

    import libs.schema_frontiers_utility as util



    

def element_aff(node, parent, addedInfo={}):

    tagName = ''

    attribs = {}

    idValue = node.get('id', None)

    formattedData = xml.processNode(tagName, attribs, node, parent)

    formattedData = '{}{}'.format(xml.tag('', 'a', {'id':idValue}, True), formattedData)

    return formattedData

    








libs/element_app_group.py

from xml.etree import ElementTree as ET

import re, os, sys, codecs

import urllib.request

import datetime



try:

    import config as config

    import myXML as xml

    import logger as log

    import filesys as fso

    import schema_frontiers_utility as util

    

except:

    import libs.config as config

    import libs.myXML as xml

    import libs.logger as log

    import libs.filesys as fso

    import libs.schema_frontiers_utility as util



def element_app_group(node, parent, addedInfo={}):

    tagName = 'div'

    attribs = {'class':'app-group'}

    formattedData = xml.processNode(tagName, attribs, node, parent)

    return formattedData



    








libs/element_articleTitle.py

from xml.etree import ElementTree as ET

import re, os, sys, codecs

import urllib.request

import datetime



try:

    import config as config

    import myXML as xml

    import logger as log

    import filesys as fso

    import schema_frontiers_utility as util

    

except:

    import libs.config as config

    import libs.myXML as xml

    import libs.logger as log

    import libs.filesys as fso

    import libs.schema_frontiers_utility as util

    



def element_articleTitle(node, parent, addedInfo={}):

    tagName = ''

    attribs = {}

    if parent.tag == 'citation':

        tagName = 'span'

        attribs = {'class':'article-title'}

    elif parent.tag == 'related-article':

        tagName = 'span'

        attribs = {'class':'article-title'}

    



    formattedData = xml.processNode(tagName, attribs, node, parent)

    

    if parent.tag == 'title-group':

        if not addedInfo.get('ncx', None):

            formattedData = '<h1 class="Heads_CT"><a id="_id_articleTitle"></a><a href="https://www.frontiersin.org/article/{}/full">{}</a></h1>'.format(config.doiValue, formattedData.strip())

        else:

            formattedData = formattedData.strip()

        

    if parent.tag == 'related-article':

        formattedData = '<br/>\n{}'.format(formattedData)

        

    return formattedData



    








libs/element_author_notes.py

from xml.etree import ElementTree as ET

import re, os, sys, codecs

import urllib.request

import datetime



try:

    import config as config

    import myXML as xml

    import logger as log

    import filesys as fso

    import schema_frontiers_utility as util

    

except:

    import libs.config as config

    import libs.myXML as xml

    import libs.logger as log

    import libs.filesys as fso

    import libs.schema_frontiers_utility as util



    

def element_author_notes(node, parent, addedInfo={}):

    tagName = ''

    attribs = {}

    #print(xml.sameTag(node))

    formattedData = xml.processNode(tagName, attribs, node, parent)

    return formattedData

    








libs/element_body.py

from xml.etree import ElementTree as ET

import re, os, sys, codecs

import urllib.request

import datetime



try:

    import config as config

    import myXML as xml

    import logger as log

    import filesys as fso

    import schema_frontiers_utility as util

    

except:

    import libs.config as config

    import libs.myXML as xml

    import libs.logger as log

    import libs.filesys as fso

    import libs.schema_frontiers_utility as util



def element_body(node, parent, addedInfo={}):

    tagName = ''

    attribs = {}

    formattedData = xml.processNode(tagName, attribs, node, parent)

    config.surname = formattedData.strip()

    return formattedData



    








libs/element_bold.py

from xml.etree import ElementTree as ET

import re, os, sys, codecs

import urllib.request

import datetime



try:

    import config as config

    import myXML as xml

    import logger as log

    import filesys as fso

    import schema_frontiers_utility as util

    

except:

    import libs.config as config

    import libs.myXML as xml

    import libs.logger as log

    import libs.filesys as fso

    import libs.schema_frontiers_utility as util



def element_bold(node, parent, addedInfo={}):

    tagName = 'span'

    attribs = {'class':'bold'}

    formattedData = xml.processNode(tagName, attribs, node, parent)

    return formattedData

    








libs/element_boxed_text.py

from xml.etree import ElementTree as ET

import re, os, sys, codecs

import urllib.request

import datetime



try:

    import config as config

    import myXML as xml

    import logger as log

    import filesys as fso

    import schema_frontiers_utility as util

    

except:

    import libs.config as config

    import libs.myXML as xml

    import libs.logger as log

    import libs.filesys as fso

    import libs.schema_frontiers_utility as util



def element_boxed_text(node, parent, addedInfo={}):

    tagName = ''

    attribs = {}

    otherTag = ''

    labelData = ''

    titleData = ''

    config.boxedTextParaCounter = 0

    for child in node:

        #print(child.tag)

        if child.tag == 'label':

            labelData = xml.processNode(tagName, attribs, child, node)

        

        elif child.tag == 'title':

            titleData = xml.processNode(tagName, attribs, child, node)

        

        elif child.tag == 'p':

            config.boxedTextParaCounter += 1

            if config.boxedTextParaCounter == 1:

                attribs['class'] = 'boxed-text-para-T1'

            else:

                attribs['class'] = 'boxed-text-para-T'

            otherTag = '{}\n{}'.format(otherTag, xml.processNode('p', attribs, child, node))

        

        elif child.tag == 'list':

            tagname = util.get_ListTagName(child)

            listType = child.get('list-type', None)

            if listType: attribs['class'] = listType

            otherTag = '{}\n{}'.format(otherTag, xml.processNode(tagname, attribs, child, node))

        

        else:

            otherTag = '{}\n<!-- START OF UNKNOWN TAG -->{}<!-- END OF UNKNOWN TAG -->'.format(otherTag, xml.sameTag(child))

            



    idValue = node.get('id', None)

    positionValue = node.get('position', None)

    if idValue: attribs['id'] = idValue

    attribs['class'] = 'boxed-text'

    

    if labelData: labelData = xml.tag('{} |'.format(labelData), 'span', {'class':'fig-label'})

    labelCaptionTagging = '\n<p class="Text_FC">{} {}</p>'.format(labelData, titleData)

    

    #if titleData: print(titleData)

    

    boxedTextTagging = labelCaptionTagging + otherTag

    

    boxedTextTagging = xml.tag(boxedTextTagging, 'div', attribs)

    

    if boxedTextTagging: return '\n' + boxedTextTagging + xml.getTail(node)

    return ''

    








libs/element_collab.py

from xml.etree import ElementTree as ET

import re, os, sys, codecs

import urllib.request

import datetime



try:

    import config as config

    import myXML as xml

    import logger as log

    import filesys as fso

    import schema_frontiers_utility as util

    

except:

    import libs.config as config

    import libs.myXML as xml

    import libs.logger as log

    import libs.filesys as fso

    import libs.schema_frontiers_utility as util



    

def element_collab(node, parent, addedInfo={}):

    tagName = ''

    attribs = {}

    formattedData = xml.processNode(tagName, attribs, node, parent)

    return formattedData

    








libs/element_contrib.py

from xml.etree import ElementTree as ET

import re, os, sys, codecs

import urllib.request

import datetime, inspect



try:

    import config as config

    import myXML as xml

    import logger as log

    import filesys as fso

    import schema_frontiers_utility as util

    

except:

    import libs.config as config

    import libs.myXML as xml

    import libs.logger as log

    import libs.filesys as fso

    import libs.schema_frontiers_utility as util

    



def element_contrib(node, parent, addedInfo={}):

    tagName = ''

    attribs = {}

    profileLink = ''

    listOfXrefs = []

    roles = []

    unknownTags = ''

    formattedName = ''

    for child in node:

        if child.tag == 'name':

            formattedName = config.schema[child.tag](child, node, addedInfo={'format':'fsj'})

        elif child.tag == 'collab':

            formattedName = config.schema[child.tag](child, node)

        elif child.tag == 'xref':

            xrefLink = config.schema[child.tag](child, node)

            listOfXrefs.append(xrefLink)

        elif child.tag == 'uri':

            profileLink = child.get('{http://www.w3.org/1999/xlink}href', None)

        elif child.tag == 'role':

            roleValue = child.get('content-type', None)

            if roleValue: roles.append(roleValue)

        else:

            log.addError('ERROR ({}): <{}> is not yet part of the schema'.format(inspect.currentframe().f_code.co_name, child.tag))

            unknownTags = xml.sameTag(child)

    

    tagging = formattedName

    if profileLink: 

        tagging = xml.tag(formattedName, 'a', {'href':profileLink})

    xrefTagging = ''

    xrefCounter = 0

    for xref in listOfXrefs:

        xrefCounter += 1

        separator = '<sup>,</sup>'

        if xrefCounter == 1: separator = ''

        if '*' in xref: separator = ''

        xrefTagging = '{}{}{}'.format(xrefTagging, separator, xref)

    if xrefTagging:

        tagging = '{}&#160;{}'.format(tagging, xrefTagging)

    if unknownTags:

        tagging = '{}\n<!-- UNKNOWN TAGS \n{}\n-->'.format(tagging, unknownTags)

        

    return tagging + xml.getTail(node)










libs/element_country.py

from xml.etree import ElementTree as ET

import re, os, sys, codecs

import urllib.request

import datetime



try:

    import config as config

    import myXML as xml

    import logger as log

    import filesys as fso

    import schema_frontiers_utility as util

    

except:

    import libs.config as config

    import libs.myXML as xml

    import libs.logger as log

    import libs.filesys as fso

    import libs.schema_frontiers_utility as util



    

def element_country(node, parent, addedInfo={}):

    tagName = ''

    attribs = {}

    formattedData = xml.processNode(tagName, attribs, node, parent)

    return formattedData

    








libs/element_date.py

from xml.etree import ElementTree as ET

import re, os, sys, codecs

import urllib.request

import datetime



try:

    import config as config

    import myXML as xml

    import logger as log

    import filesys as fso

    import schema_frontiers_utility as util

    

except:

    import libs.config as config

    import libs.myXML as xml

    import libs.logger as log

    import libs.filesys as fso

    import libs.schema_frontiers_utility as util



    

def element_date(node, parent, addedInfo={}):

    tagName = ''

    attribs = {}

    dayValue = ''

    monthValue = ''

    yearValue = ''

    unknownTag = ''

    dateTypeValue = node.get('date-type', 'Unknown')

    for child in node:

        if child.tag == 'day':

            dayValue = xml.processNode(tagName, attribs, child, node).strip()

        elif child.tag == 'month':

            monthValue = xml.processNode(tagName, attribs, child, node).strip()

        elif child.tag == 'year':

            yearValue = xml.processNode(tagName, attribs, child, node).strip()

        else:

            unknownTag = '{}{}'.format(unknownTag, xml.processNode(tagName, attribs, child, node)).strip()



    #added check May 12, 2023

    #print('DAY: "{}"'.format( dayValue))

    if dayValue == '00': log.addWarning('"{}" day is set to 00'.format(dateTypeValue))

    if monthValue == '00': log.addWarning('"{}" month is set to 00'.format(dateTypeValue))



    dateTypes = {}

    dateTypes['received'] = '<strong>Received:</strong>'

    dateTypes['revised'] = '<strong>Revised:</strong>'

    dateTypes['accepted'] = '<strong>Accepted:</strong>'

    classValues = {}

    classValues['received'] = 'Text_RCD'

    classValues['revised'] = 'Text_RVD'

    classValues['accepted'] = 'Text_ACD'

    formattedData = util.formatDate(dayValue, monthValue, yearValue)

    dateTypeValue = node.get('date-type', '')

    formattedData = '{} {}'.format(dateTypes.get(dateTypeValue, ''), formattedData).strip()

    if classValues.get(dateTypeValue, None):

        attribs = {'class':classValues[dateTypeValue]}

    tagging = xml.tag(formattedData, 'p', attribs)

    if unknownTag: tagging = tagging + '<!-- UNKNOWN -->' + unknownTag

    if tagging: return '\n' + tagging + xml.getTail(node)

    return '' + xml.getTail(node)

    








libs/element_def_item.py

from xml.etree import ElementTree as ET

import re, os, sys, codecs

import urllib.request

import datetime



try:

    import config as config

    import myXML as xml

    import logger as log

    import filesys as fso

    import schema_frontiers_utility as util

    

except:

    import libs.config as config

    import libs.myXML as xml

    import libs.logger as log

    import libs.filesys as fso

    import libs.schema_frontiers_utility as util



    

def element_def_item(node, parent, addedInfo={}):

    tagName = 'p'

    attribs = {'class':'def-item'}

    config.listItemParaCounter = 0

    formattedData = xml.processNode(tagName, attribs, node, parent)

    return formattedData

    








libs/element_def_list.py

from xml.etree import ElementTree as ET

import re, os, sys, codecs

import urllib.request

import datetime



try:

    import config as config

    import myXML as xml

    import logger as log

    import filesys as fso

    import schema_frontiers_utility as util

    

except:

    import libs.config as config

    import libs.myXML as xml

    import libs.logger as log

    import libs.filesys as fso

    import libs.schema_frontiers_utility as util



    

def element_def_list(node, parent, addedInfo={}):

    tagName = 'div'

    attribs = {'class':'def-list'}

    

    formattedData = xml.processNode(tagName, attribs, node, parent)

    

    return formattedData

    








libs/element_disp_formula.py

from xml.etree import ElementTree as ET

import re, os, sys, codecs

import urllib.request

import datetime



try:

    import config as config

    import myXML as xml

    import logger as log

    import filesys as fso

    import schema_frontiers_utility as util

    

except:

    import libs.config as config

    import libs.myXML as xml

    import libs.logger as log

    import libs.filesys as fso

    import libs.schema_frontiers_utility as util



    

def element_disp_formula(node, parent, addedInfo={}):

    tagName = ''

    attribs = {}

    

    attribs['class'] = 'Text_M'

    

    labelData = ''

    labelNode = node.find('.//label')

    if ET.iselement(labelNode): 

        labelData = xml.getText(labelNode)

    

    mathNode = node.find('.//{http://www.w3.org/1998/Math/MathML}math')

    if ET.iselement(mathNode): 

        mathNodeID = mathNode.get('id', None)

        if not mathNodeID: 

            config.eqNoIDCounter += 1

            mathNodeID = 'mathUM{}'.format(config.eqNoIDCounter)

        else:

            attribs['id'] = mathNodeID

            

    

    mathGraphicFile = '../Images/{}.jpg'.format(mathNodeID)

    imgTag = xml.tag('', 'img', {'src':mathGraphicFile, 'class':'math'})

    mathTag = xml.tag('{}\t{}'.format(imgTag, labelData), 'p', attribs)

    #<p class="Text_M ParaOverride-2">	<img class="_idGenObjectAttribute-2" src="../Images/equ_0001.png" alt=""/>	(1)</p>

    return '\n' + mathTag

    








libs/element_disp_quote.py

from xml.etree import ElementTree as ET

import re, os, sys, codecs

import urllib.request

import datetime



try:

    import config as config

    import myXML as xml

    import logger as log

    import filesys as fso

    import schema_frontiers_utility as util

    

except:

    import libs.config as config

    import libs.myXML as xml

    import libs.logger as log

    import libs.filesys as fso

    import libs.schema_frontiers_utility as util



def element_disp_quote(node, parent, addedInfo={}):

    tagName = 'div'

    attribs = {'class':'disp-quote'}

    config.dispquoteParaCounter = 0

    formattedData = xml.processNode(tagName, attribs, node, parent)

    return formattedData



    








libs/element_email.py

from xml.etree import ElementTree as ET

import re, os, sys, codecs

import urllib.request

import datetime



try:

    import config as config

    import myXML as xml

    import logger as log

    import filesys as fso

    import schema_frontiers_utility as util

    

except:

    import libs.config as config

    import libs.myXML as xml

    import libs.logger as log

    import libs.filesys as fso

    import libs.schema_frontiers_utility as util



def element_email(node, parent, addedInfo={}):

    tagName = 'a'

    attribs = {}

    hrefValue = node.get('{http://www.w3.org/1999/xlink}href', None)

    if hrefValue: attribs['href'] = '{}'.format(hrefValue)

    formattedData = xml.processNode(tagName, attribs, node, parent)

    return formattedData

    

    








libs/element_ext_link.py

from xml.etree import ElementTree as ET

import re, os, sys, codecs

import urllib.request

import datetime



try:

    import config as config

    import myXML as xml

    import logger as log

    import filesys as fso

    import schema_frontiers_utility as util

    

except:

    import libs.config as config

    import libs.myXML as xml

    import libs.logger as log

    import libs.filesys as fso

    import libs.schema_frontiers_utility as util



def element_ext_link(node, parent, addedInfo={}):

    tagName = 'a'

    attribs = {}

    classValue = node.get('ext-link-type', None)

    hrefValue = node.get('{http://www.w3.org/1999/xlink}href', None)

    if classValue: attribs['class'] = classValue

    if hrefValue: attribs['href'] = '{}'.format(hrefValue)

    formattedData = xml.processNode(tagName, attribs, node, parent)

    return formattedData

    








libs/element_fig.py

from xml.etree import ElementTree as ET

import re, os, sys, codecs

import urllib.request

import datetime



try:

    import config as config

    import myXML as xml

    import logger as log

    import filesys as fso

    import schema_frontiers_utility as util

    

except:

    import libs.config as config

    import libs.myXML as xml

    import libs.logger as log

    import libs.filesys as fso

    import libs.schema_frontiers_utility as util



    

def element_fig(node, parent, addedInfo={}):

    tagName = ''

    attribs = {}

    unknownTag = ''

    labelData = ''

    captionData = ''

    graphicsData = []

    for child in node:

        if child.tag == 'label':

            labelData = xml.processNode(tagName, attribs, child, node)

        elif child.tag == 'caption':

            captionData = xml.processNode(tagName, attribs, child, node)

        elif child.tag == 'graphic':

            graphicValue = child.get('{http://www.w3.org/1999/xlink}href')

            #change extension name to jpg

            jpgGraphicValue = '{}.jpg'.format(fso.basename(graphicValue))

            jpgGraphicTagging = xml.startTag('img', {'class':'image100', 'src':'../Images/{}'.format(jpgGraphicValue)}, openclose=True)

            xml.tag('', 'img', {'class':'image100', 'src':'../Images/{}'.format(jpgGraphicValue)}, openclose=True)

            graphicsData.append(jpgGraphicTagging)

        else:

            unknownTag = '{}{}'.format(unknownTag, xml.processNode(tagName, attribs, child, node))



    idValue = node.get('id', None)

    positionValue = node.get('position', None)

    if idValue: attribs['id'] = idValue

    attribs['class'] = 'figure'

    

    graphicsTagging = '\n'.join(graphicsData)

    graphicsTagging = '\n' + xml.tag(graphicsTagging, 'p', {'class':'Text_ArtLine'})

    

    if labelData: labelData = xml.tag('{} |'.format(labelData), 'span', {'class':'fig-label'})

    labelCaptionTagging = '\n' + xml.tag('{} {}'.format(labelData, captionData), 'p', {'class':'Text_FC'})

    

    figTagging = graphicsTagging + labelCaptionTagging

    

    if unknownTag: figTagging = figTagging + '\n<!-- UNKNOWN -->' + unknownTag

    

    figTagging = xml.tag(figTagging, 'div', attribs)

    

    if figTagging: return '\n' + figTagging + xml.getTail(node)

    return ''

    

    








libs/element_fn.py

from xml.etree import ElementTree as ET

import re, os, sys, codecs

import urllib.request

import datetime



try:

    import config as config

    import myXML as xml

    import logger as log

    import filesys as fso

    import schema_frontiers_utility as util

    from metadataReader import *

    import myRegEx as regex

    

except:

    import libs.config as config

    import libs.myXML as xml

    import libs.logger as log

    import libs.filesys as fso

    import libs.schema_frontiers_utility as util

    from libs.metadataReader import *

    import libs.myRegEx as regex



    

def element_fn(node, parent, addedInfo={}):

    tagName = ''

    attribs = {}

    classValue = {}

    classValue['edited-by'] = 'Text_EDT'

    classValue['reviewed-by'] = 'Text_RVW'

    classValue['corresp'] = 'Text_CRP'

    classValue['corres'] = 'Text_CRP'

    classValue['other'] = 'Text_SPC'

    classValue['present-address'] = 'Text_CRP'

    classValue['equal'] = 'Text_SPC'



    contribType = {}

    contribType['reviewed-by'] = 'reviewers'

    contribType['edited-by'] = 'editors'

    

    metaXML = metadataXML(config.xmlfilename)

    

    if parent.tag == 'fn-group': 

        tagName = 'p'

        attribs['class'] = 'fn'

        attribs['id'] = node.get('id', '')

    

    formattedData = xml.processNode(tagName, attribs, node, parent)



    if parent.tag == 'fn-group': 

        return '\n' + formattedData

    

    fnType = node.get('fn-type', '')

    if fnType == 'edited-by' and formattedData.startswith('Reviewed by:'): 

        fnType = 'reviewed-by'



    if not parent.tag == 'author-notes': 

        #print('RETURNED HERE: {}'.format(formattedData))

        return formattedData



    #equal section

    if fnType == 'equal':

        #added here Oct 8, 2024. To capture id attribute if present

        if node.get('id', ''): attribs['id'] = node.get('id', '')

        attribs['class'] = fnType

        formattedData = xml.tag(formattedData, 'p', attribs)

        return formattedData



    #if not formattedData.find('These authors have contributed equally to this work and share first authorship') == -1:

    #    print('EQUAL: {}'.format(formattedData))





    #bold section title:

    if fnType == 'other' and formattedData.find('This article was') > -1: 

        formattedData = '{} {}'.format('Specialty section: <br/>', formattedData)



    colonPos = formattedData.find(':')

    if colonPos == -1:  return formattedData

    formattedData = '<strong>' + formattedData[0:colonPos + 1] + '</strong>' + formattedData[colonPos + 1:]

    classData = classValue.get(fnType, None)

    attribs = {}

    if node.get('id', ''): attribs['id'] = node.get('id', '')

    if classData:

        attribs['class'] = fnType

    formattedData = xml.tag(formattedData, 'p', attribs)







    

    #======= removed July 13, 2021 ======

    #break on author Names

    #allContribs = metaXML.getContributors()

    #if allContribs:

    #    for contribName in allContribs:

    #        formattedData = formattedData.replace(contribName, '<br/>' + contribName)

    #======= END OF: removed July 13, 2021 ======

    

    #link names

    contribs = metaXML.getContributorLink()

    if contribs:

        #log.addError('CONTRIBS: {}'.format(contribs))

        # advance find and replace

        for authorname in contribs.keys():

            #first we find the exact match

            if not formattedData.find(authorname) == -1:

                formattedData = formattedData.replace(authorname, contribs[authorname])

            else:

                #let us try to use advance regex, split the full name

                #log.addError('USE REGEX')

                fullnameArray = authorname.split(' ')

                fname = fullnameArray[0]

                LastWordSurname = fullnameArray[-1]

                searchString = '{}.*?{}'.format(fname, LastWordSurname)

                #log.addError('SEARCH STRING: {}'.format(searchString))

                searchResult = regex.regexSearch(formattedData, searchString)

                if searchResult:

                    xhtmlFullname = searchResult.group(0)

                    #log.addError('XHTML FULL NAME: {} vs. metadata Name: {}'.format(xhtmlFullname, authorname))

                    newLink = contribs[authorname].replace(authorname, xhtmlFullname)

                    formattedData = formattedData.replace(xhtmlFullname, newLink)

                    #log.addError('NEW LINK: {}'.format(newLink))



    #===== ADDED: July 13, 2021 to make sure that there is a break on each name =====

    #break on links

    formattedData = formattedData.replace('<a class="profileLink"', '<br/>\n<a class="profileLink"')

    #===== END OF ADDED: July 13, 2021 =====

        

    #break on countries

    if 'by:' in formattedData:

        formattedData = util.breakAfterCountry(formattedData, [', ', '; '])

    

    return '\n' + formattedData

    








libs/element_fn_group.py

from xml.etree import ElementTree as ET

import re, os, sys, codecs

import urllib.request

import datetime



try:

    import config as config

    import myXML as xml

    import logger as log

    import filesys as fso

    import schema_frontiers_utility as util

    

except:

    import libs.config as config

    import libs.myXML as xml

    import libs.logger as log

    import libs.filesys as fso

    import libs.schema_frontiers_utility as util



def element_fn_group(node, parent, addedInfo={}):

    tagName = 'section'

    attribs = {}

    config.secLevel += 1

    config.regParaCounter = 0

    fnNodes = node.findall('.//fn')

    titleValue = ''

    if len(fnNodes) == 1:

        titleValue = 'Footnote'

    elif len(fnNodes) > 1:

        titleValue = 'Footnotes'

    

    if titleValue:

        if titleValue: attribs['title'] = titleValue.strip()

    formattedData = xml.processNode(tagName, attribs, node, parent)

    config.secLevel -= 1

    formattedData = formattedData.replace('<{} title="{}">'.format(tagName, titleValue.strip()), '<{} title="{}">\n<h2 class="Heads_1">{}</h2>'.format(tagName, titleValue.strip(), titleValue.strip()))

    formattedData = '\n' + formattedData.replace('></{}>'.format(tagName), '>\n</{}>'.format(tagName))

    return formattedData










libs/element_fn_old.py

from xml.etree import ElementTree as ET

import re, os, sys, codecs

import urllib.request

import datetime



try:

    import config as config

    import myXML as xml

    import logger as log

    import filesys as fso

    import schema_frontiers_utility as util

    from metadataReader import *

    

except:

    import libs.config as config

    import libs.myXML as xml

    import libs.logger as log

    import libs.filesys as fso

    import libs.schema_frontiers_utility as util

    from libs.metadataReader import *



    

def element_fn(node, parent, addedInfo={}):

    tagName = ''

    attribs = {}

    classValue = {}

    classValue['edited-by'] = 'Text_EDT'

    classValue['reviewed-by'] = 'Text_RVW'

    classValue['corresp'] = 'Text_CRP'

    classValue['other'] = 'Text_SPC'

    contribType = {}

    contribType['reviewed-by'] = 'reviewers'

    contribType['edited-by'] = 'editors'

    

    metaXML = metadataXML(config.xmlfilename)

    

    formattedData = xml.processNode(tagName, attribs, node, parent)

    fnType = node.get('fn-type', '')

    if fnType == 'edited-by' and formattedData.startswith('Reviewed by:'): 

        fnType = 'reviewed-by'

    

    if not parent.tag == 'author-notes': return formattedData

    

    #bold section title:

    if fnType == 'other' and formattedData.find('This article was') > -1: 

        formattedData = '{} {}'.format('Specialty section: <br/>', formattedData)

    colonPos = formattedData.find(':')

    if colonPos == -1: return formattedData

    formattedData = '<strong>' + formattedData[0:colonPos + 1] + '</strong>' + formattedData[colonPos + 1:]

    formattedData = xml.tag(formattedData, 'p', {'class':classValue[fnType]})

    

    #break on author Names

    allContribs = metaXML.getContributors()

    for contribName in allContribs:

        formattedData = formattedData.replace(contribName, '<br/>' + contribName)

    

    #link names

    contribs = metaXML.getContributorLink()

    #log.addError('CONTRIBS: {}'.format(contribs))

    for authorname in contribs.keys():

        #log.addError('{}: {} = {}\n{}'.format(fnType, authorname, contribs[authorname], formattedData))

        formattedData = formattedData.replace(authorname, contribs[authorname])

        

    #break on countries

    if 'by:' in formattedData:

        formattedData = util.breakAfterCountry(formattedData, [', ', '; '])

        

    formattedData = formattedData.replace('; <br/>', ' <br/>')

    formattedData = formattedData.replace(', <br/>', ' <br/>')

    

    return '\n' + formattedData

    








libs/element_genericElement.py

from xml.etree import ElementTree as ET

import re, os, sys, codecs

import urllib.request

import datetime



try:

    import config as config

    import myXML as xml

    import logger as log

    import filesys as fso

    import schema_frontiers_utility as util

    

except:

    import libs.config as config

    import libs.myXML as xml

    import libs.logger as log

    import libs.filesys as fso

    import libs.schema_frontiers_utility as util



    

def element_genericElement(node, parent, addedInfo={}):

    tagName = ''

    attribs = {}

    formattedData = xml.processNode(tagName, attribs, node, parent)

    return formattedData

    








libs/element_genericElementNoProcess.py

from xml.etree import ElementTree as ET

import re, os, sys, codecs

import urllib.request

import datetime



try:

    import config as config

    import myXML as xml

    import logger as log

    import filesys as fso

    import schema_frontiers_utility as util

    

except:

    import libs.config as config

    import libs.myXML as xml

    import libs.logger as log

    import libs.filesys as fso

    import libs.schema_frontiers_utility as util



    

def element_genericElementNoProcess(node, parent, addedInfo={}):

    return ''

    #tagName = ''

    #attribs = {}

    #formattedData = xml.processNode(tagName, attribs, node, parent)

    #return ''

    








libs/element_genericElementSpan.py

from xml.etree import ElementTree as ET

import re, os, sys, codecs

import urllib.request

import datetime



try:

    import config as config

    import myXML as xml

    import logger as log

    import filesys as fso

    import schema_frontiers_utility as util

    

except:

    import libs.config as config

    import libs.myXML as xml

    import libs.logger as log

    import libs.filesys as fso

    import libs.schema_frontiers_utility as util

    



def element_genericElementSpan(node, parent, addedInfo={}):

    tagName = 'span'

    attribs = {'class':'{}'.format(node.tag)}

    formattedData = xml.processNode(tagName, attribs, node, parent)

    return formattedData



    








libs/element_given_names.py

from xml.etree import ElementTree as ET

import re, os, sys, codecs

import urllib.request

import datetime



try:

    import config as config

    import myXML as xml

    import logger as log

    import filesys as fso

    import schema_frontiers_utility as util

    

except:

    import libs.config as config

    import libs.myXML as xml

    import libs.logger as log

    import libs.filesys as fso

    import libs.schema_frontiers_utility as util

    



def element_given_names(node, parent, addedInfo={}):

    tagName = ''

    attribs = {}

    formattedData = xml.processNode(tagName, attribs, node, parent)

    config.given = formattedData.strip()

    #log.addError('from element_given_names: ' + formattedData)

    return formattedData



    








libs/element_glossary.py

from xml.etree import ElementTree as ET

import re, os, sys, codecs

import urllib.request

import datetime



try:

    import config as config

    import myXML as xml

    import logger as log

    import filesys as fso

    import schema_frontiers_utility as util

    

except:

    import libs.config as config

    import libs.myXML as xml

    import libs.logger as log

    import libs.filesys as fso

    import libs.schema_frontiers_utility as util



def element_glossary(node, parent, addedInfo={}):

    tagName = 'section'

    attribs = {}

    config.secLevel += 1

    config.regParaCounter = 0

    titleNode = node.find('.//title')

    if ET.iselement(titleNode):

        titleValue = xml.sameTag(titleNode)

        titleValue = re.sub('<.*?>', '', titleValue)

        if titleValue: attribs['title'] = titleValue.strip()

    formattedData = xml.processNode(tagName, attribs, node, parent)

    config.secLevel -= 1

    formattedData = '\n' + formattedData.replace('></{}>'.format(tagName), '>\n</{}>'.format(tagName))

    return formattedData










libs/element_graphic.py

from xml.etree import ElementTree as ET

import re, os, sys, codecs

import urllib.request

import datetime



try:

    import config as config

    import myXML as xml

    import logger as log

    import filesys as fso

    import schema_frontiers_utility as util

    

except:

    import libs.config as config

    import libs.myXML as xml

    import libs.logger as log

    import libs.filesys as fso

    import libs.schema_frontiers_utility as util



    

def element_graphic(node, parent, addedInfo={}):

    tagName = 'img'

    attribs = {}

    

    attribs['class'] = 'graphics'

    formattedData = ""

    

    graphicFile = node.get('{http://www.w3.org/1999/xlink}href', None)

    if graphicFile:

        attribs['src'] = '../Images/{}.jpg'.format(graphicFile)

    imgTag = xml.tag('', tagName, attribs, openclose=True)

    tailData = xml.getTail(node)

    formattedData = imgTag

    if tailData: formattedData = '{}{}'.format(formattedData, tailData)

    return formattedData

    

    








libs/element_history.py

from xml.etree import ElementTree as ET

import re, os, sys, codecs

import urllib.request

import datetime



try:

    import config as config

    import myXML as xml

    import logger as log

    import filesys as fso

    import schema_frontiers_utility as util

    

except:

    import libs.config as config

    import libs.myXML as xml

    import libs.logger as log

    import libs.filesys as fso

    import libs.schema_frontiers_utility as util



    

def element_history(node, parent, addedInfo={}):

    tagName = ''

    attribs = {}

    formattedData = xml.processNode(tagName, attribs, node, parent, addedInfo={'format':'%d %B %Y'})

    return formattedData

    








libs/element_inline_formula.py

from xml.etree import ElementTree as ET

import re, os, sys, codecs

import urllib.request

import datetime



try:

    import config as config

    import myXML as xml

    import logger as log

    import filesys as fso

    import schema_frontiers_utility as util

    

except:

    import libs.config as config

    import libs.myXML as xml

    import libs.logger as log

    import libs.filesys as fso

    import libs.schema_frontiers_utility as util



    

def element_inline_formula(node, parent, addedInfo={}):

    tagName = ''

    attribs = {}

    

    attribs['class'] = 'Text_M'

    formattedData = ""

    mathNode = node.find('.//{http://www.w3.org/1998/Math/MathML}math')

    if ET.iselement(mathNode): 

        mathNodeID = mathNode.get('id', None)

        if not mathNodeID: 

            config.eqNoIDCounter += 1

            mathNodeID = 'inline-mathUM{}'.format(config.inlineEqNoIDCounter)

        else:

            attribs['id'] = mathNodeID

            

    

    mathGraphicFile = '../Images/{}.jpg'.format(mathNodeID)

    imgTag = xml.tag('', 'img', {'src':mathGraphicFile, 'class':'math'})

    tailData = xml.getTail(node)

    if tailData:

        formattedData = '{} {}'.format(imgTag, tailData)

    

    return formattedData

    








libs/element_inline_graphic.py

from xml.etree import ElementTree as ET

import re, os, sys, codecs

import urllib.request

import datetime



try:

    import config as config

    import myXML as xml

    import logger as log

    import filesys as fso

    import schema_frontiers_utility as util

    

except:

    import libs.config as config

    import libs.myXML as xml

    import libs.logger as log

    import libs.filesys as fso

    import libs.schema_frontiers_utility as util



    

def element_inline_graphic(node, parent, addedInfo={}):

    tagName = 'img'

    attribs = {}

    

    attribs['class'] = 'inline-graphics'

    formattedData = ""

    

    inlineGraphicFile = node.get('{http://www.w3.org/1999/xlink}href', None)

    if inlineGraphicFile:

        attribs['src'] = '../Images/{}.jpg'.format(inlineGraphicFile)

    

    imgTag = xml.tag('', tagName, attribs, openclose=True)

    

    formattedData = imgTag

    tailData = xml.getTail(node)

    if tailData: formattedData = '{}{}'.format(formattedData, tailData)

    return formattedData

    

    








libs/element_institution.py

from xml.etree import ElementTree as ET

import re, os, sys, codecs

import urllib.request

import datetime



try:

    import config as config

    import myXML as xml

    import logger as log

    import filesys as fso

    import schema_frontiers_utility as util

    

except:

    import libs.config as config

    import libs.myXML as xml

    import libs.logger as log

    import libs.filesys as fso

    import libs.schema_frontiers_utility as util



    

def element_institution(node, parent, addedInfo={}):

    tagName = ''

    attribs = {}

    formattedData = xml.processNode(tagName, attribs, node, parent)

    return formattedData

    








libs/element_italic.py

from xml.etree import ElementTree as ET

import re, os, sys, codecs

import urllib.request

import datetime



try:

    import config as config

    import myXML as xml

    import logger as log

    import filesys as fso

    import schema_frontiers_utility as util

    

except:

    import libs.config as config

    import libs.myXML as xml

    import libs.logger as log

    import libs.filesys as fso

    import libs.schema_frontiers_utility as util



def element_italic(node, parent, addedInfo={}):

    tagName = 'span'

    attribs = {'class':'italic'}

    formattedData = xml.processNode(tagName, attribs, node, parent)

    return formattedData

    








libs/element_kwd.py

from xml.etree import ElementTree as ET

import re, os, sys, codecs

import urllib.request

import datetime



try:

    import config as config

    import myXML as xml

    import logger as log

    import filesys as fso

    import schema_frontiers_utility as util

    

except:

    import libs.config as config

    import libs.myXML as xml

    import libs.logger as log

    import libs.filesys as fso

    import libs.schema_frontiers_utility as util



def element_kwd(node, parent, addedInfo={}):

    tagName = ''

    attribs = {}

    formattedData = xml.processNode(tagName, attribs, node, parent)

    return formattedData

    








libs/element_kwd_group.py

from xml.etree import ElementTree as ET

import re, os, sys, codecs

import urllib.request

import datetime



try:

    import config as config

    import myXML as xml

    import logger as log

    import filesys as fso

    import schema_frontiers_utility as util

    

except:

    import libs.config as config

    import libs.myXML as xml

    import libs.logger as log

    import libs.filesys as fso

    import libs.schema_frontiers_utility as util



def element_kwd_group(node, parent, addedInfo={}):

    tagName = 'p'

    attribs = {}

    formattedData = xml.processNode(tagName, attribs, node, parent)

    return formattedData










libs/element_label.py

from xml.etree import ElementTree as ET

import re, os, sys, codecs

import urllib.request

import datetime



try:

    import config as config

    import myXML as xml

    import logger as log

    import filesys as fso

    import schema_frontiers_utility as util

    import myRegEx as regex

except:

    import libs.config as config

    import libs.myXML as xml

    import libs.logger as log

    import libs.filesys as fso

    import libs.schema_frontiers_utility as util

    import libs.myRegEx as regex



def element_label(node, parent, addedInfo={}):

    tagName = ''

    attribs = {}

    labelEndMarker = ''



    if parent.tag == 'title':

        tagName = 'span'

        attribs = {'class':'sec-label'}

        labelEndMarker = ''

        #formattedData = xml.tag(formattedData.strip(), tagName, attribs)

        formattedData = xml.processNode(tagName, attribs, node, parent)

        formattedData = regex.replace('<span class="sec-label">(.*?)</span>', '<span class="sec-label">\g<1>{}</span>'.format(labelEndMarker), formattedData)

        return formattedData





    formattedData = xml.processNode(tagName, attribs, node, parent)

    if parent.tag == 'ref':

        labelEndMarker = '.'

        classValue = 'ref-label'

        if len(formattedData) < config.refLabelDigitCount:

            dif = config.refLabelDigitCount - len(formattedData)

            classValue = '{}-{}'.format(classValue, dif)

        formattedData = xml.tag(formattedData, 'span', {'class':classValue})

        

    if parent.tag == 'supplementary-material':

        tagName = 'span'

        attribs = {'class':'sup-mat-label'}

        labelEndMarker = ' | '

        formattedData = xml.tag(formattedData, tagName, attribs)

        

    if parent.tag == 'fn':

        labelEndMarker = ''

        classValue = 'fn-label'

        formattedData = xml.tag(formattedData, 'span', {'class':classValue})

        

    if parent.tag == 'boxed-text':

        tagName = 'span'

        attribs = {'class':'boxed-text-label'}

        labelEndMarker = ' | '

        formattedData = xml.tag(formattedData, tagName, attribs)



        

    return '{}{}'.format(formattedData, labelEndMarker)



    








libs/element_list.py

from xml.etree import ElementTree as ET

import re, os, sys, codecs

import urllib.request

import datetime



try:

    import config as config

    import myXML as xml

    import logger as log

    import filesys as fso

    import schema_frontiers_utility as util

    

except:

    import libs.config as config

    import libs.myXML as xml

    import libs.logger as log

    import libs.filesys as fso

    import libs.schema_frontiers_utility as util



    

def element_list(node, parent, addedInfo={}):

    tagName = 'ul'

    attribs = {}

    '''

    listTypeValues = {}

    listTypeValues['roman-upper'] = 'ol'

    listTypeValues['roman-lower'] = 'ol'

    listTypeValues['alpha-upper'] = 'ol'

    listTypeValues['alpha-lower'] = 'ol'

    listTypeValues['arabic'] = 'ol'

    listTypeValues['order'] = 'ol'

    listTypeValues['decimal'] = 'ol'

    listTypeValues['bullet'] = 'ul'

    listTypeValues['none'] = 'ul'

    listTypeValues['simple'] = 'ul'

    '''



    tagName = util.get_ListTagName(node)

    listType = node.get('list-type', None)



    if listType:

        attribs['class'] = listType

    

    formattedData = xml.processNode(tagName, attribs, node, parent)

    

    if parent.tag == 'p':

        formattedData = '</p>\n{}\n<p>'.format(formattedData)

    

    return formattedData

    








libs/element_list_item.py

from xml.etree import ElementTree as ET

import re, os, sys, codecs

import urllib.request

import datetime



try:

    import config as config

    import myXML as xml

    import logger as log

    import filesys as fso

    import schema_frontiers_utility as util

    

except:

    import libs.config as config

    import libs.myXML as xml

    import libs.logger as log

    import libs.filesys as fso

    import libs.schema_frontiers_utility as util



    

def element_list_item(node, parent, addedInfo={}):

    tagName = 'li'

    attribs = {}

    config.listItemParaCounter = 0

    formattedData = xml.processNode(tagName, attribs, node, parent)

    return formattedData

    








libs/element_name.py

from xml.etree import ElementTree as ET

import re, os, sys, codecs

import urllib.request

import datetime



try:

    import config as config

    import myXML as xml

    import logger as log

    import filesys as fso

    import schema_frontiers_utility as util

    

except:

    import libs.config as config

    import libs.myXML as xml

    import libs.logger as log

    import libs.filesys as fso

    import libs.schema_frontiers_utility as util

    



def element_name(node, parent, addedInfo={}):

    tagName = ''

    attribs = {}

    config.surname = ''

    config.given = '' 

    config.jr = ''

    formattedData = xml.processNode(tagName, attribs, node, parent)

    #log.addError('SURNAME: ' + config.surname)

    #log.addError('GIVEN: ' + config.given)

    #log.addError('JR: ' + config.jr)

    format = addedInfo.get('format', 'fsj')

    formattedName = util.formatName(config.surname, config.given, config.jr, format=format).strip()

    #log.addError('PARENT: ' + parent.tag)

    #log.addError('INPUT: ' + xml.sameTag(node))

    #log.addError('NAME: ' + formattedName + ' == SURNAME: ' + config.surname + ',  GIVEN: ' + config.given)

    return formattedName

    








libs/element_on_behalf_of.py

from xml.etree import ElementTree as ET

import re, os, sys, codecs

import urllib.request

import datetime



try:

    import config as config

    import myXML as xml

    import logger as log

    import filesys as fso

    import schema_frontiers_utility as util

    

except:

    import libs.config as config

    import libs.myXML as xml

    import libs.logger as log

    import libs.filesys as fso

    import libs.schema_frontiers_utility as util



#added Aug 18, 2021

def element_on_behalf_of(node, parent, addedInfo={}):

    tagName = 'span'

    attribs = {'class':'on-behalf-of'}

    formattedData = xml.processNode('', '', node, parent)

    return '{}on behalf of {}{}'.format(xml.startTag(tagName, attribs), formattedData, xml.endTag(tagName))

    








libs/element_p.py

from xml.etree import ElementTree as ET

import re, os, sys, codecs

import urllib.request

import datetime



try:

    import config as config

    import myXML as xml

    import logger as log

    import filesys as fso

    import schema_frontiers_utility as util

    

except:

    import libs.config as config

    import libs.myXML as xml

    import libs.logger as log

    import libs.filesys as fso

    import libs.schema_frontiers_utility as util



    

def element_p(node, parent, addedInfo={}):

    tagName = 'p'

    attribs = {}

    breakTag = ''

    

    if parent.tag == 'fn': 

        tagName = ''

        

    elif parent.tag == 'def': 

        tagName = ''

        

    elif parent.tag == 'abstract': 

        attribs['class'] = 'Text_ABT'

    

    elif parent.tag == 'sec':

        config.regParaCounter += 1

        if config.regParaCounter == 1:

            attribs['class'] = 'Text_T1'

        else:

            attribs['class'] = 'Text_T'

            

    elif parent.tag == 'caption':

        tagName = ''

        attribs = {}



    elif parent.tag == 'list-item':

        tagName = ''

        attribs = {}

        config.listItemParaCounter += 1

        breakTag = ''

        if config.listItemParaCounter > 1:

            breakTag = '\n<br/>'

            

    elif parent.tag == 'ack':

        tagName = 'p'

        config.regParaCounter += 1

        if config.regParaCounter == 1:

            attribs['class'] = 'ack-para-T1'

        else:

            attribs['class'] = 'ack-para-T'

        

    elif parent.tag == 'disp-quote':

        config.dispquoteParaCounter += 1

        if config.dispquoteParaCounter == 1:

            attribs['class'] = 'disp-quote-para-T1'

        else:

            attribs['class'] = 'disp-quote-para-T'

            

    formattedData = xml.processNode(tagName, attribs, node, parent)

    formattedData = breakTag + formattedData

    

    if tagName == 'p': return '\n' + formattedData

    if parent.tag == 'def': return formattedData.strip()

    

    return formattedData

    








libs/element_person_group.py

from xml.etree import ElementTree as ET

import re, os, sys, codecs

import urllib.request

import datetime



try:

    import config as config

    import myXML as xml

    import logger as log

    import filesys as fso

    import schema_frontiers_utility as util

    

except:

    import libs.config as config

    import libs.myXML as xml

    import libs.logger as log

    import libs.filesys as fso

    import libs.schema_frontiers_utility as util



    

def element_person_group(node, parent, addedInfo={}):

    tagName = ''

    attribs = {}

    unknownTag = ''

    nameList = []

    nameType = node.get('person-group-type', 'author')

    

    for child in node:

        collectedData = ''

        if child.tag == 'name':

            config.surname = ''

            config.given = '' 

            config.jr = ''

            processedData = xml.processNode(tagName, attribs, child, node, excluded=[], addedInfo={'format':'ref-author'})

            if nameType == 'author':

                collectedData = util.formatName(config.surname, config.given, config.jr, format='ref-author')

            else:

                collectedData = util.formatName(config.surname, config.given, config.jr, format='ref-editor')

            

        elif child.tag == 'etal':

            collectedData = xml.processNode(tagName, attribs, child, node)

            if collectedData.strip():

                collectedData = collectedData.strip()

            else:

                collectedData = 'et al'

        elif child.tag == 'collab':

            collectedData = xml.processNode(tagName, attribs, child, node)

        else:

            log.addError('ERROR: unexpected element: {}\n{}'.format(child.tag, xml.sameTag(child)))

            collectedData = xml.processNode(tagName, attribs, child, node)

        nameList.append(collectedData)

    persongroupTagging = ''

    authCounter = 0

    for auth in nameList:

        authCounter += 1

        if authCounter == 1:

            sep = ''

        elif authCounter == len(nameList):

            if auth == 'et al':

                sep = ', '

            else:

                if config.xmlfilename.startswith('fpsyt'):

                    sep = ', '

                else:

                    sep = ', and '

        else:

            sep = ', '

        persongroupTagging = '{}{}{}'.format(persongroupTagging, sep, auth)

    if persongroupTagging: persongroupTagging = ' {}{}'.format(persongroupTagging, xml.getTail(node))

    return persongroupTagging

    








libs/element_preformat.py

from xml.etree import ElementTree as ET

import re, os, sys, codecs

import urllib.request

import datetime



try:

    import config as config

    import myXML as xml

    import logger as log

    import filesys as fso

    import schema_frontiers_utility as util

    

except:

    import libs.config as config

    import libs.myXML as xml

    import libs.logger as log

    import libs.filesys as fso

    import libs.schema_frontiers_utility as util



def element_preformat(node, parent, addedInfo={}):

    tagName = 'code'

    attribs = {}

    formattedData = xml.processNode(tagName, attribs, node, parent)

    if formattedData: formattedData = '<pre>{}</pre>'.format(formattedData)

    return formattedData



    








libs/element_pub_date.py

from xml.etree import ElementTree as ET

import re, os, sys, codecs

import urllib.request

import datetime



try:

    import config as config

    import myXML as xml

    import logger as log

    import filesys as fso

    import schema_frontiers_utility as util

    

except:

    import libs.config as config

    import libs.myXML as xml

    import libs.logger as log

    import libs.filesys as fso

    import libs.schema_frontiers_utility as util



    

def element_pub_date(node, parent, addedInfo={}):

    tagName = ''

    attribs = {}

    dayValue = ''

    monthValue = ''

    yearValue = ''

    unknownTag = ''

    for child in node:

        if child.tag == 'day':

            dayValue = xml.processNode(tagName, attribs, child, node)

        elif child.tag == 'month':

            monthValue = xml.processNode(tagName, attribs, child, node)

        elif child.tag == 'year':

            yearValue = xml.processNode(tagName, attribs, child, node)

        else:

            unknownTag = '{}{}'.format(unknownTag, xml.processNode(tagName, attribs, child, node))

    dateTypes = {}

    dateTypes['epub'] = '<strong>Published:</strong>'

    classValues = {}

    classValues['epub'] = 'Text_PBD'

    formattedData = util.formatDate(dayValue, monthValue, yearValue)

    dateTypeValue = node.get('pub-type', '')

    formattedData = '{} {}'.format(dateTypes.get(dateTypeValue, ''), formattedData).strip()

    if classValues.get(dateTypeValue, None):

        attribs = {'class':classValues[dateTypeValue]}

    tagging = xml.tag(formattedData, 'p', attribs)

    if unknownTag: tagging = tagging + '<!-- UNKNOWN TAGS -->' + unknownTag

    if tagging: return '\n' + tagging + xml.getTail(node)

    return '' + xml.getTail(node)

    








libs/element_pub_id.py

from xml.etree import ElementTree as ET

import re, os, sys, codecs

import urllib.request

import datetime



try:

    import config as config

    import myXML as xml

    import logger as log

    import filesys as fso

    import schema_frontiers_utility as util

    

except:

    import libs.config as config

    import libs.myXML as xml

    import libs.logger as log

    import libs.filesys as fso

    import libs.schema_frontiers_utility as util



def element_pub_id(node, parent, addedInfo={}):

    tagName = ''

    attribs = {}

    if node.get('pub-id-type', None) == 'doi':

        tagName = 'a'

        attribs['href'] = 'https://doi.org/{}'.format(xml.getText(node))

        attribs['class'] = 'doi'

    formattedData = xml.processNode(tagName, attribs, node, parent)

    return formattedData

    








libs/element_ref.py

from xml.etree import ElementTree as ET

import re, os, sys, codecs

import urllib.request

import datetime



try:

    import config as config

    import myXML as xml

    import logger as log

    import filesys as fso

    import schema_frontiers_utility as util

    

except:

    import libs.config as config

    import libs.myXML as xml

    import libs.logger as log

    import libs.filesys as fso

    import libs.schema_frontiers_utility as util



    

def element_ref(node, parent, addedInfo={}):

    tagName = 'p'

    attribs = {}

    idValue = node.get('id', None)

    if idValue: attribs['id'] = idValue

    labelNode = node.find('label')

    if ET.iselement(labelNode):

        attribs['class'] = 'Text_RFN'

    else:

        attribs['class'] = 'Text_RFU'

    

    formattedData = xml.processNode(tagName, attribs, node, parent)

    return '\n' + formattedData

    return formattedData

    








libs/element_ref_list.py

from xml.etree import ElementTree as ET

import re, os, sys, codecs

import urllib.request

import datetime



try:

    import config as config

    import myXML as xml

    import logger as log

    import filesys as fso

    import schema_frontiers_utility as util

    

except:

    import libs.config as config

    import libs.myXML as xml

    import libs.logger as log

    import libs.filesys as fso

    import libs.schema_frontiers_utility as util



def element_ref_list(node, parent, addedInfo={}):

    tagName = 'section'

    attribs = {}

    config.refSecCounter += 1

    config.refSecLevel += 1

    titleNode = node.find('.//title')

    if ET.iselement(titleNode):

        titleValue = xml.sameTag(titleNode)

        titleValue = re.sub('<.*?>', '', titleValue)

        if titleValue: attribs['title'] = titleValue.strip()

    #we need to know number of references for the spacing of numbered label

    refNodes = node.findall('.//ref')

    refTotalCount = len(refNodes)

    config.refLabelDigitCount = len(str(refTotalCount))

    formattedData = xml.processNode(tagName, attribs, node, parent)

    config.refSecLevel -= 1

    formattedData = '\n' + formattedData.replace('></{}>'.format(tagName), '>\n</{}>'.format(tagName))

    return formattedData



    








libs/element_related_article.py

from xml.etree import ElementTree as ET

import re, os, sys, codecs

import urllib.request

import datetime



try:

    import config as config

    import myXML as xml

    import logger as log

    import filesys as fso

    import schema_frontiers_utility as util

    

except:

    import libs.config as config

    import libs.myXML as xml

    import libs.logger as log

    import libs.filesys as fso

    import libs.schema_frontiers_utility as util



    

def element_related_article(node, parent, addedInfo={}):

    tagName = ''

    attribs = {}

    hrefValue = node.get('{http://www.w3.org/1999/xlink}href', None)

    if hrefValue:

        tagName = 'a'

        attribs['href'] = hrefValue

    formattedData = xml.processNode(tagName, attribs, node, parent)

    if formattedData: formattedData = xml.tag(formattedData, 'p', {'class':'related-article'})

    if formattedData: formattedData = '\n<!-- RELATED ARTICLE -->\n{}'.format(formattedData)

    return formattedData

    








libs/element_sec.py

from xml.etree import ElementTree as ET

import re, os, sys, codecs

import urllib.request

import datetime



try:

    import config as config

    import myXML as xml

    import logger as log

    import filesys as fso

    import schema_frontiers_utility as util

    

except:

    import libs.config as config

    import libs.myXML as xml

    import libs.logger as log

    import libs.filesys as fso

    import libs.schema_frontiers_utility as util





def element_sec(node, parent, addedInfo={}):

    tagName = 'section'

    attribs = {}

    config.secLevel += 1

    config.regParaCounter = 0



    titleNode = node.find('.//title')

    secTypeValue = node.get('sec-type', None)

    if ET.iselement(titleNode):

        titleValue = xml.sameTag(titleNode)

        titleValue = re.sub('<.*?>', '', titleValue)

        if titleValue: attribs['title'] = titleValue.strip()



    formattedData = xml.processNode(tagName, attribs, node, parent)

    config.secLevel -= 1

    #---- commented line: October 8, 2024, for AI Statement capturing

    #if secTypeValue == 'disclaimer': return ''

    #---- end of commented line



    if ET.iselement(titleNode):

        #July 20, 2022: COI will be captured as regular section as part of the new Design

        #if not xml.getText(titleNode).find('Conflict of Interest') == -1: return ''

        #if xml.getText(titleNode) == 'Disclaimer': return ''

        #July 20, 2022: Author Disclaimer will be captured as regular section as part of the new Design

        #if xml.getText(titleNode) == 'Author Disclaimer': return ''

        if xml.getText(titleNode).lower().strip() == 'publisher\'s note': 

            log.addError('"Publisher\'s Note" section has no sec-type="disclaimer" attribute')

            return ''

        if xml.getText(titleNode).lower().strip() == 'publisher&#x2019;s note': 

            return ''

        

    #place sec-label inside title

    formattedData = '\n' + formattedData.replace('></{}>'.format(tagName), '>\n</{}>'.format(tagName))

    return formattedData

    








libs/element_source.py

from xml.etree import ElementTree as ET

import re, os, sys, codecs

import urllib.request

import datetime



try:

    import config as config

    import myXML as xml

    import logger as log

    import filesys as fso

    import schema_frontiers_utility as util

    

except:

    import libs.config as config

    import libs.myXML as xml

    import libs.logger as log

    import libs.filesys as fso

    import libs.schema_frontiers_utility as util

    



def element_source(node, parent, addedInfo={}):

    tagName = ''

    attribs = {}

    

    if parent.tag == 'citation':

        tagName = 'span'

        attribs['class'] = 'source'

        

    formattedData = xml.processNode(tagName, attribs, node, parent)

    return formattedData



    








libs/element_sub.py

from xml.etree import ElementTree as ET

import re, os, sys, codecs

import urllib.request

import datetime



try:

    import config as config

    import myXML as xml

    import logger as log

    import filesys as fso

    import schema_frontiers_utility as util

    

except:

    import libs.config as config

    import libs.myXML as xml

    import libs.logger as log

    import libs.filesys as fso

    import libs.schema_frontiers_utility as util



def element_sub(node, parent, addedInfo={}):

    tagName = 'sub'

    attribs = {}

    formattedData = xml.processNode(tagName, attribs, node, parent)

    return formattedData

    








libs/element_suffix.py

from xml.etree import ElementTree as ET

import re, os, sys, codecs

import urllib.request

import datetime



try:

    import config as config

    import myXML as xml

    import logger as log

    import filesys as fso

    import schema_frontiers_utility as util

    

except:

    import libs.config as config

    import libs.myXML as xml

    import libs.logger as log

    import libs.filesys as fso

    import libs.schema_frontiers_utility as util

    



def element_suffix(node, parent, addedInfo={}):

    tagName = ''

    attribs = {}

    formattedData = xml.processNode(tagName, attribs, node, parent)

    config.jr = formattedData.strip()

    #log.addError('from element_surname: ' + formattedData)

    return formattedData

    








libs/element_sup.py

from xml.etree import ElementTree as ET

import re, os, sys, codecs

import urllib.request

import datetime



try:

    import config as config

    import myXML as xml

    import logger as log

    import filesys as fso

    import schema_frontiers_utility as util

    

except:

    import libs.config as config

    import libs.myXML as xml

    import libs.logger as log

    import libs.filesys as fso

    import libs.schema_frontiers_utility as util



def element_sup(node, parent, addedInfo={}):

    tagName = ''

    attribs = {}

    testData = xml.processNode(tagName, attribs, node, parent)

    

    if (parent.tag == 'xref') and (parent.get('ref-type', None) == 'author-notes') and ('*' in testData):

        tagName = ''

    else:

        tagName = 'sup'

    formattedData = xml.processNode(tagName, attribs, node, parent)



    return formattedData

    








libs/element_supplementary_material.py

from xml.etree import ElementTree as ET

import re, os, sys, codecs

import urllib.request

import datetime



try:

    import config as config

    import myXML as xml

    import logger as log

    import filesys as fso

    import schema_frontiers_utility as util

    

except:

    import libs.config as config

    import libs.myXML as xml

    import libs.logger as log

    import libs.filesys as fso

    import libs.schema_frontiers_utility as util



def element_supplementary_material(node, parent, addedInfo={}):

    tagName = 'p'

    attribs = {'class':'supplementary-material'}

    formattedData = xml.processNode(tagName, attribs, node, parent)

    if not formattedData == '<p class="supplementary-material"/>':

        return '\n' + formattedData

    return ''

    








libs/element_surname.py

from xml.etree import ElementTree as ET

import re, os, sys, codecs

import urllib.request

import datetime



try:

    import config as config

    import myXML as xml

    import logger as log

    import filesys as fso

    import schema_frontiers_utility as util

    

except:

    import libs.config as config

    import libs.myXML as xml

    import libs.logger as log

    import libs.filesys as fso

    import libs.schema_frontiers_utility as util

    



def element_surname(node, parent, addedInfo={}):

    tagName = ''

    attribs = {}

    formattedData = xml.processNode(tagName, attribs, node, parent)

    config.surname = formattedData.strip()

    #log.addError('from element_surname: ' + formattedData)

    return formattedData

    








libs/element_table_wrap.py

from xml.etree import ElementTree as ET

import re, os, sys, codecs

import urllib.request

import datetime, inspect



try:

    import config as config

    import myXML as xml

    import logger as log

    import filesys as fso

    import schema_frontiers_utility as util

    

except:

    import libs.config as config

    import libs.myXML as xml

    import libs.logger as log

    import libs.filesys as fso

    import libs.schema_frontiers_utility as util



    

def element_table_wrap(node, parent, addedInfo={}):

    tagName = ''

    attribs = {}

    unknownTag = ''

    labelData = ''

    captionData = ''

    

    for child in node:

        if child.tag == 'label':

            labelData = xml.processNode(tagName, attribs, child, node)

        elif child.tag == 'caption':

            captionData = xml.processNode(tagName, attribs, child, node)

        elif child.tag == 'table':

            pass #ignore

        elif child.tag == 'table-wrap-foot':

            pass #ignore

        else:

            log.addError('ERROR ({}): <{}> is not yet part of the schema\n{}'.format(inspect.currentframe().f_code.co_name, child.tag, xml.sameTag(child)))

            unknownTag = '{}{}'.format(unknownTag, xml.processNode(tagName, attribs, child, node))



    idValue = node.get('id', None)

    positionValue = node.get('position', None)

    if idValue: 

        attribs['id'] = idValue

        tableImageFile = 'table_{}.jpg'.format(idValue.lower())

    else:

        config.tableCounter += 1

        tableImageFile = 'utable_{}.jpg'.format(config.tableCounter)

    attribs['class'] = 'table'

    

    

    if labelData: labelData = xml.tag('{} |'.format(labelData), 'span', {'class':'table-label'})

    

    labelCaptionTagging = '{} {}'.format(labelData, captionData)

    

    tableTagging = '\n' + xml.tag(labelCaptionTagging, 'p', {'class':'Tables_TT'})

    

    tableImageTagging = '\n<img src="../Images/{}"/>'.format(tableImageFile)

    tableTagging = '{}{}'.format(tableTagging, tableImageTagging)

    

    

    if unknownTag: tableTagging = tableTagging + '\n<!-- UNKNOWN -->' + unknownTag

    

    tableTagging = xml.tag(tableTagging, 'div', attribs)

    

    if tableTagging: return '\n' + tableTagging + xml.getTail(node)

    return ''

    








libs/element_table_wrap_group.py

from xml.etree import ElementTree as ET

import re, os, sys, codecs

import urllib.request

import datetime, inspect



try:

    import config as config

    import myXML as xml

    import logger as log

    import filesys as fso

    import schema_frontiers_utility as util

    

except:

    import libs.config as config

    import libs.myXML as xml

    import libs.logger as log

    import libs.filesys as fso

    import libs.schema_frontiers_utility as util



    

def element_table_wrap_group(node, parent, addedInfo={}):

    tagName = ''

    attribs = {}

    unknownTag = ''

    labelData = ''

    captionData = ''

    tableWrapImages = []

    tableWrapCounter = 0

    for child in node:

        if child.tag == 'label':

            labelData = xml.processNode(tagName, attribs, child, node)

        elif child.tag == 'caption':

            captionData = xml.processNode(tagName, attribs, child, node)

        elif child.tag == 'table-wrap':

            tableWrapCounter += 1

            tableWrapImages.append(tableWrapCounter)

        else:

            log.addError('ERROR ({}): <{}> is not yet part of the schema\n{}'.format(inspect.currentframe().f_code.co_name, child.tag, xml.sameTag(child)))

            unknownTag = '{}{}'.format(unknownTag, xml.processNode(tagName, attribs, child, node))



    idValue = node.get('id', None)

    positionValue = node.get('position', None)

    if idValue: 

        attribs['id'] = idValue

        tableImageFile = 'table_{}'.format(idValue.lower())

    else:

        config.tableCounter += 1

        tableImageFile = 'utable_{}'.format(config.tableCounter)

    tableImages = []

    for tablewrapImage in tableWrapImages:

        tableImages.append('<img src="../Images/{}_{}.jpg"/>'.format(tableImageFile, tablewrapImage))

        

    attribs['class'] = 'table'

    

    if labelData: labelData = xml.tag('{} |'.format(labelData), 'span', {'class':'table-label'})

    

    labelCaptionTagging = '{} {}'.format(labelData, captionData)

    

    tableTagging = '\n' + xml.tag(labelCaptionTagging, 'p', {'class':'Tables_TT'})

    

    tableImageTagging = '\n'.join(tableImages)

    

    tableTagging = '{}{}'.format(tableTagging, tableImageTagging)

    

    

    if unknownTag: tableTagging = tableTagging + '\n<!-- UNKNOWN -->' + unknownTag

    

    tableTagging = xml.tag(tableTagging, 'div', attribs)

    

    if tableTagging: return '\n' + tableTagging + xml.getTail(node)

    return ''

    








libs/element_term.py

from xml.etree import ElementTree as ET

import re, os, sys, codecs

import urllib.request

import datetime



try:

    import config as config

    import myXML as xml

    import logger as log

    import filesys as fso

    import schema_frontiers_utility as util

    

except:

    import libs.config as config

    import libs.myXML as xml

    import libs.logger as log

    import libs.filesys as fso

    import libs.schema_frontiers_utility as util



def element_term(node, parent, addedInfo={}):

    tagName = 'span'

    attribs = {'class':'term'}

    formattedData = xml.processNode(tagName, attribs, node, parent)

    if formattedData: formattedData = '{}: '.format(formattedData.strip())

    return formattedData

    








libs/element_title.py

from xml.etree import ElementTree as ET

import re, os, sys, codecs

import urllib.request

import datetime



try:

    import config as config

    import myXML as xml

    import logger as log

    import filesys as fso

    import schema_frontiers_utility as util

    

except:

    import libs.config as config

    import libs.myXML as xml

    import libs.logger as log

    import libs.filesys as fso

    import libs.schema_frontiers_utility as util



def element_title(node, parent, addedInfo={}):

    tagName = ''

    attribs = {}

    if parent.tag == 'sec':

        tagName = 'h{}'.format(config.secLevel)

        attribs['class'] = 'Heads_{}'.format(config.secLevel - 1)

        secId = parent.get('id', None)

        if secId: attribs['id'] = secId

        

    if parent.tag == 'glossary':

        tagName = 'h{}'.format(config.secLevel)

        attribs['class'] = 'Heads_{}'.format(config.secLevel - 1)

        secId = parent.get('id', None)

        if secId: attribs['id'] = secId

        

    if parent.tag == 'ack':

        tagName = 'h{}'.format(config.secLevel)

        attribs['class'] = 'Heads_{}'.format(config.secLevel - 1)

        secId = parent.get('id', None)

        if secId: attribs['id'] = secId



    if parent.tag == 'ref-list':

        tagName = 'h{}'.format(config.refSecLevel)

        attribs['class'] = 'Heads_BH'

        if config.refSecCounter == 1:

            attribs['id'] = 'references'

        else:

            attribs['id'] = 'references-{}'.format(config.refSecCounter)

        

    formattedData = xml.processNode(tagName, attribs, node, parent)

    return '\n' + formattedData



    








libs/element_titlegroup.py

from xml.etree import ElementTree as ET

import re, os, sys, codecs

import urllib.request

import datetime



try:

    import config as config

    import myXML as xml

    import logger as log

    import filesys as fso

    import schema_frontiers_utility as util

    

except:

    import libs.config as config

    import libs.myXML as xml

    import libs.logger as log

    import libs.filesys as fso

    import libs.schema_frontiers_utility as util

    



def element_titlegroup(node, parent, addedInfo={}):

    tagName = ''

    attribs = {}

    formattedData = xml.processNode(tagName, attribs, node, parent)

    return formattedData










libs/element_underline.py

from xml.etree import ElementTree as ET

import re, os, sys, codecs

import urllib.request

import datetime



try:

    import config as config

    import myXML as xml

    import logger as log

    import filesys as fso

    import schema_frontiers_utility as util

    

except:

    import libs.config as config

    import libs.myXML as xml

    import libs.logger as log

    import libs.filesys as fso

    import libs.schema_frontiers_utility as util



def element_underline(node, parent, addedInfo={}):

    tagName = 'u'

    attribs = {}

    formattedData = xml.processNode(tagName, attribs, node, parent)

    return formattedData

    

    








libs/element_uri.py

from xml.etree import ElementTree as ET

import re, os, sys, codecs

import urllib.request

import datetime



try:

    import config as config

    import myXML as xml

    import logger as log

    import filesys as fso

    import schema_frontiers_utility as util

    

except:

    import libs.config as config

    import libs.myXML as xml

    import libs.logger as log

    import libs.filesys as fso

    import libs.schema_frontiers_utility as util



    

def element_uri(node, parent, addedInfo={}):

    tagName = ''

    attribs = {}

    hrefValue = node.get('{http://www.w3.org/1999/xlink}href', None)

    if xml.getText(node):

        tagName = 'a'

        attribs['href'] = hrefValue

        formattedData = xml.processNode(tagName, attribs, node, parent)

    else:

        formattedData = node.get('{http://www.w3.org/1999/xlink}href', None)

    return formattedData

    








libs/element_xref.py

from xml.etree import ElementTree as ET

import re, os, sys, codecs

import urllib.request

import datetime



try:

    import config as config

    import myXML as xml

    import logger as log

    import filesys as fso

    import schema_frontiers_utility as util

    

except:

    import libs.config as config

    import libs.myXML as xml

    import libs.logger as log

    import libs.filesys as fso

    import libs.schema_frontiers_utility as util



def element_xref(node, parent, addedInfo={}):

    tagName = 'a'

    attribs = {}

    classValue = node.get('ref-type', None)

    if classValue == 'table': classValue = 'table-ref'

    hrefValue = node.get('rid', None)

    if classValue: attribs['class'] = classValue

    if hrefValue: attribs['href'] = '#{}'.format(hrefValue)

    formattedData = xml.processNode(tagName, attribs, node, parent)

    return formattedData

    








libs/filesys.py

__author__ = 'joel'

__version__ = '1.0'



#from op_libs.constants import FILE_COPIED, FILE_COPY_FAILED

import os, shutil, datetime, re, io, sys, codecs, ntpath, operator

READONLY = 'r'

WRITE = 'w'

APPEND = 'a'

READWRITE = 'r+'



sys.stdout = codecs.getwriter("utf-8")(sys.stdout.detach())



#=======================================================================

#           FUNCTIONS THAT WILL WORK ON BOTH FOLDER and FILE

#=======================================================================

def move(src, dst, overwrite=True):

    if not os.path.exists(src):

        return False

    else:

        try:

            if os.path.isfile(dst): #is file

                if overwrite:

                    #delete existing file in destination folder

                    os.remove(dst)

                else: #rename exisiting file in destination folder

                    unixtimestamp = os.path.getmtime(dst)

                    timestamp = datetime.datetime.fromtimestamp(unixtimestamp).strftime('%Y-%m-%d-%H-%M-%S')

                    filename = ntpath.basename(dst)

                    newfilename = '{}_{}'.format(filename, timestamp)

                    os.rename(os.path.join(dst), os.path.join(ntpath.dirname(dst), newfilename))

            else:

                filename = ntpath.basename(src)

                if os.path.isfile(os.path.join(dst, filename)): #a folder so we have to check if the file already exists

                    if overwrite:

                        #delete existing file in destination folder

                        os.remove(os.path.join(dst, filename))

                    else: #rename exisiting file in destination folder

                        unixtimestamp = os.path.getmtime(os.path.join(dst, filename))

                        timestamp = datetime.datetime.fromtimestamp(unixtimestamp).strftime('%Y-%m-%d-%H-%M-%S')

                        newfilename = '{}_{}'.format(filename, timestamp)

                        os.rename(os.path.join(dst, filename), os.path.join(dst, newfilename))

            shutil.move(src, dst)

            return True

        except:

            return False

    

def copy(src, dst):

    if not os.path.exists(src):

        return False

    try:

        if os.path.isfile(src): #is file

            shutil.copy(src, dst)

            return True

        else:

            shutil.copytree(src, dst)

            return  True

    except:

        return False



def delete(src):

    if not os.path.exists(src):

        return None

    if os.path.isfile(src): #is file

        try:

            os.remove(src)

            return True

        except:

            return False

    else:

        try:

            shutil.rmtree(src)

            return True

        except:

            return False

    

    

#=======================================================================

#                         FOLDER FUNCTIONS ONLY

#=======================================================================

def getdir(path, type='all', filter=[], exceptions=[], printlist=False, fullInfo=True, sortingOrder='ascending'):

    #filter is a list of dictionary

    #example: [{'endswith':'.jpeg'}]

    if not os.path.isdir(path):

        print('ERROR: Could not access path: {}'.format(path))

        return []

    FolderContentUnsorted = os.listdir(path)

    all = []

    folders = []

    files = []

    if FolderContentUnsorted:

        FolderContent = sorted(FolderContentUnsorted)

        if printlist: print('{}\n{} contains the following items: TYPE: {}; FILTER: {}\n{}'.format('='*80,path,type,filter,'='*80))

        for item in FolderContent:

            addthis = False

            if filter:

                for filterset in filter:

                    modifiedfilter = filterset

                    modifiedfilter = modifiedfilter.replace('.', '\.')

                    modifiedfilter = modifiedfilter.replace('*', '.*')

                    filterSearch = re.compile('^'+modifiedfilter+'$')

                    compareResult = filterSearch.match(item)

                    if compareResult:

                        addthis = True

                        break

                    #print('filtering: filter [{}] item:[{}] result:[{}]'.format(modifiedfilter, item, addthis))

            else:

                addthis = True

            if addthis:

                dictItem = {}

                dictItem['name'] = item

                dictItem['full'] = os.path.join(path, item)

                if fullInfo:

                    itemdatetime = os.path.getmtime(os.path.join(path, item))

                    timestamp = '{}'.format(datetime.datetime.fromtimestamp(itemdatetime)).split('.')[0]

                    if os.path.isfile(os.path.join(path, item)):

                        dictItem['type']='file'

                        dictItem['size']=os.path.getsize(os.path.join(path, item))

                        dictItem['date']=timestamp

                    else:

                        dictItem['type']='dir'

                        dictItem['date']=timestamp

                else:    

                    if os.path.isfile(os.path.join(path, item)):

                        dictItem['type']='file'

                    else:

                        dictItem['type']='dir'

                all.append(dictItem)

                if dictItem['type']=='dir':

                    folders.append(dictItem)

                else:

                    files.append(dictItem)

                if printlist: print(dictItem)

        if printlist: print('='*80)

    else:

        if printlist: print('\n{} is empty, no files/subfolder found!\n'.format(path))

        

    #sorted by type, dir first then by file    

    if type=='file':

        if sortingOrder == 'descending':

            return sorted(files, key=operator.itemgetter('name'), reverse=True)

        else:

            return sorted(files, key=operator.itemgetter('name'))

    

    if type=='dir' or type=='folder':

        if sortingOrder == 'descending':

            return sorted(folders, key=operator.itemgetter('name'), reverse=True)

        else:

            return sorted(folders, key=operator.itemgetter('name'))

    

    if type=='all':

        sortedAllType = sorted(all, key=operator.itemgetter('name'))

        if sortingOrder == 'descending':

            return sorted(sortedAllType, key=operator.itemgetter('type'), reverse=True)

        else:

            return sorted(sortedAllType, key=operator.itemgetter('type'))

        

    



        

def createFolder(folderPath):

    if not os.path.exists(folderPath): 

        try:

            os.makedirs(folderPath)

            return folderPath

        except:

            return False

    else:

        return folderPath

    

    

def getFilePath(fullFilePath):

    folderPath = os.path.dirname(fullFilePath)

    name = os.path.basename(folderPath)

    return name

    

def foldername(filepath):

    tempBasename = os.path.basename(filepath)

    if tempBasename.find('.') > 0:

        name = os.path.basename(os.path.dirname(filepath))

    else:

        name = os.path.basename(filepath)

    return name

        

    

#=======================================================================

#                           FILE FUNCTIONS ONLY

#=======================================================================

def openfile(filepath, mode=READONLY):

    if os.path.isfile(filepath): #is file

        objFile = codecs.open(filepath, mode, 'utf-8')

        return objFile

    else:

        return False



        

def closefile(objFile):

    objFile.closed



    

def readfile(filepath, mode=READONLY, useIO=False, encoding='ansi'):

    if not isExists(filepath): 

        print('file not exists')

        return False

    if useIO == True:

        #with io.open(filepath, mode=READONLY, encoding=encoding) as fd:

        with io.open(filepath, mode=READONLY) as fd:

            read_data = fd.read()

        return read_data

    #else, use regular file read first, if failed, use IO

    try:    

        file = openfile(filepath)

        if file:

            read_data = file.read()

            file.closed

            return read_data

        else:

            file.closed

            return False

    except:

        with io.open(filepath, mode=READONLY, encoding=encoding) as fd:

            read_data = fd.read()

        return read_data

        

    '''

    if os.path.isfile(filepath): #is file

        with open(filepath, mode) as file:

            read_data = file.read()

        file.closed

        return read_data

    else:

        return False

    '''

        

def writefile(filepath, filedata, newFile=False, newLine=True, utf8=False):

    try:

        if newFile:

            fileMode = 'w'

            newLine = False

        else:

            fileMode = 'a'

            if not os.path.isfile(filepath): newLine = False

        if not utf8:

            with open(filepath, fileMode) as file:

                if newLine:

                    file.write('\n{}'.format(filedata))

                else:

                    file.write(filedata)

        else:

            with io.open(filepath, fileMode, encoding='utf8') as file:

                if newLine:

                    file.write('\n{}'.format(filedata))

                else:

                    file.write(filedata)

        return True

    except:

        return False

        

#=======================================================================

#                           FILE INFORMATION

#=======================================================================

        

def filename(filepath):

    return os.path.basename(filepath)

    

def basename(filepath):

    return os.path.splitext(os.path.basename(filepath))[0]

    

def extensionname(filepath):

    return os.path.splitext(os.path.basename(filepath))[1]

    

def isReady(filepath):

    try:

        os.rename(filepath, filepath)

        return True

    except:

        return False

        



def isExists(filepath):

    if os.path.exists(filepath):

        return True

    else:

        return False

        





        



    

if __name__ == "__main__":

    dirlist = getdir('D:/Servers/CRC/Book1/Ch1')

    for x in dirlist:

        print(x)








libs/final_changes.py

from xml.etree import ElementTree as ET

import re, os, sys, codecs

import urllib.request

import datetime



try:

    import config as config

    import myXML as xml

    import logger as log

    import filesys as fso

    import schema_frontiers_utility as util

    import metadataReader

    

except:

    import libs.config as config

    import libs.myXML as xml

    import libs.logger as log

    import libs.filesys as fso

    import libs.schema_frontiers_utility as util

    import libs.metadataReader as metadata



def final_changes(htmlContent):

    htmlContent = remove_blankPara(htmlContent)

    htmlContent = remove_multiBreakOnProfileLink(htmlContent)

    return htmlContent

    

    

    

    #fso.writefile(xhtmlFile, htmlContent, newFile=True, newLine=True, utf8=True)

    

    

def remove_blankPara(xhtmlContent):

    xhtmlContent = xhtmlContent.replace('<p></p>', '')

    return xhtmlContent





def remove_multiBreakOnProfileLink(xhtmlContent):

    while True:

        if xhtmlContent.find('<br/>\n<br/><a class="profileLink"') == -1:

            break

        xhtmlContent = xhtmlContent.replace('<br/>\n<br/><a class="profileLink"', '\n<br/><a class="profileLink"')

    return xhtmlContent

    



    

if __name__ == "__main__":

    pass






libs/final_check.py

from xml.etree import ElementTree as ET

import re, os, sys, codecs

import urllib.request

import datetime



try:

    import config as config

    import myXML as xml

    import logger as log

    import filesys as fso

    import schema_frontiers_utility as util

    import metadataReader

    

except:

    import libs.config as config

    import libs.myXML as xml

    import libs.logger as log

    import libs.filesys as fso

    import libs.schema_frontiers_utility as util

    import libs.metadataReader as metadata





def final_check(xhtmlFile):

    htmlContent = fso.readfile(xhtmlFile)

    _checkProfileLinkUsage(htmlContent)

    _checkAllNodes()





def _checkProfileLinkUsage(xhtmlContent):

    metaXML = metadata.metadataXML(config.xmlfilename)

    profileLinks = metaXML.getAllProfileLinks()

    authorNames = metaXML.getContributorLink()

    for profileLink in profileLinks:

        if xhtmlContent.find('"{}"'.format(profileLink)) == -1:

            for auth in authorNames.keys():

                if authorNames[auth].find(profileLink) > -1:

                    log.addError('Contributor "{}" profile Link "{}" not used in the xhtml file'.format(auth, profileLink))

                    break

    



def _checkAllNodes():

    tagName = ''

    attribs = ''

    xml.processNode(tagName, attribs, config.xmlObject, None)





    

if __name__ == "__main__":

    pass






libs/getVersion.py

import libs.filesys as fso

import libs.config as config

import datetime



def getAppVersion():

    files = fso.getdir(config.libraryFolder, type='file', filter=['*.py'])

    newestDate = datetime.datetime.strptime('2007-02-07 12:00:00', '%Y-%m-%d %H:%M:%S')

    #print(newestDate)

    for file in files:

        fileDate = datetime.datetime.strptime(file['date'], '%Y-%m-%d %H:%M:%S')

        if fileDate > newestDate: newestDate = fileDate

        #print('{}:{}'.format(newestDate, fileDate))

    #print(newestDate.strftime('%Y.%m.%d'))

    return newestDate.strftime('%Y.%m.%d')






libs/inhouse_element_abstract_label.py

from xml.etree import ElementTree as ET

import re, os, sys, codecs

import urllib.request

import datetime



try:

    import config as config

    import myXML as xml

    import logger as log

    import filesys as fso

    import schema_frontiers_utility as util

    import myRegEx as regex

except:

    import libs.config as config

    import libs.myXML as xml

    import libs.logger as log

    import libs.filesys as fso

    import libs.schema_frontiers_utility as util

    import libs.myRegEx as regex



def inhouse_element_abstract_label(node, parent, addedInfo={}):

    tagName = ''

    attribs = {}

    labelEndMarker = ''



    if parent.tag == 'p':

        tagName = 'span'

        attribs = {'class':'abstract-label'}

        labelEndMarker = ' | '

        #formattedData = xml.tag(formattedData.strip(), tagName, attribs)

        #formattedData = xml.processNode(tagName, attribs, node, parent)

        abstractLabelText = xml.getText(node)

        tailText = xml.getTail(node)

        formattedData = xml.tag(abstractLabelText, tagName, attribs)

        #return '{}{}'.format(formattedData, labelEndMarker)

    return '{}{}{}'.format(formattedData, labelEndMarker, tailText)



    








libs/logger.py

__author__ = 'joel'

__version__ = '1.0'



'''

for easier creation of log report

'''



import datetime, os, re

try:

    import config as config

    import filesys as fso

except:

    import libs.config as config

    import libs.filesys as fso

    

    

def createNew():

    runtime = datetime.datetime.now().strftime('%B %d, %Y %A [%H:%M:%S]')

    header = '{0}\nRUN DATE: {1}\n{3}\n\n{2} START OF REPORT {2}\n'.format(config.programName, runtime, '='*30, config.logHeaderMsg)

    print(header)

    fso.writefile(config.logfile, header, newFile=True, utf8=True)



    

def sysUpdate(logdata):

    if not fso.isExists('updateLog'): os.makedirs('updateLog')

    currentDate = datetime.datetime.now()

    yearFolder = currentDate.strftime('%Y')

    monthFolder = currentDate.strftime('%m')

    timestamp = currentDate.strftime('%Y-%m-%d [%H:%M:%S]')

    logfile = 'updateLog/installation.log'

    formattedLogData = '{} {}'.format(timestamp, logdata)

    cleanFormmatedLogData = '{} <<<SYSTEM-ERROR: cannot write log message>>>\n[Filtered Log Data]: {}'.format(timestamp, removeSpecialCharacters(logdata))

    result = fso.writefile(logfile, formattedLogData, utf8=True)

    if not result: 

        fso.writefile(logfile, cleanFormmatedLogData, utf8=True)

    try:

        print(formattedLogData, flush=True)

    except:

        print(cleanFormmatedLogData, flush=True)

        

        

def syslog(logdata):

    currentDate = datetime.datetime.now()

    yearFolder = currentDate.strftime('%Y')

    monthFolder = currentDate.strftime('%m')

    dayLogFile = '{}.log'.format(currentDate.strftime('%Y-%m-%d'))

    timestamp = currentDate.strftime('%Y-%m-%d [%H:%M:%S]')

    logPath = os.path.join(config.logFolder, yearFolder, monthFolder)

    if not fso.isExists(logPath): os.makedirs(logPath)

    logfile = os.path.join(logPath, dayLogFile)

    formattedLogData = '{} {}'.format(timestamp, logdata)

    cleanFormmatedLogData = '{} <<<SYSTEM-ERROR: cannot write log message>>>\n[Filtered Log Data]: {}'.format(timestamp, removeSpecialCharacters(logdata))

    result = fso.writefile(logfile, formattedLogData, utf8=True)

    if not result: 

        fso.writefile(logfile, cleanFormmatedLogData, utf8=True)

    try:

        print(formattedLogData, flush=True)

    except:

        print(cleanFormmatedLogData, flush=True)

        

    

def update(logdata):

    print(logdata)

    fso.writefile(config.logfile, logdata, utf8=True)

    

    

def close(totalFileCount, filesWithError, totalErrorCount, filesWithWarning, totalWarningCount):

    runtime = datetime.datetime.now().strftime('%B %d, %Y %A [%H:%M:%S]')

    summary = '\n{7} SUMMARY {7}\nTOTAL ARTICLES PROCESSED: {0}\nFILES WITH ERROR: {1}\nTOTAL ERRORS: {2}\nFILES WITH WARNING: {3}\nTOTAL WARNINGS: {4}\nProcessing end: {5}\n{6} END OF REPORT {6}'.format(totalFileCount, filesWithError, totalErrorCount, filesWithWarning, totalWarningCount, runtime, '='*31, '='*34)

    print(summary)

    fso.writefile(config.logfile, summary, utf8=True)

    

def addError(errMessage, includeErrorCount=True):

    config.errorCount += 1 

    if includeErrorCount == True:

        config.errors.append('{}: {}'.format(config.errorCount, errMessage))

    else:

        config.errors.append(errMessage)

    if config.debug: print(errMessage)



def addWarning(warnMessage):

    config.warningCount += 1 

    config.warnings.append('{}: {}'.format(config.warningCount, warnMessage))

    if config.debug: print(warnMessage)

    

def addNotes(errMessage):

    config.debugnotes.append(errMessage)

    if config.debug: print(errMessage)



def removeSpecialCharacters(logdata):

    return re.sub(r'[^\x00-\x7F]', '?', logdata)

    

if __name__ == "__main__":

    config.logHeaderMsg = 'Delivery Type: Initial'

    createNew()

    syslog('This is a test log info–—κορωνίς⸎-This is a test log info')








libs/metadataReader.py

import re, os, copy, zipfile, datetime, inspect

from xml.etree import ElementTree as ET



try:

    import config as config

    import logger as log

    import filesys as fso

    import myXML as xml

except:

    import libs.config as config

    import libs.logger as log

    import libs.filesys as fso

    import libs.myXML as xml





class metadataXML():

    def __init__(self, xmlFilename):

        self.xmlFileName = xmlFilename

        self.metadata = self.readMetadataXML() 

        

    def readMetadataXML(self):

        if config.workFromHome == True:

            metadataFileName = os.path.join(config.wfh_metaXMLPath, 'frontiers_metadata_{}'.format(self.xmlFileName))

        else:

            metadataFileName = os.path.join(config.metaXMLPath, self.xmlFileName)

        if not fso.isExists(metadataFileName):

            log.addError('ERROR: metaxml ({}) not found!\nTo fix this error, you may copy the meta XML to the mentioned path and run the program again.'.format(metadataFileName))

            return False

        xmlContent = fso.readfile(metadataFileName)

        noDoctypeXML = xmlContent

        if xmlContent.find('<!--<!DOCTYPE') == -1:

            if xmlContent.find('<!-- <!DOCTYPE') == -1:

                noDoctypeXML = re.sub(r"(<!DOCTYPE.*?>)", r"<!-- \1 -->", xmlContent)

            

        xmlObj = ET.fromstring(noDoctypeXML)

        if not xmlObj: 

            log.addError('ERROR: metaxml ({}) is not parsable!'.format(metadataFileName))

            return False

        return xmlObj

        

        

    def getContributors(self):

        def processContribNode(contribNode):

            fullname = ''

            profileLink = ''

            #log.addError('TAG: {}'.format(ET.tostring(contribNode, encoding='utf-8', method='xml').decode('utf-8')))

            for child in contribNode:

                if child.tag == 'name':

                    surnameNode = child.find('surname')

                    givenNode = child.find('given-names')

                    suffixNode = child.find('suffix')

                    if ET.iselement(givenNode): fullname = givenNode.text

                    if ET.iselement(surnameNode): fullname = '{} {}'.format(fullname, surnameNode.text).strip()

                    #log.addError('FULLNAME: {}'.format(fullname))

            if not fullname == '':

                return fullname

            return False

            

        if not self.metadata:

            log.addError('ERROR: there is a problem with metadata xml file...')

            return False

        contribs = []

        contribGroupNode = self.metadata.findall('.//contrib')

        for child in contribGroupNode:

            #print(child.tag)

            if child.tag == 'contrib':

                result = processContribNode(child)

                #log.addError(result)

                if result and not result in contribs:

                    contribs.append(result)

            else:

                log.addError('ERROR ({}): <{}> is not yet part of the schema'.format(inspect.currentframe().f_code.co_name, child.tag))

                unknownTags = '{}{}'.format(unknownTags, xml.sameTag(child))

        

        #Add the names from XML file

        for child in config.contribNodes:

            if child.tag == 'contrib':

                result = processContribNode(child)

                #log.addError(result)

                if result and not result in contribs:

                    contribs.append(result)

            else:

                log.addError('ERROR ({}): <{}> is not yet part of the schema'.format(inspect.currentframe().f_code.co_name, child.tag))

                unknownTags = '{}{}'.format(unknownTags, xml.sameTag(child))

                

        return contribs

        

        

    def getContributorLink(self):

        '''EXPECTED OUTPUT

        {'Given Surname':'<a href="linkvalue">GIVEN SURNAME</a>'}

        '''

        def processContribNode(contribNode):

            fullname = ''

            profileLink = ''

            #log.addError('TAG: {}'.format(ET.tostring(contribNode, encoding='utf-8', method='xml').decode('utf-8')))

            for child in contribNode:

                if child.tag == 'name':

                    surnameNode = child.find('surname')

                    givenNode = child.find('given-names')

                    #check if the given name has a possible middle initial without period



                    givenName = changeToProperName(givenNode.text)

                    if givenName[-1].upper() == givenName[-1]: givenName = '{}.'.format(givenName)



                    surname = changeToProperName(surnameNode.text)



                    if ET.iselement(givenNode): fullname = givenName

                    if ET.iselement(surnameNode): fullname = '{} {}'.format(fullname, surname).strip()

                    #log.addError('FULLNAME: {}'.format(fullname))

                elif child.tag == 'uri':

                    profileLink = child.get('{http://www.w3.org/1999/xlink}href', None)

                    #log.addError('LINK: {}'.format(profileLink))

            if not fullname == '':

                #Check if fullname is on all UPPERCASE

                if fullname.upper() == fullname:

                    fullname = changeToProperName(fullname)

                return fullname, '<a class="profileLink" href="' + profileLink + '">' + fullname + '</a>'

            #log.addError('NAME: {}, LINK: {}'.format(fullname, '<br/><a class="profileLink" href="' + profileLink + '">' + fullname + '</a>'))

            return False

            

            

        if not self.metadata:

            log.addError('ERROR: there is a problem with metadata xml file...')

            return False

        contribs = {}

        contribGroupNode = self.metadata.findall('.//contrib')

        for child in contribGroupNode:

            #print(child.tag)

            if child.tag == 'contrib':

                result = processContribNode(child)

                #log.addError(result)

                if result:

                    contribs[result[0]] = result[1]

            else:

                log.addError('ERROR ({}): <{}> is not yet part of the schema'.format(inspect.currentframe().f_code.co_name, child.tag))

                unknownTags = '{}{}'.format(unknownTags, xml.sameTag(child))

        return contribs

        

    

    def getAllProfileLinks(self):

        listOfProfileLinks = []

        if not self.metadata: 

            log.addError('ERROR: there is a problem with metadata xml file...')

            return []

        uriNodes = self.metadata.findall('.//contrib/uri')

        for uriNode in uriNodes:

            profileLink = uriNode.get('{http://www.w3.org/1999/xlink}href', None)

            if not profileLink in listOfProfileLinks: listOfProfileLinks.append(profileLink)

        return listOfProfileLinks

            

    

    

def changeToProperName(fullname):

    if not fullname.upper() == fullname: return fullname

    lowerFullName = fullname.lower()

    nameArray = lowerFullName.split(' ')

    properName = ''

    for item in nameArray:

        if not item: continue

        properName = '{} {}{}'.format(properName, item[0].upper(), item[1:]).strip()

    return properName

    



if __name__ == "__main__":

    data = '<p class="Text_CIT"><span class="MDF _idGenCharOverride-1">Citation:<br /></span>Liu&#160;B, Lin&#160;J, Bai&#160;L, Zhou&#160;Y, Lu&#160;R, Zhang&#160;P, Chen&#160;D, Li&#160;H, Song&#160;J, Liu&#160;X, Wu&#160;Y, Wu&#160;J, Liang&#160;C and Zhou&#160;J (2019) Paeoniflorin Inhibits Mesangial Cell Proliferation and Inflammatory Response in Rats With Mesangial Proliferative Glomerulonephritis Through PI3K/AKT/GSK-3<span class="CharOverride-3">β</span> Pathway. Front. Pharmacol. 10:978. <br />doi: <a href="https://doi.org/10.3389/fphar.2019.00978">10.3389/fphar.2019.00978</a></p>'

    #print(getJournalName('fneu.2019.00588.epub'))

    #print(getVolumeNo(data))

    #metaXMLobj = getMetaXML('fneu.2019.00588.epub', data)

    '''

    epubFiles = ['fphar.2019.00587.pdf', 'fphar.2019.00588.pdf', 'fphar.2019.00589.pdf', 'fpsyt.2019.00222.pdf', 'fpsyt.2019.00227.pdf', 'fpsyt.2019.00289.pdf', 'fpsyt.2019.00290.pdf']

    for file in epubFiles:

        print('{}: {}'.format(file, file))

    '''








libs/myRegEx.py

import re



def regexSearch(sourceText, regExp, multiLine=False):

    #print('{}: {}'.format(regExp, sourceText))

    if not multiLine:

        regex = re.compile(regExp, re.IGNORECASE)

    else:

        regex = re.compile(regExp, re.MULTILINE)

    result = regex.search(sourceText)

    if result: return result





def findAll(sourceText, regExp):

    return re.findall(regExp, sourceText)





def replace(findRegEx, replacement, sourceText):

    return re.sub(findRegEx, replacement, sourceText)

    

if __name__ == "__main__":

    #print(regexSearch('Source Text Is This Data', 'Is This'))

    paragraphs = [

        'The references in the tables are not good',

        'As well as the Bibliography entries, they hardly match the citation',

        '9. References',

        '10. Bibliography'

    ]

    for text in paragraphs:

        result = regexSearch(text, '^([0-9\. :\t]*?)(Reference|References|Bibliography|Bibliographies|References cited|Reference List|List of References|Literature)$')

        if result: print(result.group(0))

        



        

    

    












libs/myXML.py

from xml.etree import ElementTree as ET

import re, inspect

try:

    import config as config

    import filesys as fso

    import logger as log

except:

    import libs.config as config

    import libs.filesys as fso

    import libs.logger as log



def processNode(tagname, attribs, node, parent, excluded=[], addedInfo={}):

    mText = getText(node)

    mTail = getTail(node)

    formattedData = '{}{}'.format(startTag(tagname, attribs), mText)

    starttext = formattedData

    for child in node:

        if child.tag in excluded:

            pass

        elif child.tag in config.schema.keys():

            formattedData = '{}{}'.format(formattedData, config.schema[child.tag](child, node, addedInfo=addedInfo))

        else:

            log.addError('ERROR ({}): <{}> is not yet part of the schema\n{}'.format(inspect.currentframe().f_code.co_name, child.tag, sameTag(child)))

            formattedData = '{}{}'.format(formattedData, sameTag(child))

    if tagname == 'td' or tagname == 'th':

        if starttext == formattedData and mText == '':

            formattedData = '{}&#160;{}{}'.format(formattedData, endTag(tagname), mTail)

        else:

            formattedData = '{}{}{}'.format(formattedData, endTag(tagname), mTail)

    else:

        if starttext == formattedData and mText == '':

            formattedData = '{}{}'.format(formattedData.replace('>', '/>'), mTail)

        else:

            formattedData = '{}{}{}'.format(formattedData, endTag(tagname), mTail)

    return formattedData

    



def createAttribute(attributes={}):

    mAttr = ''

    for mKey in attributes.keys():

        mAttr = '{} {}="{}"'.format(mAttr, mKey, attributes[mKey])

    return mAttr





def sameTag(node):

    formattedData = ET.tostring(node, encoding='utf-8', method='xml').decode('utf-8')

    cleanedText = formattedData.replace('&amp;', '&')

    return cleanedText



def getText(node):

    mText = node.text

    if mText == None: mText = ''

    return mText

    

def getTail(node):

    mTail = node.tail

    if mTail == None: mTail = ''

    return mTail

    

    

def startTag(tagname, attribs={}, openclose=False):

    mTag = ''

    if tagname: 

        strAttributes = createAttribute(attribs)

        if openclose:

            mTag = '<{}{}/>'.format(tagname, strAttributes)

        else:

            mTag = '<{}{}>'.format(tagname, strAttributes)

    #updateUsedCSS(tagname, attribs)

    return mTag

    

def endTag(tagname):

    mTag = ''

    if tagname: 

        mTag = '</{}>'.format(tagname)

    return mTag

    

    

def tag(dataToTag, tagname, attribs={}, openclose=False):

    if openclose:

        tagging = startTag(tagname, attribs, openclose)

        return tagging

    tagging = startTag(tagname, attribs, openclose) + dataToTag + endTag(tagname)

    return tagging

    

if __name__ == "__main__":

    stringXML = '<div class="chapter-toc">' \

                '<p class="chapter-toc-sec2" id="toc-sec1_1"><a class="toc-link" href="#sec1_1"><span class="title-toc-sec2">Assistive Technology</span></a></p>' \

                '<p class="chapter-toc-sec2" id="toc-sec1_2"><a class="toc-link" href="#sec1_2"><span class="title-toc-sec2">' \

                '<span class="target" id="page_8"/>Robots</span></a></p>' \

                '<p class="chapter-toc-sec2" id="toc-sec1_3"><a class="toc-link" href="#sec1_3"><span class="title-toc-sec2">Safety of Service Robots</span></a></p>' \

                '<p class="chapter-toc-sec2" id="toc-sec1_4"><a class="toc-link" href="#sec1_4"><span class="title-toc-sec2">Technology Readiness Scale</span></a></p>' \

                '<p class="chapter-toc-sec2" id="toc-sec1_5"><a class="toc-link" href="#sec1_5"><span class="title-toc-sec2">Summary</span></a></p>' \

                '</div>'

    print(createTag(stringXML))

    

    #print(getChapterFromRID('table101_211'))








libs/preConversion_cleanUp.py

import sys, codecs, io, os, argparse, shutil, datetime, zipfile

from xml.etree import ElementTree as ET

import libs.filesys as fso

import libs.config as config

import libs.myRegEx as regex

import libs.logger as log

import libs.schema_frontiers as frontiers

#sys.stdout = codecs.getwriter("utf-8")(sys.stdout.detach())





def cleanup(xmlString):

    xmlString = normalize_carriageReturn(xmlString)

    xmlString = replace_ampersand(xmlString)

    xmlString = replace_app_to_sec(xmlString)

    xmlString = move_label_inside_title(xmlString)

    xmlString = delete_linebreak_in_kwd(xmlString)

    xmlString = fix_graphical_abstract(xmlString)

    return xmlString



def normalize_carriageReturn(xmlString):

    xmlString = xmlString.replace('\r\n', '\n')

    xmlString = xmlString.replace('<sec', '\n<sec')

    xmlString = xmlString.replace('<title>', '\n<title>')

    return xmlString



def replace_ampersand(xmlString):

    xmlString = xmlString.replace('&', '&amp;')

    return xmlString





def replace_app_to_sec(xmlString):

    xmlString = xmlString.replace('<app ', '<sec ')

    xmlString = xmlString.replace('<app>', '<sec>')

    xmlString = xmlString.replace('</app>', '</sec>')

    return xmlString





def move_label_inside_title(xmlString):

    #clean-up label

    xmlString = xmlString.replace('</label>\r\n', '</label>\n\n')

    while True:

        if xmlString.find('</label>\n') == -1: break

        xmlString = xmlString.replace('</label>\n', '</label>')

    xmlString = regex.replace('(<label>.*?</label>)<title>', '<title>\g<1> ', xmlString)

    return xmlString





def delete_linebreak_in_kwd(xmlString):

    while True:

        xmlString = xmlString.replace('\r\n<kwd>', '<kwd>')

        if xmlString.find('\r\n<kwd>') == -1: break

    while True:

        xmlString = xmlString.replace('\n<kwd>', '<kwd>')

        if xmlString.find('\n<kwd>') == -1: break

    return xmlString





def fix_graphical_abstract(xmlString):

    if xmlString.find('<abstract abstract-type="graphical">') == -1: return xmlString

    while True:

        xmlString = xmlString.replace('<abstract abstract-type="graphical">\n', '<abstract abstract-type="graphical">')

        if xmlString.find('<abstract abstract-type="graphical">\n') == -1: break

    while True:

        xmlString = xmlString.replace('</title>\n', '</title>')

        if xmlString.find('</title>\n') == -1: break

    if xmlString.find('<abstract abstract-type="graphical"><title>') == -1: return xmlString

    xmlString = regex.replace('<abstract abstract-type="graphical"><title>(.*?)</title><p>', '<abstract abstract-type="graphical"><p><abstract-label>\g<1></abstract-label>', xmlString)



    while True:

        xmlString = xmlString.replace('\n<p><graphic', '<p><graphic')

        if xmlString.find('\n<p><graphic') == -1: break

    #move to 

    xmlString = regex.replace('<abstract abstract-type="graphical">(.*?)(<p><graphic xlink:href=".*?" position="anchor"/></p>)', '<abstract abstract-type="graphical">\g<2>\g<1>', xmlString)

    return xmlString






libs/schema_frontiers.py

from xml.etree import ElementTree as ET

import re, os, sys, codecs

import urllib.request

import datetime, inspect



import libs.config as config

import libs.myXML as xml

import libs.logger as log

import libs.filesys as fso

import libs.schema_frontiers_utility as util

from libs.elements import *

import libs.metadataReader

import libs.final_check as qa

import libs.final_changes as lastChange

import libs.create_NCX_data as ncx

import libs.create_cover_html as cover





##############################################################

#         MAIN PROCESS - NEED THE XML Object as Input        #

##############################################################

def resetGlobalCounter():

    config.doiValue = ''

    config.journalNameValue = ''

    config.pubDateValue = ''

    config.pubDateTimeStamp = ''

    config.given = ''

    config.surname = ''

    config.jr = ''

    config.secLevel = 1

    config.refSecLevel = 1

    config.refSecCounter = 0

    config.refLabelDigitCount = 0

    config.regParaCounter = 0

    config.dispquoteParaCounter = 0

    config.eqNoIDCounter = 0

    config.inlineEqNoIDCounter = 0

    config.tableCounter = 0

    config.contribNodes = []

    config.errors = []

    config.errorCount = 0

    config.warnings = []

    config.warningCount = 0

    config.debugnotes = []

    config.listItemParaCounter = 0





def convertTohtml(xmlObject, outputFile):

    resetGlobalCounter()

    config.contribNodes = getXMLcontribs(xmlObject)

    

    doiValue = xmlObject.find('.//article-id[@pub-id-type="doi"]')

    #doi = doiValue.text.replace('10.3389/', '')

    doi = doiValue.text

    frontMatterContent = format_frontmatter(xmlObject)

    bodyTagging = tag_body(xmlObject)

    backmatterTagging = tag_backmatter(xmlObject)

    #authorDisclaimerTagging = tag_AuthorDisclaimer(xmlObject)

    #coiTagging = tag_conflictOfInterest(xmlObject)

    publisherNoteTagging = tag_PublisherNote(xmlObject)

    copyrightTagging = tag_copyrightStatement(xmlObject)

    

    #July 20,2022: Author disclaimer and COI was captured as regular section as part of the new Design

    #bodyContent = '{}\n{}{}\n{}\n{}\n{}\n{}'.format(frontMatterContent, bodyTagging, backmatterTagging, authorDisclaimerTagging, coiTagging, publisherNoteTagging, copyrightTagging)

    bodyContent = '{}\n{}{}\n{}\n{}'.format(frontMatterContent, bodyTagging, backmatterTagging, publisherNoteTagging, copyrightTagging)



    htmlContent = htmlMainTag(doi, bodyContent)

    

    htmlContent = lastChange.final_changes(htmlContent)

    

    fso.writefile(outputFile, htmlContent, newFile=True, newLine=True, utf8=True)

    

    qa.final_check(outputFile)

    

    

    

    ncx.create_ncx()

    cover.create_cover()

    

    

#-------------------------------------------------------------    

#                     Main HTML Constructor

#-------------------------------------------------------------

def htmlMainTag(doi, bodyContent):

    tagging = '\n' \

              '\n' \

              '\n' \

              '\n' \

              '{}\n' \

              '
\n' \

              '\n' \

              '\n' \

              '\n' \

              '{}\n' \

              '\n' \

              '\n' \

              ''.format(doi, bodyContent)

    return tagging



#-------------------------------------------------------------    

#                     Front Matter Constructor

#-------------------------------------------------------------

def format_frontmatter(xmlObject):

    return tag_frontmatter(xmlObject)

    

#-------------------------------------------------------------    

#                     Front Matter Constructor

#-------------------------------------------------------------

def tag_frontmatter(xmlObject):

    #reset graphical abstract

    config.graphicalAbstract = ''

    graphicalAbstract = ''

    topHeaderTagging = tag_topheader(xmlObject)

    articleTitleTagging = tag_titleGroup(xmlObject)

    authorByLineTagging = tag_authorByLine(xmlObject)

    affiliationLineTagging = tag_affiliationLine(xmlObject)

    metadataBoxTagging = tag_metadata_box(xmlObject)

    abstractTagging = tag_abstract(xmlObject)

    kwdGroupTagging = tag_keywords(xmlObject)

    relatedArticleTagging = tag_relatedArticles(xmlObject)

    if config.graphicalAbstract: graphicalAbstract = config.graphicalAbstract

    fmTagging = topHeaderTagging + articleTitleTagging + authorByLineTagging + affiliationLineTagging + metadataBoxTagging + abstractTagging + kwdGroupTagging + relatedArticleTagging + graphicalAbstract

    return fmTagging

    

    

def tag_topheader(xmlObject):

    doiNode = xmlObject.find('.//article-id[@pub-id-type="doi"]')

    

    journalName = xmlObject.find('.//article-categories/subj-group/subject')

    config.journalNameValue = journalName.text.lower().replace(' ', '-')

    

    articleSubjectNode = xmlObject.find('.//article-categories/subj-group/subj-group/subject')

    articleSubjectValue = articleSubjectNode.text.upper()

    

    pubDateDayNode = xmlObject.find('.//pub-date[@pub-type="epub"]/day')

    pubDateMonthNode = xmlObject.find('.//pub-date[@pub-type="epub"]/month')

    pubDateYearNode = xmlObject.find('.//pub-date[@pub-type="epub"]/year')

    if pubDateDayNode.text == '00': log.addWarning('Published Day is set to "00"')

    if pubDateMonthNode.text == '00': log.addWarning('Published Month is set to "00"')

    config.pubDateValue = util.formatDate(pubDateDayNode.text, pubDateMonthNode.text, pubDateYearNode.text)

    config.pubDateTimeStamp = util.formatTimeStamp(pubDateDayNode.text, pubDateMonthNode.text, pubDateYearNode.text)

    

    doiNode = xmlObject.find('.//article-id[@pub-id-type="doi"]')

    config.doiValue = doiNode.text

    

    subjectLine = '{}
'.format(config.journalNameValue, articleSubjectValue)

    publishedDateLine = 'published: {}
'.format(config.journalNameValue, config.pubDateValue)

    doiLine = 'doi: {0}'.format(config.doiValue)

    crossmarkLine = '[image: image2]


'.format(config.doiValue, config.pubDateTimeStamp)

    

    tagging = '{}\n{}\n{}


\n{}'.format(subjectLine, publishedDateLine, doiLine, crossmarkLine)

    return tagging

    



def tag_titleGroup(xmlObject):

    titleGroupNode = xmlObject.find('.//article-meta/title-group')

    parent = None

    formattedData = xml.processNode('', '', titleGroupNode, parent)

    return '\n\n' + formattedData



    

def tag_authorByLine(xmlObject):

    contribGroupNode = xmlObject.find('.//article-meta/contrib-group')

    parent = None

    listOfAuthors = []

    onBehalfOf = ''

    unknownTags = ''

    for child in contribGroupNode:

        if child.tag == 'contrib':

            listOfAuthors.append(config.schema[child.tag](child, contribGroupNode))

        elif child.tag == 'on-behalf-of': #added Aug 18, 2021

            onBehalfOf = config.schema[child.tag](child, contribGroupNode)

            previousAuthor = listOfAuthors[-1]

            previousAuthor = '{} {}'.format(previousAuthor, onBehalfOf)

            listOfAuthors = listOfAuthors[0:-1]

            listOfAuthors.append(previousAuthor)

        else:

            log.addError('ERROR ({}): <{}> is not yet part of the schema'.format(inspect.currentframe().f_code.co_name, child.tag))

            unknownTags = '{}{}'.format(unknownTags, xml.sameTag(child))

    taggedAuthors = ''

    midAuthSep = ', '

    lastAuthSep = ' and '

    authCounter = 0

    for author in listOfAuthors:

        authCounter += 1

        authSep = midAuthSep

        if authCounter == (len(listOfAuthors) - 1): authSep = lastAuthSep

        if authCounter == len(listOfAuthors): authSep = ''

        taggedAuthors = '{}{}{}'.format(taggedAuthors, author, authSep)

    #if not onBehalfOf == '': taggedAuthors = '{} {}'.format(taggedAuthors, onBehalfOf)

    tagging = '{}


'.format(taggedAuthors)    

    if unknownTags: tagging = '{}\n{}'.format(tagging, unknownTags)    

    return '\n\n{}'.format(tagging)

    



def tag_affiliationLine(xmlObject):

    affNodes = xmlObject.findall('.//article-meta/aff')

    listOfAffs = []

    unknownTags = ''

    tagging = ''

    for child in affNodes:

        if child.tag == 'aff':

            listOfAffs.append(config.schema[child.tag](child, None))

        else:

            log.addError('ERROR ({}): <{}> is not yet part of the schema'.format(inspect.currentframe().f_code.co_name, child.tag))

            unknownTags = '{}{}'.format(unknownTags, xml.sameTag(child))

    tagging = ', '.join(listOfAffs)

    if unknownTags: tagging = '{}\n\n{}'.format(xml.tag(tagging, 'p', {'class':'Heads_CAA'}))

    return ''



def tag_metadata_box(xmlObject):

    #Author Notes

    authorNotesNode = xmlObject.find('.//article-meta/author-notes')

    authorNotesTagging = config.schema[authorNotesNode.tag](authorNotesNode, None)

    if authorNotesTagging: authorNotesTagging = '\n{}'.format(authorNotesTagging)

    #History Dates

    historyNode = xmlObject.find('.//article-meta/history')

    historyTagging = config.schema[historyNode.tag](historyNode, None)

    if historyTagging: historyTagging = '\n{}'.format(historyTagging)

    #PubDate

    pubdateNode = xmlObject.find('.//article-meta/pub-date[@pub-type="epub"]')

    pubdateTagging = config.schema[pubdateNode.tag](pubdateNode, None)

    #Citation, FOR UPDATE LATER

    citationData = tag_citationLine(xmlObject)

    citationTagging = '\n' + citationData

    

    tagging = authorNotesTagging + historyTagging + pubdateTagging + citationTagging

    if tagging: return '\n\n' + tagging + '\n'

    return ''

    

    

def tag_abstract(xmlObject):

    AllAbstractTagging = ''

    abstractTagging = ''

    abstractNodes = xmlObject.findall('.//article-meta/abstract')

    for abstractNode in abstractNodes:

        if ET.iselement(abstractNode): abstractTagging = config.schema[abstractNode.tag](abstractNode, None)

        if abstractTagging: AllAbstractTagging = '{}\n{}'.format(AllAbstractTagging, abstractTagging)

    return AllAbstractTagging





def tag_keywords(xmlObject):

    listOfkwd = []

    authorNotesTagging = ''

    kwdgroupNode = xmlObject.find('.//article-meta/kwd-group')

    kwdgroupTagging = ''

    if ET.iselement(kwdgroupNode): 

        for child in kwdgroupNode:

            if child.tag == 'kwd':

                listOfkwd.append(config.schema[child.tag](child, kwdgroupNode))

            else:

                listOfkwd.append(xml.sameTag(child))

                log.addError('ERROR ({}): <{}> is not yet part of the schema\n{}'.format(inspect.currentframe().f_code.co_name, child.tag, xml.sameTag(child)))

    if listOfkwd: 

        kwdgroupTagging = ', '.join(listOfkwd)

        kwdgroupTagging = xml.tag('Keywords: ' + kwdgroupTagging, 'p', {'class':'Text_KW'})

    if kwdgroupTagging: kwdgroupTagging = '\n\n{}'.format(kwdgroupTagging)

    return kwdgroupTagging





def tag_relatedArticles(xmlObject):

    listOfRelatedArticles = []

    relatedArticleNodes = xmlObject.findall('.//article-meta/related-article')

    for child in relatedArticleNodes:

        listOfRelatedArticles.append(config.schema[child.tag](child, None))

    if listOfRelatedArticles: 

        return '\n'.join(listOfRelatedArticles)

    return ''

    

    

def tag_body(xmlObject):

    bodyNode = xmlObject.find('.//body')

    bodyTagging = config.schema[bodyNode.tag](bodyNode, None)

    return bodyTagging

    

    

def tag_backmatter(xmlObject):

    bodyNode = xmlObject.find('.//back')

    if not ET.iselement(bodyNode): return ''

    backmatterTagging = config.schema[bodyNode.tag](bodyNode, None)

    return backmatterTagging

    

'''

#this was disabled/remove on July 20, 2022 as part of the new design

def tag_conflictOfInterest(xmlObject):

    sections = xmlObject.findall('.//body/sec')

    for secNode in sections:

        titleNode = secNode.find('.//title')

        titleText = xml.getText(titleNode)

        if not titleText.find('Conflict of Interest') == -1:

            tagName = ''

            attribs = {}

            config.regParaCounter = 0

            formattedData = xml.processNode(tagName, attribs, secNode, None, excluded=['title'])

            tagging = formattedData.replace('', '


{}: '.format(titleText))

            

            #if tagging: tagging = tagging + '\n


The remaining authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.


'

            if tagging: return tagging

    return ''

'''    





def tag_PublisherNote(xmlObject):

    sections = xmlObject.findall('.//back/sec')

    tagging = ''

    for secNode in sections:

        titleNode = secNode.find('.//title')

        titleText = ''

        if ET.iselement(titleNode): titleText = xml.getText(titleNode)

        if titleText: titleText = '{}: '.format(titleText)

        secTypeValue = secNode.get('sec-type', None)

        if secTypeValue == 'disclaimer':

            tagName = ''

            attribs = {}

            config.regParaCounter = 0

            formattedData = xml.processNode(tagName, attribs, secNode, None, excluded=['title'])

            tagging = formattedData.replace('', '


{}'.format(titleText))

            return tagging

    log.addError('The required "Publisher\'s Note" section (disclaimer) not found!')

    return ''



'''

def tag_AuthorDisclaimer(xmlObject):

    sections = xmlObject.findall('.//body/sec')

    tagging = ''

    for secNode in sections:

        titleNode = secNode.find('.//title')

        titleText = xml.getText(titleNode)

        if not titleText.find('Disclaimer') == -1:

            tagName = ''

            attribs = {}

            config.regParaCounter = 0

            formattedData = xml.processNode(tagName, attribs, secNode, None, excluded=['title'])

            tagging = formattedData.replace('


', '


{}: '.format(titleText))

            return tagging

    return ''

'''

            

def tag_copyrightStatement(xmlObject):

    copyrightNode = xmlObject.find('.//article-meta/permissions/copyright-statement')

    licenseNode = xmlObject.find('.//article-meta/permissions/license/p')

    if not ET.iselement(copyrightNode): 

        log.addError('ERROR: "" element not found!')

        return ''

    if not ET.iselement(licenseNode): 

        log.addError('ERROR: "" element not found!')

        return ''

    licenseValue = xml.processNode('', {}, licenseNode, None)

    

    #Link Creative Commons

    licenseValue = licenseValue.replace('Creative Commons Attribution License (CC BY)', 'Creative Commons Attribution License (CC BY)')

    

    return xml.tag(xml.getText(copyrightNode) + '. ' + licenseValue, 'p', {'class':'Text_CD'})

    

    

def tag_citationLine(xmlObject):

    '''

    Citation:

    Lindner P, Hamilton W, Miloff A and Carlbring P (2019) How to Treat Depression With Low-Intensity Virtual Reality Interventions: Perspectives on Translating Cognitive Behavioral Techniques Into the Virtual Reality Modality and How to Make Anti-Depressive Use of Virtual Realityâ€“Unique Experiences. Front. Psychiatry 10:792. doi: 10.3389/fpsyt.2019.00792

    '''

    contribNodes = xmlObject.findall('.//contrib[@contrib-type="author"]')

    yearNode = xmlObject.find('.//article-meta/pub-date[@pub-type="epub"]/year')

    articleTitleNode = xmlObject.find('.//article-meta/title-group/article-title')

    journalNameNode = xmlObject.find('.//journal-meta/abbrev-journal-title')

    volumeNode = xmlObject.find('.//article-meta/volume')

    elocationIDnode = xmlObject.find('.//article-meta/elocation-id')

    doiNode = xmlObject.find('.//article-meta/article-id[@pub-id-type="doi"]')

    authors = util.citationLineAuthors(contribNodes)

    if not ET.iselement(yearNode):

        log.addError('ERROR: "" element not found for the "Citation:" line')

        return ''

    if not ET.iselement(articleTitleNode):

        log.addError('ERROR: "" element not found for the "Citation:" line')

        return ''

    if not ET.iselement(journalNameNode):

        log.addError('ERROR: "" element not found for the "Citation:" line')

        return ''

    if not ET.iselement(volumeNode):

        log.addError('ERROR: "" element not found for the "Citation:" line')

        return ''

    if not ET.iselement(elocationIDnode):

        log.addError('ERROR: "" element not found for the "Citation:" line')

        return ''

    if not ET.iselement(doiNode):

        log.addError('ERROR: "" element not found for the "Citation:" line')

        return ''

    articleTitleData = xml.processNode('', {}, articleTitleNode, None)



    #for Frontiers in Science

    if xml.getText(doiNode).startswith('10.3389/fsci.'): #for Frontiers in Science

        tagging = 'Citation:
{}. {}. {} ({}) {}:{}. doi: {}'.format(authors, articleTitleData, xml.getText(journalNameNode), xml.getText(yearNode), xml.getText(volumeNode), xml.getText(elocationIDnode), xml.getText(doiNode), xml.getText(doiNode))

    #non-Forntiers in Science

    else:

        tagging = 'Citation:
{} ({}) {}. {} {}:{}. doi: {}'.format(authors, xml.getText(yearNode), articleTitleData, xml.getText(journalNameNode), xml.getText(volumeNode), xml.getText(elocationIDnode), xml.getText(doiNode), xml.getText(doiNode))

        

    return xml.tag(tagging, 'p', {'class':'Text_CIT'})





def getXMLcontribs(xmlObject):

    nodes = xmlObject.findall('.//contrib')

    if nodes: return nodes

    return []

    








libs/schema_frontiers_utility.py

from xml.etree import ElementTree as ET

import re, os, sys, codecs, json

import datetime

import calendar

import libs.filesys as fso

import libs.config as config

import libs.myXML as xml

    

sys.stdout = codecs.getwriter("utf-8")(sys.stdout.detach())



def getMonthName(numericMonth):

    #print('NUMERIC MONTH: {}'.format(numericMonth))

    if numericMonth:

        return calendar.month_name[int(float(numericMonth))]

    return ''



    

def formatDate(dayValue, monthValue, yearValue):

    return '{} {} {}'.format(dayValue, getMonthName(monthValue), yearValue)



def formatTimeStamp(dayValue, monthValue, yearValue):

    return '{}-{}-{}'.format(yearValue, monthValue, dayValue)



def formatName(surname, given, jr, format='fsj'):

    if config.xmlfilename.startswith('fpsyt'):

        if format=='fsj': formattedName = '{} {} {}'.format(given, surname, jr)

        if format=='sfj': formattedName = '{} {} {}'.format(surname, given, jr)

        if format=='sjf': formattedName = '{} {}, {}'.format(surname, jr, given)

        if format=='ref-author': formattedName = '{} {} {}'.format(surname, given, jr)

        if format=='ref-editor': formattedName = '{} {} {}'.format(surname, jr, given)

    else:

        if format=='fsj': formattedName = '{} {} {}'.format(given, surname, jr)

        if format=='sfj': formattedName = '{}, {} {}'.format(surname, given, jr)

        if format=='sjf': formattedName = '{} {}, {}'.format(surname, jr, given)

        if format=='ref-author': formattedName = '{}, {} {}'.format(surname, given, jr)

        if format=='ref-editor': formattedName = '{} {} {}'.format(given, surname, jr)

        formattedName = formattedName.replace(' ,', ',')

    return formattedName.strip()

    

def breakAfterCountry(inputString, punctuationMarks=[]):

    settingContent = fso.readfile(config.countries)

    countryListJSON = json.loads(settingContent)

    afterMarker = '|'.join(punctuationMarks)

    for country in countryListJSON.keys():

        if punctuationMarks:

            for punctuation in punctuationMarks:

                searchStringBreak = ', {}{} <br/>\n'.format(country, punctuation)

                searchStringBreak1 = ', {}{}<br/>\n'.format(country, punctuation)

                searchString = ', {}{}'.format(country, punctuation)

                replacementString = ', {}<br/>\n'.format(country)

                if not inputString.find(searchStringBreak) == -1: 

                    replacementString = ', {}'.format(country)

                elif not inputString.find(searchStringBreak1) == -1: 

                    replacementString = ', {}'.format(country)

                inputString = inputString.replace(searchString, replacementString)

        else:

            searchString = ', {}'.format(country)

            replacementString = '{}<br/>\n'.format(country)

            inputString = inputString.replace(searchString, replacementString)

    return inputString



    

def citationLineAuthors(listOfAuthors):

    authors = []

    for authorNode in listOfAuthors:

        surnameNode = authorNode.find('.//surname')

        givenNode = authorNode.find('.//given-names')

        if ET.iselement(surnameNode): #this is an author

            surnameValue = xml.getText(surnameNode)

            givenValue = ''

            if ET.iselement(givenNode): givenValue = xml.getText(givenNode)

            initialGiven = _getInitial(givenValue)

            fullname = '{} {}'.format(surnameValue, initialGiven)

            if fullname.strip(): authors.append(fullname.strip())

        else:

            collabNode = authorNode.find('.//collab')

            if ET.iselement(collabNode):

                collabText = xml.getText(collabNode)

                if collabText: authors.append(collabText.strip())

            

            

    if not authors: return ''

    authCounter = 0

    formattedData = ''

    for author in authors:

        authCounter += 1

        if authCounter == 1:

            sep = ''

        elif authCounter == len(authors):

            sep = ' and '

        else:

            sep = ', '

        formattedData = '{}{}{}'.format(formattedData, sep, author)

    return formattedData

            

        

        

def _getInitial(givenname): 

    #print('name: {}'.format(givenname), flush=True)

    if givenname == '': return ''

    givenname = givenname.replace('.', '')

    givenname = givenname.replace('-', '- ')

    givenname = givenname.strip()

    initial = ''

    for name in givenname.split(' '):

        if name == 'Dr' or name == 'Mr':

            pass

        else:

            if not name: return ''

            #if name[0] == name[0].upper():

            #    initial = '{}{}'.format(initial, name[0])

            initial = '{}{}'.format(initial, name[0])

            if name.endswith('-'): initial = '{}{}'.format(initial, '-')

    if initial.endswith('-'): initial = initial[0:-1]

    return initial

        

def removeTags(stringWithTag):

    notags = re.sub('\<.*?\>', '', stringWithTag)

    return notags

    



def get_ListTagName(listNode):

    listTypeValues = {}

    listTypeValues['roman-upper'] = 'ol'

    listTypeValues['roman-lower'] = 'ol'

    listTypeValues['alpha-upper'] = 'ol'

    listTypeValues['alpha-lower'] = 'ol'

    listTypeValues['arabic'] = 'ol'

    listTypeValues['order'] = 'ol'

    listTypeValues['decimal'] = 'ol'

    listTypeValues['bullet'] = 'ul'

    listTypeValues['none'] = 'ul'

    listTypeValues['simple'] = 'ul'

    listType = listNode.get('list-type', None)

    if not listType: return 'ul'

    tagName = listTypeValues.get(listType, 'ul')

    return tagName








libs/data/countries.json

{

    "Afghanistan":{

        "cities":[]

    },

    "Albania":{

        "cities":[]

    },

    "Algeria":{

        "cities":[]

    },

    "Andorra":{

        "cities":[]

    },

    "Angola":{

        "cities":[]

    },

    "Antigua and Barbuda":{

        "cities":[]

    },

    "Argentina":{

        "cities":[]

    },

    "Armenia":{

        "cities":[]

    },

    "Australia":{

        "cities":[

            "Canberra, ACT", 

            "Canberra", 

            "Albury-Wodonga, NSW", 

            "Armidale, NSW", 

            "Ballina, NSW", 

            "Balranald, NSW", 

            "Batemans Bay, NSW", 

            "Bathurst, NSW", 

            "Bega, NSW", 

            "Bourke, NSW", 

            "Bowral, NSW", 

            "Broken Hill, NSW", 

            "Byron Bay, NSW", 

            "Camden, NSW", 

            "Campbelltown, NSW", 

            "Cobar, NSW", 

            "Coffs Harbour, NSW", 

            "Cooma, NSW", 

            "Coonabarabran, NSW", 

            "Coonamble, NSW", 

            "Cootamundra, NSW", 

            "Corowa, NSW", 

            "Cowra, NSW", 

            "Deniliquin, NSW", 

            "Dubbo, NSW", 

            "Forbes, NSW", 

            "Forster, NSW", 

            "Glen Innes, NSW", 

            "Gosford, NSW", 

            "Goulburn, NSW", 

            "Grafton, NSW", 

            "Griffith, NSW", 

            "Gundagai, NSW", 

            "Gunnedah, NSW", 

            "Hay, NSW", 

            "Inverell, NSW", 

            "Junee, NSW", 

            "Katoomba, NSW", 

            "Kempsey, NSW", 

            "Kiama, NSW", 

            "Kurri Kurri, NSW", 

            "Lake Cargelligo, NSW", 

            "Lismore, NSW", 

            "Lithgow, NSW", 

            "Maitland, NSW", 

            "Moree, NSW", 

            "Moruya, NSW", 

            "Murwillumbah, NSW", 

            "Muswellbrook, NSW", 

            "Nambucca Heads, NSW", 

            "Narrabri, NSW", 

            "Narrandera, NSW", 

            "Newcastle, NSW", 

            "Nowra-Bomaderry, NSW", 

            "Orange, NSW", 

            "Parkes, NSW", 

            "Parramatta, NSW", 

            "Penrith, NSW", 

            "Port Macquarie, NSW", 

            "Queanbeyan, NSW", 

            "Raymond Terrace, NSW", 

            "Richmond, NSW", 

            "Scone, NSW", 

            "Singleton, NSW", 

            "Sydney, NSW", 

            "Tamworth, NSW", 

            "Taree, NSW", 

            "Temora, NSW", 

            "Tenterfield, NSW", 

            "Tumut, NSW", 

            "Ulladulla, NSW", 

            "Wagga Wagga, NSW", 

            "Wauchope, NSW", 

            "Wellington, NSW", 

            "West Wyalong, NSW", 

            "Windsor, NSW", 

            "Wollongong, NSW", 

            "Wyong, NSW", 

            "Yass, NSW", 

            "Young, NSW", 

            "Alice Springs, NT", 

            "Anthony Lagoon, NT", 

            "Darwin, NT", 

            "Katherine, NT", 

            "Tennant Creek, NT", 

            "Ayr, QLD", 

            "Beaudesert, QLD", 

            "Blackwater, QLD", 

            "Bowen, QLD", 

            "Brisbane, QLD", 

            "Buderim, QLD", 

            "Bundaberg, QLD", 

            "Caboolture, QLD", 

            "Cairns, QLD", 

            "Charleville, QLD", 

            "Charters Towers, QLD", 

            "Cooktown, QLD", 

            "Dalby, QLD", 

            "Deception Bay, QLD", 

            "Emerald, QLD", 

            "Gatton, QLD", 

            "Gladstone, QLD", 

            "Gold Coast, QLD", 

            "Goondiwindi, QLD", 

            "Gympie, QLD", 

            "Hervey Bay, QLD", 

            "Ingham, QLD", 

            "Innisfail, QLD", 

            "Kingaroy, QLD", 

            "Mackay, QLD", 

            "Mareeba, QLD", 

            "Maroochydore, QLD", 

            "Maryborough, QLD", 

            "Moonie, QLD", 

            "Moranbah, QLD", 

            "Mount Isa, QLD", 

            "Mount Morgan, QLD", 

            "Moura, QLD", 

            "Redcliffe, QLD", 

            "Rockhampton, QLD", 

            "Roma, QLD", 

            "Stanthorpe, QLD", 

            "Toowoomba, QLD", 

            "Townsville, QLD", 

            "Warwick, QLD", 

            "Weipa, QLD", 

            "Winton, QLD", 

            "Yeppoon, QLD", 

            "Adelaide, SA", 

            "Ceduna, SA", 

            "Clare, SA", 

            "Coober Pedy, SA", 

            "Gawler, SA", 

            "Goolwa, SA", 

            "Iron Knob, SA", 

            "Leigh Creek, SA", 

            "Loxton, SA", 

            "Millicent, SA", 

            "Mount Gambier, SA", 

            "Murray Bridge, SA", 

            "Naracoorte, SA", 

            "Oodnadatta, SA", 

            "Port Adelaide Enfield, SA", 

            "Port Augusta, SA", 

            "Port Lincoln, SA", 

            "Port Pirie, SA", 

            "Renmark, SA", 

            "Victor Harbor, SA", 

            "Whyalla, SA", 

            "Tasmania", 

            "Beaconsfield, TAS", 

            "Bell Bay, TAS", 

            "Burnie, TAS", 

            "Devonport, TAS", 

            "Hobart, TAS", 

            "Kingston, TAS", 

            "Launceston, TAS", 

            "New Norfolk, TAS", 

            "Queenstown, TAS", 

            "Richmond, TAS", 

            "Rosebery, TAS", 

            "Smithton, TAS", 

            "Stanley, TAS", 

            "Ulverstone, TAS", 

            "Wynyard, TAS", 

            "Albury-Wodonga, VIC", 

            "Ararat, VIC", 

            "Bacchus Marsh, VIC", 

            "Bairnsdale, VIC", 

            "Ballarat, VIC", 

            "Beechworth, VIC", 

            "Benalla, VIC", 

            "Bendigo, VIC", 

            "Castlemaine, VIC", 

            "Colac, VIC", 

            "Echuca, VIC", 

            "Geelong, VIC", 

            "Hamilton, VIC", 

            "Healesville, VIC", 

            "Horsham, VIC", 

            "Kerang, VIC", 

            "Kyabram, VIC", 

            "Kyneton, VIC", 

            "Lakes Entrance, VIC", 

            "Maryborough, VIC", 

            "Melbourne, VIC", 

            "Mildura, VIC", 

            "Moe, VIC", 

            "Morwell, VIC", 

            "Parkville, VIC", 

            "Port Fairy, VIC", 

            "Portland, VIC", 

            "Sale, VIC", 

            "Sea Lake, VIC", 

            "Seymour, VIC", 

            "Shepparton, VIC", 

            "Sunbury, VIC", 

            "Swan Hill, VIC", 

            "Traralgon, VIC", 

            "Yarrawonga, VIC", 

            "Wangaratta, VIC", 

            "Warragul, VIC", 

            "Werribee, VIC", 

            "Wonthaggi, VIC", 

            "Bentley, WA", 

            "Broome, WA", 

            "Bunbury, WA", 

            "Busselton, WA", 

            "Coolgardie, WA", 

            "Dampier, WA", 

            "Derby, WA", 

            "Fremantle, WA", 

            "Geraldton, WA", 

            "Kalgoorlie, WA", 

            "Kambalda, WA", 

            "Katanning, WA", 

            "Kwinana, WA", 

            "Mandurah, WA", 

            "Meekatharra, WA", 

            "Mount Barker, WA", 

            "Narrogin, WA", 

            "Newman, WA", 

            "Northam, WA", 

            "Perth, WA", 

            "Port Hedland, WA", 

            "Tom Price, WA", 

            "Wyndham, WA",

            "xxx-INNER CITIES-xxx",

            "Collingwood, VIC",

            "Fitzroy North, VIC",

            "South Yarra, VIC",

            "St Kilda, VIC"

        ]

    },

    "Austria":{

        "cities":[]

    },

    "Azerbaijan":{

        "cities":[]

    },

    "Bahamas":{

        "cities":[]

    },

    "Bahrain":{

        "cities":[]

    },

    "Bangladesh":{

        "cities":[]

    },

    "Barbados":{

        "cities":[]

    },

    "Belarus":{

        "cities":[]

    },

    "Belgium":{

        "cities":[]

    },

    "Belize":{

        "cities":[]

    },

    "Benin":{

        "cities":[]

    },

    "Bhutan":{

        "cities":[]

    },

    "Bolivia":{

        "cities":[]

    },

    "Bosnia and Herzegovina":{

        "cities":[]

    },

    "Botswana":{

        "cities":[]

    },

    "Brazil":{

        "cities":[

            "Acre", 

            "Alagoas", 

            "Amapá", 

            "Amazonas", 

            "Bahia", 

            "Ceará", 

            "Brasília", 

            "Espírito Santo", 

            "Goiás", 

            "Maranhão", 

            "Mato Grosso", 

            "Mato Grosso do Sul", 

            "Minas Gerais", 

            "Pará", 

            "Paraíba", 

            "Paraná", 

            "Pernambuco", 

            "Piauí", 

            "Rio de Janeiro", 

            "Rio Grande do Norte", 

            "Rio Grande do Sul", 

            "Rondônia", 

            "Roraima", 

            "Santa Catarina", 

            "São Paulo", 

            "Sergipe", 

            "Tocantins"

        ]

    },

    "Brunei":{

        "cities":[]

    },

    "Bulgaria":{

        "cities":[]

    },

    "Burkina Faso":{

        "cities":[]

    },

    "Burundi":{

        "cities":[]

    },

    "Côte d'Ivoire":{

        "cities":[]

    },

    "Cabo Verde":{

        "cities":[]

    },

    "Cambodia":{

        "cities":[]

    },

    "Cameroon":{

        "cities":[]

    },

    "Canada":{

        "cities":[

            "Airdrie, AB", 

            "Beaumont, AB", 

            "Brooks, AB", 

            "Calgary, AB", 

            "Camrose, AB", 

            "Chestermere, AB", 

            "Cold Lake, AB", 

            "Edmonton, AB", 

            "Fort Saskatchewan, AB", 

            "Grande Prairie, AB", 

            "Lacombe, AB", 

            "Leduc, AB", 

            "Lethbridge, AB", 

            "Lloydminster, AB", 

            "Medicine Hat, AB", 

            "Red Deer, AB", 

            "Spruce Grove, AB", 

            "St. Albert, AB", 

            "Wetaskiwin, AB", 

            "Abbotsford, BC", 

            "Armstrong, BC", 

            "Burnaby, BC", 

            "Campbell River, BC", 

            "Castlegar, BC", 

            "Chilliwack, BC", 

            "Colwood, BC", 

            "Coquitlam, BC", 

            "Courtenay, BC", 

            "Cranbrook, BC", 

            "Dawson Creek, BC", 

            "Delta, BC", 

            "Duncan, BC", 

            "Enderby, BC", 

            "Fernie, BC", 

            "Fort St. John, BC", 

            "Grand Forks, BC", 

            "Greenwood, BC", 

            "Kamloops, BC", 

            "Kelowna, BC", 

            "Kimberley, BC", 

            "Langford, BC", 

            "Langley, BC", 

            "Maple Ridge, BC", 

            "Merritt, BC", 

            "Nanaimo, BC", 

            "Nelson, BC", 

            "New Westminster, BC", 

            "North Vancouver, BC", 

            "Parksville, BC", 

            "Penticton, BC", 

            "Pitt Meadows, BC", 

            "Port Alberni, BC", 

            "Port Coquitlam, BC", 

            "Port Moody, BC", 

            "Powell River, BC", 

            "Prince George, BC", 

            "Prince Rupert, BC", 

            "Quesnel, BC", 

            "Revelstoke, BC", 

            "Richmond, BC", 

            "Rossland, BC", 

            "Salmon Arm, BC", 

            "Surrey, BC", 

            "Terrace, BC", 

            "Trail, BC", 

            "Vancouver, BC", 

            "Vernon, BC", 

            "Victoria, BC", 

            "West Kelowna, BC", 

            "White Rock, BC", 

            "Williams Lake, BC", 

            "Brandon, MB", 

            "Dauphin, MB", 

            "Flin Flon, MB", 

            "Morden, MB", 

            "Portage la Prairie, MB", 

            "Selkirk, MB", 

            "Steinbach, MB", 

            "Thompson, MB", 

            "Winkler, MB", 

            "Winnipeg, MB", 

            "Bathurst , NB", 

            "Campbellton , NB", 

            "Dieppe , NB", 

            "Edmundston , NB", 

            "Fredericton , NB", 

            "Miramichi , NB", 

            "Moncton , NB", 

            "Saint John , NB", 

            "Corner Brook, NL", 

            "Mount Pearl, NL", 

            "St. John's, NL", 

            "Admirals Beach, NL", 

            "Anchor Point, NL", 

            "Appleton, NL", 

            "Aquaforte, NL", 

            "Arnold's Cove, NL", 

            "Avondale, NL", 

            "Badger, NL", 

            "Baie Verte, NL", 

            "Baine Harbour, NL", 

            "Bauline, NL", 

            "Bay Bulls, NL", 

            "Bay de Verde, NL", 

            "Bay L'Argent, NL", 

            "Bay Roberts, NL", 

            "Baytona, NL", 

            "Beachside, NL", 

            "Bellburns, NL", 

            "Belleoram, NL", 

            "Birchy Bay, NL", 

            "Bird Cove, NL", 

            "Bishop's Cove, NL", 

            "Bishop's Falls, NL", 

            "Bonavista, NL", 

            "Botwood, NL", 

            "Branch, NL", 

            "Brent's Cove, NL", 

            "Brighton, NL", 

            "Brigus, NL", 

            "Bryant's Cove, NL", 

            "Buchans, NL", 

            "Burgeo, NL", 

            "Burin, NL", 

            "Burlington, NL", 

            "Burnt Islands, NL", 

            "Campbellton, NL", 

            "Cape Broyle, NL", 

            "Cape St. George, NL", 

            "Carbonear, NL", 

            "Carmanville, NL", 

            "Cartwright, NL", 

            "Centreville-Wareham-Trinity, NL", 

            "Chance Cove, NL", 

            "Change Islands, NL", 

            "Channel-Port aux Basques, NL", 

            "Chapel Arm, NL", 

            "Charlottetown, NL", 

            "Charlottetown (Labrador), NL", 

            "Clarenville, NL", 

            "Clarke's Beach, NL", 

            "Coachman's Cove, NL", 

            "Colinet, NL", 

            "Colliers, NL", 

            "Come By Chance, NL", 

            "Comfort Cove-Newstead, NL", 

            "Conception Bay South, NL", 

            "Conception Harbour, NL", 

            "Conche, NL", 

            "Cook's Harbour, NL", 

            "Cormack, NL", 

            "Cottlesville, NL", 

            "Cow Head, NL", 

            "Cox's Cove, NL", 

            "Crow Head, NL", 

            "Cupids, NL", 

            "Daniel's Harbour, NL", 

            "Deer Lake, NL", 

            "Dover, NL", 

            "Duntara, NL", 

            "Eastport, NL", 

            "Elliston, NL", 

            "Embree, NL", 

            "Englee, NL", 

            "English Harbour East, NL", 

            "Fermeuse, NL", 

            "Ferryland, NL", 

            "Flatrock, NL", 

            "Fleur de Lys, NL", 

            "Flower's Cove, NL", 

            "Fogo Island, NL", 

            "Forteau, NL", 

            "Fortune, NL", 

            "Fox Cove-Mortier, NL", 

            "Fox Harbour, NL", 

            "Frenchman's Cove, NL", 

            "Gallants, NL", 

            "Gambo, NL", 

            "Gander, NL", 

            "Garnish, NL", 

            "Gaskiers-Point La Haye, NL", 

            "Gaultois, NL", 

            "Gillams, NL", 

            "Glenburnie-Birchy Head-Shoal Brook, NL", 

            "Glenwood, NL", 

            "Glovertown, NL", 

            "Goose Cove East, NL", 

            "Grand Bank, NL", 

            "Grand Falls-Windsor, NL", 

            "Grand le Pierre, NL", 

            "Greenspond, NL", 

            "Hampden, NL", 

            "Hant's Harbour, NL", 

            "Happy Adventure, NL", 

            "Happy Valley-Goose Bay, NL", 

            "Harbour Breton, NL", 

            "Harbour Grace, NL", 

            "Harbour Main-Chapel's Cove-Lakeview, NL", 

            "Hare Bay, NL", 

            "Hawke's Bay, NL", 

            "Heart's Content, NL", 

            "Heart's Delight-Islington, NL", 

            "Heart's Desire, NL", 

            "Hermitage-Sandyville, NL", 

            "Holyrood, NL", 

            "Howley, NL", 

            "Hughes Brook, NL", 

            "Humber Arm South, NL", 

            "Indian Bay, NL", 

            "Irishtown-Summerside, NL", 

            "Isle aux Morts, NL", 

            "Jackson's Arm, NL", 

            "Keels, NL", 

            "King's Cove, NL", 

            "King's Point, NL", 

            "Kippens, NL", 

            "Labrador City, NL", 

            "Lamaline, NL", 

            "L'Anse-au-Loup, NL", 

            "L'Anse-au-Clair, NL", 

            "Lark Harbour, NL", 

            "LaScie, NL", 

            "Lawn, NL", 

            "Leading Tickles, NL", 

            "Lewin's Cove, NL", 

            "Lewisporte, NL", 

            "Little Bay, NL", 

            "Little Bay East, NL", 

            "Little Bay Islands, NL", 

            "Little Burnt Bay, NL", 

            "Logy Bay-Middle Cove-Outer Cove, NL", 

            "Long Harbour-Mount Arlington Heights, NL", 

            "Lord's Cove, NL", 

            "Lourdes, NL", 

            "Lumsden, NL", 

            "Lushes Bight-Beaumont-Beaumont North, NL", 

            "Main Brook, NL", 

            "Mary's Harbour, NL", 

            "Marystown, NL", 

            "Massey Drive, NL", 

            "McIvers, NL", 

            "Meadows, NL", 

            "Middle Arm, NL", 

            "Miles Cove, NL", 

            "Millertown, NL", 

            "Milltown-Head of Bay d'Espoir, NL", 

            "Ming's Bight, NL", 

            "Morrisville, NL", 

            "Mount Carmel-Mitchells Brook-St. Catherines, NL", 

            "Mount Moriah, NL", 

            "Musgrave Harbour, NL", 

            "Musgravetown, NL", 

            "New Perlican, NL", 

            "New-Wes-Valley, NL", 

            "Nipper's Harbour, NL", 

            "Norman's Cove-Long Cove, NL", 

            "Norris Arm, NL", 

            "Norris Point, NL", 

            "North River, NL", 

            "North West River, NL", 

            "Northern Arm, NL", 

            "Old Perlican, NL", 

            "Pacquet, NL", 

            "Paradise, NL", 

            "Parkers Cove, NL", 

            "Parson's Pond, NL", 

            "Pasadena, NL", 

            "Peterview, NL", 

            "Petty Harbour-Maddox Cove, NL", 

            "Pilley's Island, NL", 

            "Pinware, NL", 

            "Placentia, NL", 

            "Point au Gaul, NL", 

            "Point Lance, NL", 

            "Point Leamington, NL", 

            "Point May, NL", 

            "Point of Bay, NL", 

            "Pool's Cove, NL", 

            "Port Anson, NL", 

            "Port au Choix, NL", 

            "Port au Port East, NL", 

            "Port au Port West-Aguathuna-Felix Cove, NL", 

            "Port Blandford, NL", 

            "Port Hope Simpson, NL", 

            "Port Kirwan, NL", 

            "Port Rexton, NL", 

            "Port Saunders, NL", 

            "Portugal Cove South, NL", 

            "Portugal Cove–St. Philip's, NL", 

            "Pouch Cove, NL", 

            "Raleigh, NL", 

            "Ramea, NL", 

            "Red Bay, NL", 

            "Red Harbour, NL", 

            "Reidville, NL", 

            "Rencontre East, NL", 

            "Renews-Cappahayden, NL", 

            "River of Ponds, NL", 

            "Riverhead, NL", 

            "Robert's Arm, NL", 

            "Rocky Harbour, NL", 

            "Roddickton-Bide Arm, NL", 

            "Rose Blanche-Harbour le Cou, NL", 

            "Rushoon, NL", 

            "Sally's Cove, NL", 

            "Salmon Cove, NL", 

            "Salvage, NL", 

            "Sandringham, NL", 

            "Sandy Cove, NL", 

            "Seal Cove, NL", 

            "Seal Cove (Fortune Bay), NL", 

            "Seal Cove (White Bay), NL", 

            "Small Point-Adam's Cove-Blackhead-Broad Cove, NL", 

            "South Brook, NL", 

            "South River, NL", 

            "Southern Harbour, NL", 

            "Spaniard's Bay, NL", 

            "Springdale, NL", 

            "St. Alban's, NL", 

            "St. Anthony, NL", 

            "St. Bernard's-Jacques Fontaine, NL", 

            "St. Brendan's, NL", 

            "St. Bride's, NL", 

            "St. George's, NL", 

            "St. Jacques-Coomb's Cove, NL", 

            "St. Joseph's, NL", 

            "St. Lawrence, NL", 

            "St. Lewis, NL", 

            "St. Lunaire-Griquet, NL", 

            "St. Mary's, NL", 

            "St. Pauls, NL", 

            "St. Shott's, NL", 

            "St. Vincent's-St. Stephen's-Peter's River, NL", 

            "Steady Brook, NL", 

            "Stephenville, NL", 

            "Stephenville Crossing, NL", 

            "Summerford, NL", 

            "Sunnyside, NL", 

            "Terra Nova, NL", 

            "Terrenceville, NL", 

            "Tilt Cove, NL", 

            "Torbay, NL", 

            "Traytown, NL", 

            "Trepassey, NL", 

            "Trinity, NL", 

            "Trinity Bay North, NL", 

            "Triton, NL", 

            "Trout River, NL", 

            "Twillingate, NL", 

            "Upper Island Cove, NL", 

            "Victoria, NL", 

            "Wabana, NL", 

            "Wabush, NL", 

            "West St. Modeste, NL", 

            "Westport, NL", 

            "Whitbourne, NL", 

            "Whiteway, NL", 

            "Winterland, NL", 

            "Winterton, NL", 

            "Witless Bay, NL", 

            "Woodstock, NL", 

            "Woody Point, NL", 

            "York Harbour, NL", 

            "Hopedale, NL", 

            "Makkovik, NL", 

            "Nain, NL", 

            "Postville, NL", 

            "Rigolet, NL", 

            "Aklavik, NT", 

            "Behchokǫ̀, NT", 

            "Deline, NT", 

            "Enterprise, NT", 

            "Fort Good Hope, NT", 

            "Fort Liard, NT", 

            "Fort McPherson, NT", 

            "Fort Providence, NT", 

            "Fort Resolution, NT", 

            "Fort Simpson, NT", 

            "Fort Smith, NT", 

            "Gamèti, NT", 

            "Hay River, NT", 

            "Inuvik, NT", 

            "Norman Wells, NT", 

            "Paulatuk, NT", 

            "Sachs Harbour, NT", 

            "Tsiigehtchic, NT", 

            "Tuktoyaktuk, NT", 

            "Tulita, NT", 

            "Ulukhaktok, NT", 

            "Wekweeti, NT", 

            "Whatì, NT", 

            "Yellowknife, NT", 

            "Aklavik, NWT", 

            "Behchokǫ̀, NWT", 

            "Deline, NWT", 

            "Enterprise, NWT", 

            "Fort Good Hope, NWT", 

            "Fort Liard, NWT", 

            "Fort McPherson, NWT", 

            "Fort Providence, NWT", 

            "Fort Resolution, NWT", 

            "Fort Simpson, NWT", 

            "Fort Smith, NWT", 

            "Gamèti, NWT", 

            "Hay River, NWT", 

            "Inuvik, NWT", 

            "Norman Wells, NWT", 

            "Paulatuk, NWT", 

            "Sachs Harbour, NWT", 

            "Tsiigehtchic, NWT", 

            "Tuktoyaktuk, NWT", 

            "Tulita, NWT", 

            "Ulukhaktok, NWT", 

            "Wekweeti, NWT", 

            "Whatì, NWT", 

            "Yellowknife, NWT", 

            "Amherst, NS", 

            "Annapolis Royal, NS", 

            "Antigonish, NS", 

            "Berwick, NS", 

            "Bridgewater, NS", 

            "Clark's Harbour, NS", 

            "Digby, NS", 

            "Kentville, NS", 

            "Lockeport, NS", 

            "Lunenburg, NS", 

            "Mahone Bay, NS", 

            "Middleton, NS", 

            "Mulgrave, NS", 

            "New Glasgow, NS", 

            "Oxford, NS", 

            "Pictou, NS", 

            "Port Hawkesbury, NS", 

            "Shelburne, NS", 

            "Stellarton, NS", 

            "Stewiacke, NS", 

            "Trenton, NS", 

            "Truro, NS", 

            "Westville, NS", 

            "Windsor, NS", 

            "Wolfville, NS", 

            "Yarmouth, NS", 

            "Arctic Bay, NU", 

            "Arviat, NU", 

            "Baker Lake, NU", 

            "Cambridge Bay, NU", 

            "Cape Dorset, NU", 

            "Chesterfield Inlet, NU", 

            "Clyde River, NU", 

            "Coral Harbour, NU", 

            "Gjoa Haven, NU", 

            "Grise Fiord, NU", 

            "Hall Beach, NU", 

            "Igloolik, NU", 

            "Iqaluit, NU", 

            "Kimmirut, NU", 

            "Kugaaruk, NU", 

            "Kugluktuk, NU", 

            "Naujaate, NU", 

            "Naujaat, NU", 

            "Naujaat[e], NU", 

            "Pangnirtung, NU", 

            "Pond Inlet, NU", 

            "Qikiqtarjuaq, NU", 

            "Rankin Inlet, NU", 

            "Resolute, NU", 

            "Sanikiluaq, NU", 

            "Taloyoak, NU", 

            "Whale Cove, NU", 

            "Barrie, ON", 

            "Belleville, ON", 

            "Brampton, ON", 

            "Brant, ON", 

            "Brantford, ON", 

            "Brockville, ON", 

            "Burlington, ON", 

            "Cambridge, ON", 

            "Clarence-Rockland, ON", 

            "Cornwall, ON", 

            "Dryden, ON", 

            "Elliot Lake, ON", 

            "Greater Sudbury, ON", 

            "Guelph, ON", 

            "Haldimand County, ON", 

            "Hamilton, ON", 

            "Kawartha Lakes, ON", 

            "Kenora, ON", 

            "Kingston, ON", 

            "Kitchener, ON", 

            "London, ON", 

            "Markham, ON", 

            "Mississauga, ON", 

            "Niagara Falls, ON", 

            "Norfolk County, ON", 

            "North Bay, ON", 

            "Orillia, ON", 

            "Oshawa, ON", 

            "Ottawa, ON", 

            "Owen Sound, ON", 

            "Pembroke, ON", 

            "Peterborough, ON", 

            "Pickering, ON", 

            "Port Colborne, ON", 

            "Prince Edward County, ON", 

            "Quinte West, ON", 

            "Richmond Hill, ON", 

            "Sarnia, ON", 

            "Sault Ste. Marie, ON", 

            "St. Catharines, ON", 

            "St. Thomas, ON", 

            "Stratford, ON", 

            "Temiskaming Shores, ON", 

            "Thorold, ON", 

            "Thunder Bay, ON", 

            "Timmins, ON", 

            "Toronto, ON", 

            "Vaughan, ON", 

            "Waterloo, ON", 

            "Welland, ON", 

            "Windsor, ON", 

            "Woodstock, ON", 

            "Charlottetown, PE", 

            "Summerside, PE", 

            "Alberton, PE", 

            "Borden-Carleton, PE", 

            "Cornwall, PE", 

            "Kensington, PE", 

            "North Rustico, PE", 

            "O'Leary, PE", 

            "Souris, PE", 

            "Stratford, PE", 

            "Three Rivers, PE", 

            "Tignish, PE", 

            "Abram-Village, PE", 

            "Afton, PE", 

            "Alexandra, PE", 

            "Annandale-Little Pond-Howe Bay, PE", 

            "Bedeque and Area, PE", 

            "Belfast, PE", 

            "Bonshaw, PE", 

            "Brackley, PE", 

            "Breadalbane, PE", 

            "Central Kings, PE", 

            "Central Prince, PE", 

            "Clyde River, PE", 

            "Crapaud, PE", 

            "Darlington, PE", 

            "Eastern Kings, PE", 

            "Greenmount-Montrose, PE", 

            "Hampshire, PE", 

            "Hazelbrook, PE", 

            "Hunter River, PE", 

            "Kingston, PE", 

            "Kinkora, PE", 

            "Linkletter, PE", 

            "Lot 11 and Area, PE", 

            "Malpeque Bay, PE", 

            "Meadowbank, PE", 

            "Miltonvale Park, PE", 

            "Miminegash, PE", 

            "Miscouche, PE", 

            "Morell, PE", 

            "Mount Stewart, PE", 

            "Murray Harbour, PE", 

            "Murray River, PE", 

            "New Haven-Riverdale, PE", 

            "North Shore, PE", 

            "North Wiltshire, PE", 

            "Northport, PE", 

            "Sherbrooke, PE", 

            "Souris West, PE", 

            "St. Felix, PE", 

            "St. Louis, PE", 

            "St. Nicholas, PE", 

            "St. Peters Bay, PE", 

            "Tignish Shore, PE", 

            "Tyne Valley, PE", 

            "Union Road, PE", 

            "Victoria, PE", 

            "Warren Grove, PE", 

            "Wellington, PE", 

            "West River, PE", 

            "York, PE", 

            "Stanley Bridge, Hope River, Bayview, Cavendish and North Rustico, PE", 

            "Acton Vale, QC", 

            "Alma, QC", 

            "Amos, QC", 

            "Amqui, QC", 

            "Asbestos, QC", 

            "Baie-Comeau, QC", 

            "Baie-D'Urfé, QC", 

            "Baie-Saint-Paul, QC", 

            "Barkmere, QC", 

            "Beaconsfield, QC", 

            "Beauceville, QC", 

            "Beauharnois, QC", 

            "Beaupré, QC", 

            "Bécancour, QC", 

            "Bedford, QC", 

            "Belleterre, QC", 

            "Beloeil, QC", 

            "Berthierville, QC", 

            "Blainville, QC", 

            "Boisbriand, QC", 

            "Bois-des-Filion, QC", 

            "Bonaventure, QC", 

            "Boucherville, QC", 

            "Brome Lake, QC", 

            "Bromont, QC", 

            "Brossard, QC", 

            "Brownsburg-Chatham, QC", 

            "Candiac, QC", 

            "Cap-Chat, QC", 

            "Cap-Santé, QC", 

            "Carignan, QC", 

            "Carleton-sur-Mer, QC", 

            "Causapscal, QC", 

            "Chambly, QC", 

            "Chandler, QC", 

            "Chapais, QC", 

            "Charlemagne, QC", 

            "Châteauguay, QC", 

            "Château-Richer, QC", 

            "Chibougamau, QC", 

            "Clermont, QC", 

            "Coaticook, QC", 

            "Contrecoeur, QC", 

            "Cookshire-Eaton, QC", 

            "Côte Saint-Luc, QC", 

            "Coteau-du-Lac, QC", 

            "Cowansville, QC", 

            "Danville, QC", 

            "Daveluyville, QC", 

            "Dégelis, QC", 

            "Delson, QC", 

            "Desbiens, QC", 

            "Deux-Montagnes, QC", 

            "Disraeli, QC", 

            "Dolbeau-Mistassini, QC", 

            "Dollard-des-Ormeaux, QC", 

            "Donnacona, QC", 

            "Dorval, QC", 

            "Drummondville, QC", 

            "Dunham, QC", 

            "Duparquet, QC", 

            "East Angus, QC", 

            "Estérel, QC", 

            "Farnham, QC", 

            "Fermont, QC", 

            "Forestville, QC", 

            "Fossambault-sur-le-Lac, QC", 

            "Gaspé, QC", 

            "Gatineau, QC", 

            "Gracefield, QC", 

            "Granby, QC", 

            "Grande-Rivière, QC", 

            "Hampstead, QC", 

            "Hudson, QC", 

            "Huntingdon, QC", 

            "Joliette, QC", 

            "Kingsey Falls, QC", 

            "Kirkland, QC", 

            "La Malbaie, QC", 

            "La Pocatière, QC", 

            "La Prairie, QC", 

            "La Sarre, QC", 

            "La Tuque, QC", 

            "Lac-Delage, QC", 

            "Lachute, QC", 

            "Lac-Mégantic, QC", 

            "Lac-Saint-Joseph, QC", 

            "Lac-Sergent, QC", 

            "L'Ancienne-Lorette, QC", 

            "L'Assomption, QC", 

            "Laval, QC", 

            "Lavaltrie, QC", 

            "Lebel-sur-Quévillon, QC", 

            "L'Épiphanie, QC", 

            "Léry, QC", 

            "Lévis, QC", 

            "L'Île-Cadieux, QC", 

            "L'Île-Dorval, QC", 

            "L'Île-Perrot, QC", 

            "Longueuil, QC", 

            "Lorraine, QC", 

            "Louiseville, QC", 

            "Macamic, QC", 

            "Magog, QC", 

            "Malartic, QC", 

            "Maniwaki, QC", 

            "Marieville, QC", 

            "Mascouche, QC", 

            "Matagami, QC", 

            "Matane, QC", 

            "Mercier, QC", 

            "Métabetchouan–Lac-à-la-Croix, QC", 

            "Métis-sur-Mer, QC", 

            "Mirabel, QC", 

            "Mont-Joli, QC", 

            "Mont-Laurier, QC", 

            "Montmagny, QC", 

            "Montreal, QC", 

            "Montreal West, QC", 

            "Montréal-Est, QC", 

            "Mont-Saint-Hilaire, QC", 

            "Mont-Tremblant, QC", 

            "Mount Royal, QC", 

            "Murdochville, QC", 

            "Neuville, QC", 

            "New Richmond, QC", 

            "Nicolet, QC", 

            "Normandin, QC", 

            "Notre-Dame-de-l'Île-Perrot, QC", 

            "Notre-Dame-des-Prairies, QC", 

            "Otterburn Park, QC", 

            "Paspébiac, QC", 

            "Percé, QC", 

            "Pincourt, QC", 

            "Plessisville, QC", 

            "Pohénégamook, QC", 

            "Pointe-Claire, QC", 

            "Pont-Rouge, QC", 

            "Port-Cartier, QC", 

            "Portneuf, QC", 

            "Prévost, QC", 

            "Princeville, QC", 

            "Québec, QC", 

            "Repentigny, QC", 

            "Richelieu, QC", 

            "Richmond, QC", 

            "Rimouski, QC", 

            "Rivière-du-Loup, QC", 

            "Rivière-Rouge, QC", 

            "Roberval, QC", 

            "Rosemère, QC", 

            "Rouyn-Noranda, QC", 

            "Saguenay, QC", 

            "Saint-Augustin-de-Desmaures, QC", 

            "Saint-Basile, QC", 

            "Saint-Basile-le-Grand, QC", 

            "Saint-Bruno-de-Montarville, QC", 

            "Saint-Césaire, QC", 

            "Saint-Colomban, QC", 

            "Saint-Constant, QC", 

            "Sainte-Adèle, QC", 

            "Sainte-Agathe-des-Monts, QC", 

            "Sainte-Anne-de-Beaupré, QC", 

            "Sainte-Anne-de-Bellevue, QC", 

            "Sainte-Anne-des-Monts, QC", 

            "Sainte-Anne-des-Plaines, QC", 

            "Sainte-Catherine, QC", 

            "Sainte-Catherine-de-la-Jacques-Cartier, QC", 

            "Sainte-Julie, QC", 

            "Sainte-Marguerite-du-Lac-Masson, QC", 

            "Sainte-Marie, QC", 

            "Sainte-Marthe-sur-le-Lac, QC", 

            "Sainte-Thérèse, QC", 

            "Saint-Eustache, QC", 

            "Saint-Félicien, QC", 

            "Saint-Gabriel, QC", 

            "Saint-Georges, QC", 

            "Saint-Hyacinthe, QC", 

            "Saint-Jean-sur-Richelieu, QC", 

            "Saint-Jérôme, QC", 

            "Saint-Joseph-de-Beauce, QC", 

            "Saint-Joseph-de-Sorel, QC", 

            "Saint-Lambert, QC", 

            "Saint-Lazare, QC", 

            "Saint-Lin-Laurentides, QC", 

            "Saint-Marc-des-Carrières, QC", 

            "Saint-Ours, QC", 

            "Saint-Pamphile, QC", 

            "Saint-Pascal, QC", 

            "Saint-Pie, QC", 

            "Saint-Raymond, QC", 

            "Saint-Rémi, QC", 

            "Saint-Sauveur, QC", 

            "Saint-Tite, QC", 

            "Salaberry-de-Valleyfield, QC", 

            "Schefferville, QC", 

            "Scotstown, QC", 

            "Senneterre, QC", 

            "Sept-Îles, QC", 

            "Shawinigan, QC", 

            "Sherbrooke, QC", 

            "Sorel-Tracy, QC", 

            "Stanstead, QC", 

            "Sutton, QC", 

            "Témiscaming, QC", 

            "Témiscouata-sur-le-Lac, QC", 

            "Terrebonne, QC", 

            "Thetford Mines, QC", 

            "Thurso, QC", 

            "Trois-Pistoles, QC", 

            "Trois-Rivières, QC", 

            "Valcourt, QC", 

            "Val-d'Or, QC", 

            "Varennes, QC", 

            "Vaudreuil-Dorion, QC", 

            "Victoriaville, QC", 

            "Ville-Marie, QC", 

            "Warwick, QC", 

            "Waterloo, QC", 

            "Waterville, QC", 

            "Westmount, QC", 

            "Windsor, QC", 

            "Estevan, SK", 

            "Flin Flon, SK", 

            "Humboldt, SK", 

            "Lloydminster, SK", 

            "Martensville, SK", 

            "Meadow Lake, SK", 

            "Melfort, SK", 

            "Melville, SK", 

            "Moose Jaw, SK", 

            "North Battleford, SK", 

            "Prince Albert, SK", 

            "Regina, SK", 

            "Saskatoon, SK", 

            "Swift Current, SK", 

            "Warman, SK", 

            "Weyburn, SK", 

            "Yorkton, SK", 

            "Carmacks, YT", 

            "Dawson, YT", 

            "Faro, YT", 

            "Haines Junction, YT", 

            "Mayo, YT", 

            "Teslin, YT", 

            "Watson Lake, YT", 

            "Whitehorse, YT"

        ]

    },

    "Central African Republic":{

        "cities":[]

    },

    "Chad":{

        "cities":[]

    },

    "Chile":{

        "cities":[]

    },

    "China":{

        "cities":[

            "Acheng", 

            "Ankang", 

            "Anqing", 

            "Anshan", 

            "Anshun", 

            "Anyang", 

            "Baicheng", 

            "Baise", 

            "Baoding", 

            "Baoji", 

            "Baotou", 

            "Beihai", 

            "Beijing", 

            "Beipiao", 

            "Bengbu", 

            "Benxi", 

            "Binxian", 

            "Cangzhou", 

            "Changchun", 

            "Changde", 

            "Changsha", 

            "Changshu", 

            "Changzhi", 

            "Changzhou", 

            "Chaozhou", 

            "Chengde", 

            "Chengdu", 

            "Chifeng", 

            "Chongqing", 

            "Dali", 

            "Dalian", 

            "Dandong", 

            "Datong", 

            "Daye", 

            "Dezhou", 

            "Dunhuang", 

            "Duolun", 

            "Duyun", 

            "Erenhot", 

            "Fenghua", 

            "Foshan", 

            "Fushun", 

            "Fuxin", 

            "Fuzhou", 

            "Ganzhou", 

            "Gartok", 

            "Gejiu", 

            "Golmud", 

            "Guangzhou", 

            "Guangzhou, Guangdong", 

            "Guilin", 

            "Guiyang", 

            "Gyangzê", 

            "Haikou", 

            "Hailar", 

            "Hami", 

            "Handan", 

            "Hangzhou", 

            "Hankou", 

            "Hanyang", 

            "Hanzhong", 

            "Harbin", 

            "Hebi", 

            "Hechuan", 

            "Hefei", 

            "Hegang", 

            "Hengyang", 

            "Hohhot", 

            "Hong Kong", 

            "Hotan", 

            "Huai’an", 

            "Huainan", 

            "Huaiyin", 

            "Huangshan", 

            "Huangshi", 

            "Hulan", 

            "Huzhou", 

            "Ji’an", 

            "Jiamusi", 

            "Jiangmen", 

            "Jiaozuo", 

            "Jiaxing", 

            "Jilin", 

            "Jinan", 

            "Jingdezhen", 

            "Jinghong", 

            "Jingzhou", 

            "Jinhua", 

            "Jining", 

            "Jinshi", 

            "Jinzhong", 

            "Jinzhou", 

            "Jiujiang", 

            "Jiuquan", 

            "Jixi", 

            "Kaifeng", 

            "Kaiyuan", 

            "Kalgan", 

            "Kangding", 

            "Karamay", 

            "Kashgar", 

            "Kucha", 

            "Kuldja", 

            "Kunming", 

            "Lüshun", 

            "Lanzhou", 

            "Laohekou", 

            "Lenghu", 

            "Lhasa", 

            "Lianyungang", 

            "Liaoyang", 

            "Liaoyuan", 

            "Linfen", 

            "Linzi", 

            "Liuzhou", 

            "Longyan", 

            "Luohe", 

            "Luoyang", 

            "Luzhou", 

            "Ma’anshan", 

            "Macau", 

            "Manzhouli", 

            "Maoming", 

            "Meizhou", 

            "Mianyang", 

            "Mudanjiang", 

            "Nanchang", 

            "Nanchong", 

            "Nanjing", 

            "Nanning", 

            "Nanping", 

            "Nantong", 

            "Nanyang", 

            "Neijiang", 

            "Ningbo", 

            "Pingliang", 

            "Pingxiang", 

            "Pu’er", 

            "Puzhou", 

            "Qingdao", 

            "Qinhuangdao", 

            "Qiqihar", 

            "Quanzhou", 

            "Qufu", 

            "Quzhou", 

            "Rizhao",

            "Sanming", 

            "Shanghai", 

            "Shangluo", 

            "Shangqiu", 

            "Shangrao", 

            "Shanhaiguan", 

            "Shantou", 

            "Shaoguan", 

            "Shaowu", 

            "Shaoxing", 

            "Shaoyang", 

            "Shenyang", 

            "Shenzhen", 

            "Shexian", 

            "Shihezi", 

            "Shijiazhuang", 

            "Shuangyashan", 

            "Siping", 

            "Suzhou", 

            "Taiyuan", 

            "Taizhou", 

            "Tanggu", 

            "Tangshan", 

            "Tianjin", 

            "Tianshui", 

            "Tongcheng", 

            "Tongguan", 

            "Tonghua", 

            "Tongliao", 

            "Tongling", 

            "Turfan", 

            "Ürümqi", 

            "Victoria", 

            "Wafangdian", 

            "Wanzhou", 

            "Weifang", 

            "Weihai", 

            "Wenzhou    ", 

            "Wuchang", 

            "Wuhan", 

            "Wuhu", 

            "Wutongqiao", 

            "Wuwei", 

            "Wuxi", 

            "Wuzhou", 

            "Xi’an", 

            "Xiamen", 

            "Xiangfan", 

            "Xiangtan", 

            "Xianyang", 

            "Xigazê", 

            "Xingtai", 

            "Xining", 

            "Xinxiang", 

            "Xinyang", 

            "Xuancheng", 

            "Xuanhua", 

            "Xuchang", 

            "Xuzhou", 

            "Ya’an", 

            "Yan’an", 

            "Yancheng", 

            "Yangquan", 

            "Yangzhou", 

            "Yanji", 

            "Yantai", 

            "Yarkand", 

            "Yibin", 

            "Yichang", 

            "Yichun", 

            "Yinchuan", 

            "Yingkou", 

            "Yiyang", 

            "Yong’an", 

            "Yueyang", 

            "Yulin", 

            "Yumen", 

            "Zaozhuang", 

            "Zhangshu", 

            "Zhangzhou", 

            "Zhanjiang", 

            "Zhaoqing", 

            "Zhengding", 

            "Zhengzhou", 

            "Zhenjiang", 

            "Zhongshan", 

            "Zhoukou", 

            "Zhuzhou", 

            "Zibo", 

            "Zigong", 

            "Zunyi"

        ]

    },

    "Colombia":{

        "cities":[]

    },

    "Comoros":{

        "cities":[]

    },

    "Congo":{

        "cities":[]

    },

    "Costa Rica":{

        "cities":[]

    },

    "Croatia":{

        "cities":[]

    },

    "Cuba":{

        "cities":[]

    },

    "Cyprus":{

        "cities":[]

    },

    "Czech Republic":{

        "cities":[

            "Brno", 

            "České Budějovice", 

            "Chomutov", 

            "Děčín", 

            "Frýdek-Místek", 

            "Havířov", 

            "Hradec Králové", 

            "Jihlava", 

            "Karlovy Vary", 

            "Karviná", 

            "Kladno", 

            "Liberec", 

            "Mladá Boleslav", 

            "Most", 

            "Olomouc", 

            "Opava", 

            "Ostrava", 

            "Přerov", 

            "Pardubice", 

            "Plzeň", 

            "Prague", 

            "Praha", 

            "Teplice", 

            "Ústí nad Labem", 

            "Zlín"

        ]

    },

    "Czechia":{

        "cities":[

            "Brno", 

            "České Budějovice", 

            "Chomutov", 

            "Děčín", 

            "Frýdek-Místek", 

            "Havířov", 

            "Hradec Králové", 

            "Jihlava", 

            "Karlovy Vary", 

            "Karviná", 

            "Kladno", 

            "Liberec", 

            "Mladá Boleslav", 

            "Most", 

            "Olomouc", 

            "Opava", 

            "Ostrava", 

            "Přerov", 

            "Pardubice", 

            "Plzeň", 

            "Prague", 

            "Praha", 

            "Teplice", 

            "Ústí nad Labem", 

            "Zlín"

        ]

    },

    "DR Congo":{

        "cities":[]

    },

    "Congo":{

        "cities":[]

    },

    "Denmark":{

        "cities":[]

    },

    "Djibouti":{

        "cities":[]

    },

    "Dominica":{

        "cities":[]

    },

    "Dominican Republic":{

        "cities":[]

    },

    "Ecuador":{

        "cities":[]

    },

    "Egypt":{

        "cities":[]

    },

    "El Salvador":{

        "cities":[]

    },

    "Equatorial Guinea":{

        "cities":[]

    },

    "Eritrea":{

        "cities":[]

    },

    "Estonia":{

        "cities":[]

    },

    "Eswatini":{

        "cities":[]

    },

    "Ethiopia":{

        "cities":[]

    },

    "Fiji":{

        "cities":[]

    },

    "Finland":{

        "cities":[]

    },

    "France":{

        "cities":[

            "Paris",

            "Marseille",

            "Lyon",

            "Toulouse",

            "Nice",

            "Nantes",

            "Strasbourg",

            "Montpellier",

            "Bordeaux",

            "Lille",

            "Rennes",

            "Reims",

            "Le Havre",

            "Saint-Étienne",

            "Toulon",

            "Grenoble",

            "Dijon",

            "Nîmes",

            "Angers",

            "Villeurbanne",

            "Le Mans",

            "Saint-Denis",

            "Aix-en-Provence",

            "Clermont-Ferrand",

            "Brest",

            "Limoges",

            "Tours",

            "Amiens",

            "Perpignan",

            "Metz",

            "Besançon",

            "Boulogne-Billancourt",

            "Orléans",

            "Mulhouse",

            "Rouen",

            "Saint-Denis",

            "Caen",

            "Argenteuil",

            "Saint-Paul",

            "Montreuil",

            "Nancy",

            "Roubaix",

            "Tourcoing",

            "Nanterre",

            "Avignon",

            "Vitry-sur-Seine",

            "Créteil",

            "Dunkirk",

            "Poitiers",

            "Asnières-sur-Seine",

            "Courbevoie",

            "Versailles",

            "Colombes",

            "Fort-de-France",

            "Aulnay-sous-Bois",

            "Saint-Pierre",

            "Rueil-Malmaison",

            "Pau",

            "Aubervilliers",

            "Le Tampon",

            "Champigny-sur-Marne",

            "Antibes",

            "Béziers",

            "La Rochelle",

            "Saint-Maur-des-Fossés",

            "Cannes",

            "Calais",

            "Saint-Nazaire",

            "Mérignac",

            "Drancy",

            "Colmar",

            "Ajaccio",

            "Bourges",

            "Issy-les-Moulineaux",

            "Levallois-Perret",

            "La Seyne-sur-Mer",

            "Quimper",

            "Noisy-le-Grand",

            "Villeneuve-d'Ascq",

            "Neuilly-sur-Seine",

            "Valence",

            "Antony",

            "Cergy",

            "Vénissieux",

            "Pessac",

            "Troyes",

            "Clichy",

            "Ivry-sur-Seine",

            "Chambéry",

            "Lorient",

            "Les Abymes",

            "Montauban",

            "Sarcelles",

            "Niort",

            "Villejuif",

            "Saint-André",

            "Hyères",

            "Saint-Quentin",

            "Beauvais",

            "Épinay-sur-Seine",

            "Cayenne",

            "Maisons-Alfort",

            "Cholet",

            "Meaux",

            "Chelles",

            "Pantin",

            "Évry",

            "Fontenay-sous-Bois",

            "Fréjus",

            "Vannes",

            "Bondy",

            "Le Blanc-Mesnil",

            "La Roche-sur-Yon",

            "Saint-Louis",

            "Arles",

            "Clamart",

            "Narbonne",

            "Annecy",

            "Sartrouville",

            "Grasse",

            "Laval",

            "Belfort",

            "Bobigny",

            "Évreux",

            "Vincennes",

            "Montrouge",

            "Sevran",

            "Albi",

            "Charleville-Mézières",

            "Suresnes",

            "Martigues",

            "Corbeil-Essonnes",

            "Saint-Ouen",

            "Bayonne",

            "Cagnes-sur-Mer",

            "Brive-la-Gaillarde",

            "Carcassonne",

            "Massy",

            "Blois",

            "Aubagne",

            "Saint-Brieuc",

            "Châteauroux",

            "Chalon-sur-Saône",

            "Mantes-la-Jolie",

            "Meudon",

            "Saint-Malo",

            "Châlons-en-Champagne",

            "Alfortville",

            "Sète",

            "Salon-de-Provence",

            "Vaulx-en-Velin",

            "Puteaux",

            "Rosny-sous-Bois",

            "Saint-Herblain",

            "Gennevilliers",

            "Le Cannet",

            "Livry-Gargan",

            "Saint-Priest",

            "Istres",

            "Valenciennes",

            "Choisy-le-Roi",

            "Caluire-et-Cuire",

            "Boulogne-sur-Mer",

            "Bastia",

            "Angoulême",

            "Garges-lès-Gonesse",

            "Castres",

            "Thionville",

            "Wattrelos",

            "Talence",

            "Saint-Laurent-du-Maroni",

            "Douai",

            "Noisy-le-Sec",

            "Tarbes",

            "Arras",

            "Alès",

            "La Courneuve",

            "Bourg-en-Bresse",

            "Compiègne",

            "Gap",

            "Melun",

            "Le Lamentin",

            "Rezé",

            "Saint-Germain-en-Laye",

            "Marcq-en-Barœul",

            "Gagny",

            "Anglet",

            "Draguignan",

            "Chartres",

            "Bron",

            "Bagneux",

            "Colomiers",

            "Saint-Martin-d'Hères",

            "Pontault-Combault",

            "Montluçon",

            "Joué-lès-Tours",

            "Saint-Joseph",

            "Poissy",

            "Savigny-sur-Orge",

            "Cherbourg-Octeville",

            "Montélimar",

            "Villefranche-sur-Saône",

            "Stains",

            "Saint-Benoît",

            "Bagnolet",

            "Châtillon",

            "Le Port",

            "Sainte-Geneviève-des-Bois",

            "Échirolles",

            "Roanne",

            "Villepinte",

            "Saint-Chamond",

            "Conflans-Sainte-Honorine",

            "Auxerre",

            "Nevers",

            "Neuilly-sur-Marne",

            "La Ciotat",

            "Tremblay-en-France",

            "Thonon-les-Bains",

            "Vitrolles",

            "Haguenau",

            "Six-Fours-les-Plages",

            "Agen",

            "Creil",

            "Annemasse",

            "Saint-Raphaël",

            "Marignane",

            "Romans-sur-Isère",

            "Montigny-le-Bretonneux",

            "Le Perreux-sur-Marne",

            "Franconville",

            "Mâcon",

            "Saint-Leu",

            "Cambrai",

            "Châtenay-Malabry",

            "Sainte-Marie",

            "Villeneuve-Saint-Georges",

            "Houilles",

            "Épinal",

            "Lens",

            "Liévin",

            "Les Mureaux",

            "Schiltigheim",

            "La Possession",

            "Meyzieu",

            "Dreux",

            "Nogent-sur-Marne",

            "Plaisir",

            "Mont-de-Marsan",

            "Palaiseau",

            "Châtellerault",

            "Goussainville",

            "L'Haÿ-les-Roses",

            "Viry-Châtillon",

            "Vigneux-sur-Seine",

            "Chatou",

            "Trappes",

            "Clichy-sous-Bois",

            "Rillieux-la-Pape",

            "Villenave-d'Ornon",

            "Maubeuge",

            "Charenton-le-Pont",

            "Malakoff",

            "Matoury",

            "Dieppe",

            "Athis-Mons",

            "Savigny-le-Temple",

            "Périgueux",

            "Baie-Mahault",

            "Vandoeuvre-lès-Nancy",

            "Pontoise",

            "Aix-les-Bains",

            "Cachan",

            "Vienne",

            "Thiais",

            "Orange",

            "Saint-Médard-en-Jalles",

            "Villemomble",

            "Saint-Cloud",

            "Saint-Laurent-du-Var",

            "Yerres",

            "Saint-Étienne-du-Rouvray",

            "Sotteville-lès-Rouen",

            "Draveil",

            "Le Chesnay",

            "Bois-Colombes",

            "Le Plessis-Robinson",

            "La Garenne-Colombes",

            "Lambersart",

            "Soissons",

            "Pierrefitte-sur-Seine",

            "Carpentras",

            "Villiers-sur-Marne",

            "Vanves",

            "Menton",

            "Bergerac",

            "Ermont",

            "Bezons",

            "Grigny",

            "Guyancourt",

            "Saumur",

            "Herblay",

            "Ris-Orangis",

            "Villiers-le-Bel",

            "Bourgoin-Jallieu",

            "Vierzon",

            "Le Gosier",

            "Décines-Charpieu",

            "Hénin-Beaumont",

            "Fresnes",

            "Aurillac",

            "Sannois",

            "Vallauris",

            "Illkirch-Graffenstaden",

            "Alençon",

            "Élancourt",

            "Tournefeuille",

            "Bègles",

            "Gonesse",

            "Oullins",

            "Brunoy",

            "Taverny",

            "Armentières",

            "Montfermeil",

            "Rambouillet",

            "Villeparisis",

            "Le Kremlin-Bicêtre",

            "Sucy-en-Brie",

            "Kourou",

            "Montbéliard",

            "Romainville",

            "Cavaillon",

            "Saint-Dizier",

            "Brétigny-sur-Orge",

            "Saint-Sébastien-sur-Loire",

            "Saintes",

            "La Teste-de-Buch",

            "Villeneuve-la-Garenne",

            "Béthune",

            "Bussy-Saint-Georges",

            "Vichy",

            "La Garde",

            "Agde",

            "Laon",

            "Sens",

            "Lunel",

            "Miramas",

            "Biarritz",

            "Le Grand-Quevilly",

            "Orvault",

            "Les Ulis",

            "Champs-sur-Marne",

            "Rochefort",

            "Muret",

            "Sainte-Anne",

            "Eaubonne",

            "Étampes",

            "Gradignan",

            "Vernon",

            "Petit-Bourg",

            "Libourne",

            "Abbeville",

            "Rodez",

            "Saint-Ouen-l'Aumône",

            "Torcy",

            "Maisons-Laffitte",

            "Montgeron",

            "Villeneuve-sur-Lot",

            "Cormeilles-en-Parisis",

            "Épernay",

            "Sèvres",

            "Dole",

            "Le Robert",

            "Le Bouscat",

            "Blagnac",

            "Frontignan",

            "Cenon",

            "Mandelieu-la-Napoule",

            "Vertou",

            "Les Lilas",

            "Bruay-la-Buissière",

            "Les Pavillons-sous-Bois",

            "Chaumont",

            "Roissy-en-Brie",

            "Le Moule",

            "Le Petit-Quevilly",

            "Manosque",

            "Saint-Mandé",

            "Fontenay-aux-Roses",

            "Orly",

            "Le Creusot",

            "Oyonnax",

            "La Madeleine",

            "Sainte-Suzanne",

            "Millau",

            "Combs-la-Ville",

            "Fontaine",

            "Deuil-la-Barre",

            "Coudekerque-Branche",

            "Auch",

            "Lanester",

            "Beaune",

            "Montigny-lès-Metz",

            "Hazebrouck",

            "Longjumeau",

            "Sainte-Foy-lès-Lyon",

            "Forbach",

            "Sarreguemines",

            "Mons-en-Barœul",

            "La Valette-du-Var",

            "Hérouville-Saint-Clair",

            "Morsang-sur-Orge",

            "Grande-Synthe",

            "La Celle-Saint-Cloud",

            "Lisieux",

            "Croix",

            "Dammarie-les-Lys",

            "Vélizy-Villacoublay",

            "Wasquehal",

            "Saint-Gratien",

            "Halluin",

            "Neuilly-Plaisance",

            "Montmorency",

            "Dax",

            "Lagny-sur-Marne",

            "Le Mée-sur-Seine",

            "Saint-Genis-Laval",

            "Fleury-les-Aubrais",

            "Loos",

            "Gif-sur-Yvette",

            "Denain",

            "Saint-Dié-des-Vosges",

            "Sainte-Rose",

            "Saint-Michel-sur-Orge"

        ]

    },

    "Gabon":{

        "cities":[]

    },

    "Gambia":{

        "cities":[]

    },

    "Georgia":{

        "cities":[]

    },

    "Germany":{

        "cities":[

            "Berlin",

            "Hamburg",

            "Munich",

            "München",

            "Cologne",

            "Köln",

            "Frankfurt am Main",

            "Stuttgart",

            "Düsseldorf",

            "Dortmund",

            "Essen",

            "Leipzig",

            "Bremen",

            "Dresden",

            "Hanover",

            "Hannover",

            "Nuremberg",

            "Nürnberg",

            "Duisburg",

            "Bochum",

            "Wuppertal",

            "Bielefeld",

            "Bonn",

            "Münster",

            "Karlsruhe",

            "Mannheim",

            "Augsburg",

            "Wiesbaden",

            "Gelsenkirchen",

            "Mönchengladbach",

            "Braunschweig",

            "Chemnitz",

            "Kiel",

            "Aachen",

            "Halle",

            "Saale",

            "Magdeburg",

            "Freiburg im Breisgau",

            "Krefeld",

            "Lübeck",

            "Oberhausen",

            "Erfurt",

            "Mainz",

            "Rostock",

            "Kassel",

            "Hagen",

            "Hamm",

            "Saarbrücken",

            "Mülheim an der Ruhr",

            "Potsdam",

            "Ludwigshafen am Rhein",

            "Oldenburg",

            "Leverkusen",

            "Osnabrück",

            "Solingen",

            "Heidelberg",

            "Herne",

            "Neuss",

            "Darmstadt",

            "Paderborn",

            "Regensburg",

            "Ingolstadt",

            "Würzburg",

            "Fürth",

            "Wolfsburg",

            "Offenbach am Main",

            "Ulm",

            "Heilbronn",

            "Pforzheim",

            "Göttingen",

            "Bottrop",

            "Trier",

            "Recklinghausen",

            "Reutlingen",

            "Bremerhaven",

            "Koblenz",

            "Bergisch Gladbach",

            "Jena",

            "Remscheid",

            "Erlangen",

            "Moers",

            "Siegen",

            "Hildesheim",

            "Salzgitter"

        ]

    },

    "Ghana":{

        "cities":[]

    },

    "Greece":{

        "cities":[]

    },

    "Grenada":{

        "cities":[]

    },

    "Guatemala":{

        "cities":[]

    },

    "Guinea":{

        "cities":[]

    },

    "Guinea-Bissau":{

        "cities":[]

    },

    "Guyana":{

        "cities":[]

    },

    "Haiti":{

        "cities":[]

    },

    "Holy See":{

        "cities":[]

    },

    "Honduras":{

        "cities":[]

    },

    "Hungary":{

        "cities":[]

    },

    "Iceland":{

        "cities":[]

    },

    "India":{

        "cities":[]

    },

    "Indonesia":{

        "cities":[]

    },

    "Iran":{

        "cities":[]

    },

    "Iraq":{

        "cities":[]

    },

    "Ireland":{

        "cities":[]

    },

    "Israel":{

        "cities":[]

    },

    "Italy":{

        "cities":[

            "Abano Terme", 

            "Abbadia Cerreto", 

            "Abbadia Lariana", 

            "Abbadia San Salvatore", 

            "Abbasanta", 

            "Abbateggio", 

            "Abbiategrasso", 

            "Abetone Cutigliano", 

            "Abriola", 

            "Acate", 

            "Accadia", 

            "Acceglio", 

            "Accettura", 

            "Acciano", 

            "Accumoli", 

            "Acerenza", 

            "Acerno", 

            "Acerra", 

            "Aci Bonaccorsi", 

            "Aci Castello", 

            "Aci Catena", 

            "Aci Sant'Antonio", 

            "Acireale", 

            "Acquafondata", 

            "Acquaformosa", 

            "Acquafredda", 

            "Acqualagna", 

            "Acquanegra Cremonese", 

            "Acquanegra sul Chiese", 

            "Acquapendente", 

            "Acquappesa", 

            "Acquarica del Capo", 

            "Acquaro", 

            "Acquasanta Terme", 

            "Acquasparta", 

            "Acquaviva Collecroce", 

            "Acquaviva d'Isernia", 

            "Acquaviva delle Fonti", 

            "Acquaviva Picena", 

            "Acquaviva Platani", 

            "Acquedolci", 

            "Acqui Terme", 

            "Acri", 

            "Acuto", 

            "Adelfia", 

            "Adrano", 

            "Adrara San Martino", 

            "Adrara San Rocco", 

            "Adria", 

            "Adro", 

            "Affi", 

            "Affile", 

            "Afragola", 

            "Africo", 

            "Agazzano", 

            "Agerola", 

            "Aggius", 

            "Agira", 

            "Agliana", 

            "Agliano Terme", 

            "Agliè", 

            "Aglientu", 

            "Agna", 

            "Agnadello", 

            "Agnana Calabra", 

            "Agnone", 

            "Agnosine", 

            "Agordo", 

            "Agosta", 

            "Agra", 

            "Agrate Brianza", 

            "Agrate Conturbia", 

            "Agrigento", 

            "Agropoli", 

            "Agugliano", 

            "Agugliaro", 

            "Aicurzio", 

            "Aidomaggiore", 

            "Aidone", 

            "Aielli", 

            "Aiello Calabro", 

            "Aiello del Friuli", 

            "Aiello del Sabato", 

            "Aieta", 

            "Ailano", 

            "Ailoche", 

            "Airasca", 

            "Airola", 

            "Airole", 

            "Airuno", 

            "Aisone", 

            "Ala", 

            "Alà dei Sardi", 

            "Ala di Stura", 

            "Alagna", 

            "Alagna Valsesia", 

            "Alanno", 

            "Alano di Piave", 

            "Alassio", 

            "Alatri", 

            "Alba", 

            "Alba Adriatica", 

            "Albagiara", 

            "Albairate", 

            "Albanella", 

            "Albano di Lucania", 

            "Albano Laziale", 

            "Albano Sant'Alessandro", 

            "Albano Vercellese", 

            "Albaredo Arnaboldi", 

            "Albaredo d'Adige", 

            "Albaredo per San Marco", 

            "Albareto", 

            "Albaretto della Torre", 

            "Albavilla", 

            "Albenga", 

            "Albera Ligure", 

            "Alberobello", 

            "Alberona", 

            "Albese con Cassano", 

            "Albettone", 

            "Albi", 

            "Albiano", 

            "Albiano d'Ivrea", 

            "Albiate", 

            "Albidona", 

            "Albignasego", 

            "Albinea", 

            "Albino", 

            "Albiolo", 

            "Albisola Superiore", 

            "Albissola Marina", 

            "Albizzate", 

            "Albonese", 

            "Albosaggia", 

            "Albugnano", 

            "Albuzzano", 

            "Alcamo", 

            "Alcara Li Fusi", 

            "Aldeno", 

            "Aldino", 

            "Ales", 

            "Alessandria", 

            "Alessandria del Carretto", 

            "Alessandria della Rocca", 

            "Alessano", 

            "Alezio", 

            "Alfano", 

            "Alfedena", 

            "Alfianello", 

            "Alfiano Natta", 

            "Alfonsine", 

            "Alghero", 

            "Algua", 

            "Alì", 

            "Alì Terme", 

            "Alia", 

            "Aliano", 

            "Alice Bel Colle", 

            "Alice Castello", 

            "Alife", 

            "Alimena", 

            "Aliminusa", 

            "Allai", 

            "Alleghe", 

            "Allein", 

            "Allerona", 

            "Alliste", 

            "Allumiere", 

            "Alluvioni Piovera", 

            "Almè", 

            "Almenno San Bartolomeo", 

            "Almenno San Salvatore", 

            "Almese", 

            "Alonte", 

            "Alpette", 

            "Alpignano", 

            "Alseno", 

            "Alserio", 

            "Alta Valle Intelvi", 

            "Alta Val Tidone", 

            "Altamura", 

            "Altare", 

            "Altavalle", 

            "Altavilla Irpina", 

            "Altavilla Milicia", 

            "Altavilla Monferrato", 

            "Altavilla Silentina", 

            "Altavilla Vicentina", 

            "Altidona", 

            "Altilia", 

            "Altino", 

            "Altissimo", 

            "Altivole", 

            "Alto", 

            "Alto Reno Terme", 

            "Altofonte", 

            "Altomonte", 

            "Altopascio", 

            "Alto Sermenza", 

            "Alviano", 

            "Alvignano", 

            "Alvito", 

            "Alzano Lombardo", 

            "Alzano Scrivia", 

            "Alzate Brianza", 

            "Amalfi", 

            "Amandola", 

            "Amantea", 

            "Amaro", 

            "Amaroni", 

            "Amaseno", 

            "Amato", 

            "Amatrice", 

            "Ambivere", 

            "Amblar-Don", 

            "Ameglia", 

            "Amelia", 

            "Amendolara", 

            "Ameno", 

            "Amorosi", 

            "Ampezzo", 

            "Anacapri", 

            "Anagni", 

            "Ancarano", 

            "Ancona", 

            "Andali", 

            "Andalo", 

            "Andalo Valtellino", 

            "Andezeno", 

            "Andora", 

            "Andorno Micca", 

            "Andrano", 

            "Andrate", 

            "Andreis", 

            "Andretta", 

            "Andria", 

            "Andriano", 

            "Anela", 

            "Anfo", 

            "Angera", 

            "Anghiari", 

            "Angiari", 

            "Angolo Terme", 

            "Angri", 

            "Angrogna", 

            "Anguillara Sabazia", 

            "Anguillara Veneta", 

            "Annicco", 

            "Annone di Brianza", 

            "Annone Veneto", 

            "Anoia", 

            "Antegnate", 

            "Anterivo", 

            "Antey-Saint-André", 

            "Anticoli Corrado", 

            "Antignano", 

            "Antillo", 

            "Antonimina", 

            "Antrodoco", 

            "Antrona Schieranco", 

            "Anversa degli Abruzzi", 

            "Anzano del Parco", 

            "Anzano di Puglia", 

            "Anzi", 

            "Anzio", 

            "Anzola d'Ossola", 

            "Anzola dell'Emilia", 

            "Aosta", 

            "Apecchio", 

            "Apice", 

            "Apiro", 

            "Apollosa", 

            "Appiano Gentile", 

            "Appiano sulla strada del vino", 

            "Appignano", 

            "Appignano del Tronto", 

            "Aprica", 

            "Apricale", 

            "Apricena", 

            "Aprigliano", 

            "Aprilia", 

            "Aquara", 

            "Aquila d'Arroscia", 

            "Aquileia", 

            "Aquilonia", 

            "Aquino", 

            "Aradeo", 

            "Aragona", 

            "Aramengo", 

            "Arba", 

            "Arborea", 

            "Arborio", 

            "Arbus", 

            "Arcade", 

            "Arce", 

            "Arcene", 

            "Arcevia", 

            "Archi", 

            "Arcidosso", 

            "Arcinazzo Romano", 

            "Arcisate", 

            "Arco", 

            "Arcola", 

            "Arcole", 

            "Arconate", 

            "Arcore", 

            "Arcugnano", 

            "Ardara", 

            "Ardauli", 

            "Ardea", 

            "Ardenno", 

            "Ardesio", 

            "Ardore", 

            "Arena", 

            "Arena Po", 

            "Arenzano", 

            "Arese", 

            "Arezzo", 

            "Argegno", 

            "Argelato", 

            "Argenta", 

            "Argentera", 

            "Arguello", 

            "Argusto", 

            "Ari", 

            "Ariano Irpino", 

            "Ariano nel Polesine", 

            "Ariccia", 

            "Arielli", 

            "Arienzo", 

            "Arignano", 

            "Aritzo", 

            "Arizzano", 

            "Arlena di Castro", 

            "Arluno", 

            "Armeno", 

            "Armento", 

            "Armo", 

            "Armungia", 

            "Arnad", 

            "Arnara", 

            "Arnasco", 

            "Arnesano", 

            "Arola", 

            "Arona", 

            "Arosio", 

            "Arpaia", 

            "Arpaise", 

            "Arpino", 

            "Arquà Petrarca", 

            "Arquà Polesine", 

            "Arquata del Tronto", 

            "Arquata Scrivia", 

            "Arre", 

            "Arrone", 

            "Arsago Seprio", 

            "Arsiè", 

            "Arsiero", 

            "Arsita", 

            "Arsoli", 

            "Arta Terme", 

            "Artegna", 

            "Artena", 

            "Artogne", 

            "Arvier", 

            "Arzachena", 

            "Arzago d'Adda", 

            "Arzana", 

            "Arzano", 

            "Arzergrande", 

            "Arzignano", 

            "Ascea", 

            "Asciano", 

            "Ascoli Piceno", 

            "Ascoli Satriano", 

            "Ascrea", 

            "Asiago", 

            "Asigliano Veneto", 

            "Asigliano Vercellese", 

            "Asola", 

            "Asolo", 

            "Assago", 

            "Assemini", 

            "Assisi", 

            "Asso", 

            "Assolo", 

            "Assoro", 

            "Asti", 

            "Asuni", 

            "Ateleta", 

            "Atella", 

            "Atena Lucana", 

            "Atessa", 

            "Atina", 

            "Atrani", 

            "Atri", 

            "Atripalda", 

            "Attigliano", 

            "Attimis", 

            "Atzara", 

            "Augusta", 

            "Auletta", 

            "Aulla", 

            "Aurano", 

            "Aurigo", 

            "Auronzo di Cadore", 

            "Ausonia", 

            "Austis", 

            "Avegno", 

            "Avelengo", 

            "Avella", 

            "Avellino", 

            "Averara", 

            "Aversa", 

            "Avetrana", 

            "Avezzano", 

            "Aviano", 

            "Aviatico", 

            "Avigliana", 

            "Avigliano", 

            "Avigliano Umbro", 

            "Avio", 

            "Avise", 

            "Avola", 

            "Avolasca", 

            "Ayas", 

            "Aymavilles", 

            "Azeglio", 

            "Azzanello", 

            "Azzano d'Asti", 

            "Azzano Decimo", 

            "Azzano Mella", 

            "Azzano San Paolo", 

            "Azzate", 

            "Azzio", 

            "Azzone", 

            "Baceno", 

            "Bacoli", 

            "Badalucco", 

            "Badesi", 

            "Badia", 

            "Badia Calavena", 

            "Badia Pavese", 

            "Badia Polesine", 

            "Badia Tedalda", 

            "Badolato", 

            "Bagaladi", 

            "Bagheria", 

            "Bagnacavallo", 

            "Bagnara Calabra", 

            "Bagnara di Romagna", 

            "Bagnaria", 

            "Bagnaria Arsa", 

            "Bagnasco", 

            "Bagnatica", 

            "Bagni di Lucca", 

            "Bagno a Ripoli", 

            "Bagno di Romagna", 

            "Bagnoli del Trigno", 

            "Bagnoli di Sopra", 

            "Bagnoli Irpino", 

            "Bagnolo Cremasco", 

            "Bagnolo del Salento", 

            "Bagnolo di Po", 

            "Bagnolo in Piano", 

            "Bagnolo Mella", 

            "Bagnolo Piemonte", 

            "Bagnolo San Vito", 

            "Bagnone", 

            "Bagnoregio", 

            "Bagolino", 

            "Baia e Latina", 

            "Baiano", 

            "Bairo", 

            "Baiso", 

            "Bajardo", 

            "Balangero", 

            "Baldichieri d'Asti", 

            "Baldissero Canavese", 

            "Baldissero d'Alba", 

            "Baldissero Torinese", 

            "Balestrate", 

            "Balestrino", 

            "Ballabio", 

            "Ballao", 

            "Balme", 

            "Balmuccia", 

            "Balocco", 

            "Balsorano", 

            "Balvano", 

            "Balzola", 

            "Banari", 

            "Banchette", 

            "Bannio Anzino", 

            "Banzi", 

            "Baone", 

            "Baradili", 

            "Baragiano", 

            "Baranello", 

            "Barano d'Ischia", 

            "Baranzate", 

            "Barasso", 

            "Baratili San Pietro", 

            "Barbania", 

            "Barbara", 

            "Barbarano Romano", 

            "Barbarano Mossano", 

            "Barbaresco", 

            "Barbariga", 

            "Barbata", 

            "Barberino di Mugello", 

            "Barberino Tavarnelle", 

            "Barbianello", 

            "Barbiano", 

            "Barbona", 

            "Barcellona Pozzo di Gotto", 

            "Barcis", 

            "Bard", 

            "Bardello", 

            "Bardi", 

            "Bardineto", 

            "Bardolino", 

            "Bardonecchia", 

            "Bareggio", 

            "Barengo", 

            "Baressa", 

            "Barete", 

            "Barga", 

            "Bargagli", 

            "Barge", 

            "Barghe", 

            "Bari", 

            "Bari Sardo", 

            "Bariano", 

            "Baricella", 

            "Barile", 

            "Barisciano", 

            "Barlassina", 

            "Barletta", 

            "Barni", 

            "Barolo", 

            "Barone Canavese", 

            "Baronissi", 

            "Barrafranca", 

            "Barrali", 

            "Barrea", 

            "Barumini", 

            "Barzago", 

            "Barzana", 

            "Barzanò", 

            "Barzio", 

            "Basaluzzo", 

            "Bascapè", 

            "Baschi", 

            "Basciano", 

            "Baselga di Pinè", 

            "Baselice", 

            "Basiano", 

            "Basicò", 

            "Basiglio", 

            "Basiliano", 

            "Bassano Bresciano", 

            "Bassano del Grappa", 

            "Bassano in Teverina", 

            "Bassano Romano", 

            "Bassiano", 

            "Bassignana", 

            "Bastia Mondovì", 

            "Bastia Umbra", 

            "Bastida Pancarana", 

            "Bastiglia", 

            "Battaglia Terme", 

            "Battifollo", 

            "Battipaglia", 

            "Battuda", 

            "Baucina", 

            "Bauladu", 

            "Baunei", 

            "Baveno", 

            "Bedero Valcuvia", 

            "Bedizzole", 

            "Bedollo", 

            "Bedonia", 

            "Bedulita", 

            "Bee", 

            "Beinasco", 

            "Beinette", 

            "Belcastro", 

            "Belfiore", 

            "Belforte all'Isauro", 

            "Belforte del Chienti", 

            "Belforte Monferrato", 

            "Belgioioso", 

            "Belgirate", 

            "Bella", 

            "Bellagio", 

            "Bellano", 

            "Bellante", 

            "Bellaria-Igea Marina", 

            "Bellegra", 

            "Bellino", 

            "Bellinzago Lombardo", 

            "Bellinzago Novarese", 

            "Bellizzi", 

            "Bellona", 

            "Bellosguardo", 

            "Belluno", 

            "Bellusco", 

            "Belmonte Calabro", 

            "Belmonte Castello", 

            "Belmonte del Sannio", 

            "Belmonte in Sabina", 

            "Belmonte Mezzagno", 

            "Belmonte Piceno", 

            "Belpasso", 

            "Belsito", 

            "Belvedere di Spinello", 

            "Belvedere Langhe", 

            "Belvedere Marittimo", 

            "Belvedere Ostrense", 

            "Belveglio", 

            "Belvì", 

            "Bema", 

            "Bene Lario", 

            "Bene Vagienna", 

            "Benestare", 

            "Benetutti", 

            "Benevello", 

            "Benevento", 

            "Benna", 

            "Bentivoglio", 

            "Berbenno", 

            "Berbenno di Valtellina", 

            "Berceto", 

            "Berchidda", 

            "Beregazzo con Figliaro", 

            "Bereguardo", 

            "Bergamasco", 

            "Bergamo", 

            "Bergantino", 

            "Bergeggi", 

            "Bergolo", 

            "Berlingo", 

            "Bernalda", 

            "Bernareggio", 

            "Bernate Ticino", 

            "Bernezzo", 

            "Bertinoro", 

            "Bertiolo", 

            "Bertonico", 

            "Berzano di San Pietro", 

            "Berzano di Tortona", 

            "Berzo Demo", 

            "Berzo Inferiore", 

            "Berzo San Fermo", 

            "Besana in Brianza", 

            "Besano", 

            "Besate", 

            "Besenello", 

            "Besenzone", 

            "Besnate", 

            "Besozzo", 

            "Bessude", 

            "Bettola", 

            "Bettona", 

            "Beura-Cardezza", 

            "Bevagna", 

            "Beverino", 

            "Bevilacqua", 

            "Biancavilla", 

            "Bianchi", 

            "Bianco", 

            "Biandrate", 

            "Biandronno", 

            "Bianzano", 

            "Bianzè", 

            "Bianzone", 

            "Biassono", 

            "Bibbiano", 

            "Bibbiena", 

            "Bibbona", 

            "Bibiana", 

            "Biccari", 

            "Bicinicco", 

            "Bidonì", 

            "Biella", 

            "Bienno", 

            "Bieno", 

            "Bientina", 

            "Binago", 

            "Binasco", 

            "Binetto", 

            "Bioglio", 

            "Bionaz", 

            "Bione", 

            "Birori", 

            "Bisaccia", 

            "Bisacquino", 

            "Bisceglie", 

            "Bisegna", 

            "Bisenti", 

            "Bisignano", 

            "Bistagno", 

            "Bisuschio", 

            "Bitetto", 

            "Bitonto", 

            "Bitritto", 

            "Bitti", 

            "Bivona", 

            "Bivongi", 

            "Bizzarone", 

            "Bleggio Superiore", 

            "Blello", 

            "Blera", 

            "Blessagno", 

            "Blevio", 

            "Blufi", 

            "Boara Pisani", 

            "Bobbio", 

            "Bobbio Pellice", 

            "Boca", 

            "Bocchigliero", 

            "Boccioleto", 

            "Bocenago", 

            "Bodio Lomnago", 

            "Boffalora d'Adda", 

            "Boffalora sopra Ticino", 

            "Bogliasco", 

            "Bognanco", 

            "Bogogno", 

            "Boissano", 

            "Bojano", 

            "Bolano", 

            "Bolgare", 

            "Bollate", 

            "Bollengo", 

            "Bologna", 

            "Bolognano", 

            "Bolognetta", 

            "Bolognola", 

            "Bolotana", 

            "Bolsena", 

            "Boltiere", 

            "Bolzano", 

            "Bolzano Novarese", 

            "Bolzano Vicentino", 

            "Bomarzo", 

            "Bomba", 

            "Bompensiere", 

            "Bompietro", 

            "Bomporto", 

            "Bonarcado", 

            "Bonassola", 

            "Bonate Sopra", 

            "Bonate Sotto", 

            "Bonavigo", 

            "Bondeno", 

            "Bondone", 

            "Bonea", 

            "Bonefro", 

            "Bonemerse", 

            "Bonifati", 

            "Bonito", 

            "Bonnanaro", 

            "Bono", 

            "Bonorva", 

            "Bonvicino", 

            "Borbona", 

            "Borca di Cadore", 

            "Bordano", 

            "Bordighera", 

            "Bordolano", 

            "Bore", 

            "Boretto", 

            "Borgarello", 

            "Borgaro Torinese", 

            "Borgetto", 

            "Borghetto d'Arroscia", 

            "Borghetto di Borbera", 

            "Borghetto di Vara", 

            "Borghetto Lodigiano", 

            "Borghetto Santo Spirito", 

            "Borghi", 

            "Borgia", 

            "Borgiallo", 

            "Borgio Verezzi", 

            "Borgo a Mozzano", 

            "Borgo Chiese", 

            "Borgo d'Ale", 

            "Borgo di Terzo", 

            "Borgo Lares", 

            "Borgo Mantovano", 

            "Borgo Pace", 

            "Borgo Priolo", 

            "Borgo San Dalmazzo", 

            "Borgo San Giacomo", 

            "Borgo San Giovanni", 

            "Borgo San Lorenzo", 

            "Borgo San Martino", 

            "Borgo San Siro", 

            "Borgo Ticino", 

            "Borgo Tossignano", 

            "Borgo Val di Taro", 

            "Borgo Valsugana", 

            "Borgo Velino", 

            "Borgo Veneto", 

            "Borgo Vercelli", 

            "Borgofranco d'Ivrea", 

            "Borgocarbonara", 

            "Borgolavezzaro", 

            "Borgomale", 

            "Borgomanero", 

            "Borgomaro", 

            "Borgomasino", 

            "Borgomezzavalle", 

            "Borgone Susa", 

            "Borgonovo Val Tidone", 

            "Borgoratto Alessandrino", 

            "Borgoratto Mormorolo", 

            "Borgoricco", 

            "Borgorose", 

            "Borgosatollo", 

            "Borgosesia", 

            "Borgo Virgilio", 

            "Bormida", 

            "Bormio", 

            "Bornasco", 

            "Borno", 

            "Boroneddu", 

            "Borore", 

            "Borrello", 

            "Borriana", 

            "Borso del Grappa", 

            "Bortigali", 

            "Bortigiadas", 

            "Borutta", 

            "Borzonasca", 

            "Bosa", 

            "Bosaro", 

            "Boschi Sant'Anna", 

            "Bosco Chiesanuova", 

            "Bosco Marengo", 

            "Bosconero", 

            "Boscoreale", 

            "Boscotrecase", 

            "Bosia", 

            "Bosio", 

            "Bosisio Parini", 

            "Bosnasco", 

            "Bossico", 

            "Bossolasco", 

            "Botricello", 

            "Botrugno", 

            "Bottanuco", 

            "Botticino", 

            "Bottidda", 

            "Bova", 

            "Bova Marina", 

            "Bovalino", 

            "Bovegno", 

            "Boves", 

            "Bovezzo", 

            "Boville Ernica", 

            "Bovino", 

            "Bovisio-Masciago", 

            "Bovolenta", 

            "Bovolone", 

            "Bozzole", 

            "Bozzolo", 

            "Bra", 

            "Bracca", 

            "Bracciano", 

            "Bracigliano", 

            "Braies", 

            "Brallo di Pregola", 

            "Brancaleone", 

            "Brandico", 

            "Brandizzo", 

            "Branzi", 

            "Braone", 

            "Brebbia", 

            "Breda di Piave", 

            "Bregano", 

            "Breganze", 

            "Bregnano", 

            "Brembate", 

            "Brembate di Sopra", 

            "Brembio", 

            "Breme", 

            "Brendola", 

            "Brenna", 

            "Brenner", 

            "Breno", 

            "Brenta", 

            "Brentino Belluno", 

            "Brentonico", 

            "Brenzone sul Garda", 

            "Brescello", 

            "Brescia", 

            "Bresimo", 

            "Bressana Bottarone", 

            "Bressanone", 

            "Bressanvido", 

            "Bresso", 

            "Brez", 

            "Brezzo di Bedero", 

            "Briaglia", 

            "Briatico", 

            "Bricherasio", 

            "Brienno", 

            "Brienza", 

            "Briga Alta", 

            "Briga Novarese", 

            "Brignano Gera d'Adda", 

            "Brignano-Frascata", 

            "Brindisi", 

            "Brindisi Montagna", 

            "Brinzio", 

            "Briona", 

            "Brione", 

            "Briosco", 

            "Brisighella", 

            "Brissago-Valtravaglia", 

            "Brissogne", 

            "Brittoli", 

            "Brivio", 

            "Broccostella", 

            "Brogliano", 

            "Brognaturo", 

            "Brolo", 

            "Brondello", 

            "Broni", 

            "Bronte", 

            "Bronzolo", 

            "Brossasco", 

            "Brosso", 

            "Brovello-Carpugnino", 

            "Brozolo", 

            "Brugherio", 

            "Brugine", 

            "Brugnato", 

            "Brugnera", 

            "Bruino", 

            "Brumano", 

            "Brunate", 

            "Brunello", 

            "Brunico", 

            "Bruno", 

            "Brusaporto", 

            "Brusasco", 

            "Brusciano", 

            "Brusimpiano", 

            "Brusnengo", 

            "Brusson", 

            "Bruzolo", 

            "Bruzzano Zeffirio", 

            "Bubbiano", 

            "Bubbio", 

            "Buccheri", 

            "Bucchianico", 

            "Bucciano", 

            "Buccinasco", 

            "Buccino", 

            "Bucine", 

            "Buddusò", 

            "Budoia", 

            "Budoni", 

            "Budrio", 

            "Buggerru", 

            "Buggiano", 

            "Buglio in Monte", 

            "Bugnara", 

            "Buguggiate", 

            "Buja", 

            "Bulciago", 

            "Bulgarograsso", 

            "Bultei", 

            "Bulzi", 

            "Buonabitacolo", 

            "Buonalbergo", 

            "Buonconvento", 

            "Buonvicino", 

            "Burago di Molgora", 

            "Burcei", 

            "Burgio", 

            "Burgos", 

            "Buriasco", 

            "Burolo", 

            "Buronzo", 

            "Busachi", 

            "Busalla", 

            "Busano", 

            "Busca", 

            "Buscate", 

            "Buscemi", 

            "Buseto Palizzolo", 

            "Busnago", 

            "Bussero", 

            "Busseto", 

            "Bussi sul Tirino", 

            "Busso", 

            "Bussolengo", 

            "Bussoleno", 

            "Busto Arsizio", 

            "Busto Garolfo", 

            "Butera", 

            "Buti", 

            "Buttapietra", 

            "Buttigliera Alta", 

            "Buttigliera d'Asti", 

            "Buttrio", 

            "Cabella Ligure", 

            "Cabiate", 

            "Cabras", 

            "Caccamo", 

            "Caccuri", 

            "Cadegliano-Viconago", 

            "Cadelbosco di Sopra", 

            "Cadeo", 

            "Caderzone Terme", 

            "Cadoneghe", 

            "Cadorago", 

            "Cadrezzate con Osmate", 

            "Caerano di San Marco", 

            "Cafasse", 

            "Caggiano", 

            "Cagli", 

            "Cagliari", 

            "Caglio", 

            "Cagnano Amiterno", 

            "Cagnano Varano", 

            "Cagnò", 

            "Caianello", 

            "Caiazzo", 

            "Caines", 

            "Caino", 

            "Caiolo", 

            "Cairano", 

            "Cairate", 

            "Cairo Montenotte", 

            "Caivano", 

            "Calabritto", 

            "Calalzo di Cadore", 

            "Calamandrana", 

            "Calamonaci", 

            "Calangianus", 

            "Calanna", 

            "Calasca-Castiglione", 

            "Calascibetta", 

            "Calascio", 

            "Calasetta", 

            "Calatabiano", 

            "Calatafimi-Segesta", 

            "Calcata", 

            "Calceranica al Lago", 

            "Calci", 

            "Calciano", 

            "Calcinaia", 

            "Calcinate", 

            "Calcinato", 

            "Calcio", 

            "Calco", 

            "Caldaro sulla strada del vino", 

            "Caldarola", 

            "Calderara di Reno", 

            "Caldes", 

            "Caldiero", 

            "Caldogno", 

            "Caldonazzo", 

            "Calendasco", 

            "Calenzano", 

            "Calestano", 

            "Calice al Cornoviglio", 

            "Calice Ligure", 

            "Calimera", 

            "Calitri", 

            "Calizzano", 

            "Callabiana", 

            "Calliano", 

            "Calliano", 

            "Calolziocorte", 

            "Calopezzati", 

            "Calosso", 

            "Caloveto", 

            "Caltabellotta", 

            "Caltagirone", 

            "Caltanissetta", 

            "Caltavuturo", 

            "Caltignaga", 

            "Calto", 

            "Caltrano", 

            "Calusco d'Adda", 

            "Caluso", 

            "Calvagese della Riviera", 

            "Calvanico", 

            "Calvatone", 

            "Calvello", 

            "Calvene", 

            "Calvenzano", 

            "Calvera", 

            "Calvi", 

            "Calvi dell'Umbria", 

            "Calvi Risorta", 

            "Calvignano", 

            "Calvignasco", 

            "Calvisano", 

            "Calvizzano", 

            "Camagna Monferrato", 

            "Camaiore", 

            "Camandona", 

            "Camastra", 

            "Cambiago", 

            "Cambiano", 

            "Cambiasca", 

            "Camburzano", 

            "Camerana", 

            "Camerano", 

            "Camerano Casasco", 

            "Camerata Cornello", 

            "Camerata Nuova", 

            "Camerata Picena", 

            "Cameri", 

            "Camerino", 

            "Camerota", 

            "Camigliano", 

            "Camini", 

            "Camino", 

            "Camino al Tagliamento", 

            "Camisano", 

            "Camisano Vicentino", 

            "Cammarata", 

            "Camogli", 

            "Campagna", 

            "Campagna Lupia", 

            "Campagnano di Roma", 

            "Campagnatico", 

            "Campagnola Cremasca", 

            "Campagnola Emilia", 

            "Campana", 

            "Camparada", 

            "Campegine", 

            "Campello sul Clitunno", 

            "Campertogno", 

            "Campi Bisenzio", 

            "Campi Salentina", 

            "Campiglia Cervo", 

            "Campiglia dei Berici", 

            "Campiglia Marittima", 

            "Campiglione-Fenile", 

            "Campione d'Italia", 

            "Campitello di Fassa", 

            "Campli", 

            "Campo Calabro", 

            "Campo di Giove", 

            "Campo di Trens", 

            "Campo Ligure", 

            "Campo nell'Elba", 

            "Campo San Martino", 

            "Campo Tures", 

            "Campobasso", 

            "Campobello di Licata", 

            "Campobello di Mazara", 

            "Campochiaro", 

            "Campodarsego", 

            "Campodenno", 

            "Campodimele", 

            "Campodipietra", 

            "Campodolcino", 

            "Campodoro", 

            "Campofelice di Fitalia", 

            "Campofelice di Roccella", 

            "Campofilone", 

            "Campofiorito", 

            "Campoformido", 

            "Campofranco", 

            "Campogalliano", 

            "Campolattaro", 

            "Campoli Appennino", 

            "Campoli del Monte Taburno", 

            "Campolieto", 

            "Campolongo Maggiore", 

            "Campolongo sul Brenta", 

            "Campolongo Tapogliano", 

            "Campomaggiore", 

            "Campomarino", 

            "Campomorone", 

            "Camponogara", 

            "Campora", 

            "Camporeale", 

            "Camporgiano", 

            "Camporosso", 

            "Camporotondo di Fiastrone", 

            "Camporotondo Etneo", 

            "Camposampiero", 

            "Camposano", 

            "Camposanto", 

            "Campospinoso", 

            "Campotosto", 

            "Camugnano", 

            "Canal San Bovo", 

            "Canale", 

            "Canale d'Agordo", 

            "Canale Monterano", 

            "Canaro", 

            "Canazei", 

            "Cancellara", 

            "Cancello e Arnone", 

            "Canda", 

            "Candela", 

            "Candelo", 

            "Candia Canavese", 

            "Candia Lomellina", 

            "Candiana", 

            "Candida", 

            "Candidoni", 

            "Candiolo", 

            "Canegrate", 

            "Canelli", 

            "Canepina", 

            "Caneva", 

            "Canicattì", 

            "Canicattini Bagni", 

            "Canino", 

            "Canischio", 

            "Canistro", 

            "Canna", 

            "Cannalonga", 

            "Cannara", 

            "Cannero Riviera", 

            "Canneto Pavese", 

            "Canneto sull'Oglio", 

            "Cannobio", 

            "Cannole", 

            "Canolo", 

            "Canonica d'Adda", 

            "Canosa di Puglia", 

            "Canosa Sannita", 

            "Canosio", 

            "Canossa", 

            "Cansano", 

            "Cantagallo", 

            "Cantalice", 

            "Cantalupa", 

            "Cantalupo in Sabina", 

            "Cantalupo Ligure", 

            "Cantalupo nel Sannio", 

            "Cantarana", 

            "Cantello", 

            "Canterano", 

            "Cantiano", 

            "Cantoira", 

            "Cantù", 

            "Canzano", 

            "Canzo", 

            "Caorle", 

            "Caorso", 

            "Capaccio Paestum", 

            "Capaci", 

            "Capalbio", 

            "Capannoli", 

            "Capannori", 

            "Capena", 

            "Capergnanica", 

            "Capestrano", 

            "Capiago Intimiano", 

            "Capistrano", 

            "Capistrello", 

            "Capitignano", 

            "Capizzi", 

            "Capizzone", 

            "Capo d'Orlando", 

            "Capo di Ponte", 

            "Capodimonte", 

            "Capodrise", 

            "Capoliveri", 

            "Capolona", 

            "Caponago", 

            "Caporciano", 

            "Caposele", 

            "Capoterra", 

            "Capovalle", 

            "Cappadocia", 

            "Cappella Cantone", 

            "Cappella de' Picenardi", 

            "Cappella Maggiore", 

            "Cappelle sul Tavo", 

            "Capracotta", 

            "Capraia e Limite", 

            "Capraia Isola", 

            "Capralba", 

            "Capranica", 

            "Capranica Prenestina", 

            "Caprarica di Lecce", 

            "Caprarola", 

            "Caprauna", 

            "Caprese Michelangelo", 

            "Caprezzo", 

            "Capri", 

            "Capri Leone", 

            "Capriana", 

            "Capriano del Colle", 

            "Capriata d'Orba", 

            "Capriate San Gervasio", 

            "Capriati a Volturno", 

            "Caprie", 

            "Capriglia Irpina", 

            "Capriglio", 

            "Caprile", 

            "Caprino Bergamasco", 

            "Caprino Veronese", 

            "Capriolo", 

            "Capriva del Friuli", 

            "Capua", 

            "Capurso", 

            "Caraffa del Bianco", 

            "Caraffa di Catanzaro", 

            "Caraglio", 

            "Caramagna Piemonte", 

            "Caramanico Terme", 

            "Carano", 

            "Carapelle", 

            "Carapelle Calvisio", 

            "Carasco", 

            "Carassai", 

            "Carate Brianza", 

            "Carate Urio", 

            "Caravaggio", 

            "Caravate", 

            "Caravino", 

            "Caravonica", 

            "Carbognano", 

            "Carbonara al Ticino", 

            "Carbonara di Nola", 

            "Carbonara Scrivia", 

            "Carbonate", 

            "Carbone", 

            "Carbonera", 

            "Carbonia", 

            "Carcare", 

            "Carceri", 

            "Carcoforo", 

            "Cardano al Campo", 

            "Cardè", 

            "Cardedu", 

            "Cardeto", 

            "Cardinale", 

            "Cardito", 

            "Careggine", 

            "Carema", 

            "Carenno", 

            "Carentino", 

            "Careri", 

            "Caresana", 

            "Caresanablot", 

            "Carezzano", 

            "Carfizzi", 

            "Cargeghe", 

            "Cariati", 

            "Carife", 

            "Carignano", 

            "Carimate", 

            "Carinaro", 

            "Carini", 

            "Carinola", 

            "Carisio", 

            "Carisolo", 

            "Carlantino", 

            "Carlazzo", 

            "Carlentini", 

            "Carlino", 

            "Carloforte", 

            "Carlopoli", 

            "Carmagnola", 

            "Carmiano", 

            "Carmignano", 

            "Carmignano di Brenta", 

            "Carnago", 

            "Carnate", 

            "Carobbio degli Angeli", 

            "Carolei", 

            "Carona", 

            "Caronia", 

            "Caronno Pertusella", 

            "Caronno Varesino", 

            "Carosino", 

            "Carovigno", 

            "Carovilli", 

            "Carpaneto Piacentino", 

            "Carpanzano", 

            "Carpegna", 

            "Carpenedolo", 

            "Carpeneto", 

            "Carpi", 

            "Carpiano", 

            "Carpignano Salentino", 

            "Carpignano Sesia", 

            "Carpineti", 

            "Carpineto della Nora", 

            "Carpineto Romano", 

            "Carpineto Sinello", 

            "Carpino", 

            "Carpinone", 

            "Carrara", 

            "Carrè", 

            "Carrega Ligure", 

            "Carro", 

            "Carrodano", 

            "Carrosio", 

            "Carrù", 

            "Carsoli", 

            "Cartigliano", 

            "Cartignano", 

            "Cartoceto", 

            "Cartosio", 

            "Cartura", 

            "Carugate", 

            "Carugo", 

            "Carunchio", 

            "Carvico", 

            "Carzano", 

            "Casabona", 

            "Casacalenda", 

            "Casacanditella", 

            "Casagiove", 

            "Casal Cermelli", 

            "Casal di Principe", 

            "Casal Velino", 

            "Casalanguida", 

            "Casalattico", 

            "Casalbeltrame", 

            "Casalbordino", 

            "Casalbore", 

            "Casalborgone", 

            "Casalbuono", 

            "Casalbuttano ed Uniti", 

            "Casalciprano", 

            "Casalduni", 

            "Casale Corte Cerro", 

            "Casale Cremasco-Vidolasco", 

            "Casale di Scodosia", 

            "Casale Litta", 

            "Casale Marittimo", 

            "Casale Monferrato", 

            "Casale sul Sile", 

            "Casalecchio di Reno", 

            "Casaleggio Boiro", 

            "Casaleggio Novara", 

            "Casaleone", 

            "Casaletto Ceredano", 

            "Casaletto di Sopra", 

            "Casaletto Lodigiano", 

            "Casaletto Spartano", 

            "Casaletto Vaprio", 

            "Casalfiumanese", 

            "Casalgrande", 

            "Casalgrasso", 

            "Casalincontrada", 

            "Casalino", 

            "Casali del Manco", 

            "Casalmaggiore", 

            "Casalmaiocco", 

            "Casalmorano", 

            "Casalmoro", 

            "Casalnoceto", 

            "Casalnuovo di Napoli", 

            "Casalnuovo Monterotaro", 

            "Casaloldo", 

            "Casalpusterlengo", 

            "Casalromano", 

            "Casalserugo", 

            "Casaluce", 

            "Casalvecchio di Puglia", 

            "Casalvecchio Siculo", 

            "Casalvieri", 

            "Casalvolone", 

            "Casalzuigno", 

            "Casamarciano", 

            "Casamassima", 

            "Casamicciola Terme", 

            "Casandrino", 

            "Casanova Elvo", 

            "Casanova Lerrone", 

            "Casanova Lonati", 

            "Casape", 

            "Casapesenna", 

            "Casapinta", 

            "Casaprota", 

            "Casapulla", 

            "Casarano", 

            "Casargo", 

            "Casarile", 

            "Casarsa della Delizia", 

            "Casarza Ligure", 

            "Casasco", 

            "Casatenovo", 

            "Casatisma", 

            "Casavatore", 

            "Casazza", 

            "Cascia", 

            "Casciago", 

            "Casciana Terme Lari", 

            "Cascina", 

            "Cascinette d'Ivrea", 

            "Casei Gerola", 

            "Caselette", 

            "Casella", 

            "Caselle in Pittari", 

            "Caselle Landi", 

            "Caselle Lurani", 

            "Caselle Torinese", 

            "Caserta", 

            "Casier", 

            "Casignana", 

            "Casina", 

            "Casirate d'Adda", 

            "Caslino d'Erba", 

            "Casnate con Bernate", 

            "Casnigo", 

            "Casola di Napoli", 

            "Casola in Lunigiana", 

            "Casola Valsenio", 

            "Casole d'Elsa", 

            "Casoli", 

            "Casorate Primo", 

            "Casorate Sempione", 

            "Casorezzo", 

            "Casoria", 

            "Casorzo", 

            "Casperia", 

            "Caspoggio", 

            "Cassacco", 

            "Cassago Brianza", 

            "Cassano all'Ionio", 

            "Cassano d'Adda", 

            "Cassano delle Murge", 

            "Cassano Irpino", 

            "Cassano Magnago", 

            "Cassano Spinola", 

            "Cassano Valcuvia", 

            "Cassaro", 

            "Cassiglio", 

            "Cassina de' Pecchi", 

            "Cassina Rizzardi", 

            "Cassina Valsassina", 

            "Cassinasco", 

            "Cassine", 

            "Cassinelle", 

            "Cassinetta di Lugagnano", 

            "Cassino", 

            "Cassola", 

            "Cassolnovo", 

            "Castagnaro", 

            "Castagneto Carducci", 

            "Castagneto Po", 

            "Castagnito", 

            "Castagnole delle Lanze", 

            "Castagnole Monferrato", 

            "Castagnole Piemonte", 

            "Castana", 

            "Castano Primo", 

            "Casteggio", 

            "Castegnato", 

            "Castegnero", 

            "Castel Baronia", 

            "Castel Boglione", 

            "Castel Bolognese", 

            "Castel Campagnano", 

            "Castel Castagna", 

            "Castel Condino", 

            "Castel d'Aiano", 

            "Castel d'Ario", 

            "Castel d'Azzano", 

            "Castel del Giudice", 

            "Castel del Monte", 

            "Castel del Piano", 

            "Castel del Rio", 

            "Castel di Casio", 

            "Castel di Ieri", 

            "Castel di Iudica", 

            "Castel di Lama", 

            "Castel di Lucio", 

            "Castel di Sangro", 

            "Castel di Sasso", 

            "Castel di Tora", 

            "Castel Focognano", 

            "Castel Frentano", 

            "Castel Gabbiano", 

            "Castel Gandolfo", 

            "Castel Giorgio", 

            "Castel Goffredo", 

            "Castel Guelfo di Bologna", 

            "Castel Ivano", 

            "Castel Madama", 

            "Castel Maggiore", 

            "Castel Mella", 

            "Castel Morrone", 

            "Castel Ritaldi", 

            "Castel Rocchero", 

            "Castel Rozzone", 

            "Castel San Giorgio", 

            "Castel San Giovanni", 

            "Castel San Lorenzo", 

            "Castel San Niccolò", 

            "Castel San Pietro Romano", 

            "Castel San Pietro Terme", 

            "Castel San Vincenzo", 

            "Castel Sant'Angelo", 

            "Castel Sant'Elia", 

            "Castel Viscardo", 

            "Castel Vittorio", 

            "Castel Volturno", 

            "Castelbaldo", 

            "Castelbelforte", 

            "Castelbellino", 

            "Castelbello-Ciardes", 

            "Castelbianco", 

            "Castelbottaccio", 

            "Castelbuono", 

            "Castelcivita", 

            "Castelcovati", 

            "Castelcucco", 

            "Casteldaccia", 

            "Casteldelci", 

            "Casteldelfino", 

            "Casteldidone", 

            "Castelfidardo", 

            "Castelfiorentino", 

            "Castelfondo", 

            "Castelforte", 

            "Castelfranci", 

            "Castelfranco Piandiscò", 

            "Castelfranco di Sotto", 

            "Castelfranco Emilia", 

            "Castelfranco in Miscano", 

            "Castelfranco Veneto", 

            "Castelgerundo", 

            "Castelgomberto", 

            "Castelgrande", 

            "Castelguglielmo", 

            "Castelguidone", 

            "Castell'Alfero", 

            "Castell'Arquato", 

            "Castell'Azzara", 

            "Castell'Umberto", 

            "Castellabate", 

            "Castellafiume", 

            "Castellalto", 

            "Castellammare del Golfo", 

            "Castellammare di Stabia", 

            "Castellamonte", 

            "Castellana Grotte", 

            "Castellana Sicula", 

            "Castellaneta", 

            "Castellania", 

            "Castellanza", 

            "Castellar Guidobono", 

            "Castellarano", 

            "Castellaro", 

            "Castellazzo Bormida", 

            "Castellazzo Novarese", 

            "Castelleone", 

            "Castelleone di Suasa", 

            "Castellero", 

            "Castelletto Cervo", 

            "Castelletto d'Erro", 

            "Castelletto d'Orba", 

            "Castelletto di Branduzzo", 

            "Castelletto Merli", 

            "Castelletto Molina", 

            "Castelletto Monferrato", 

            "Castelletto sopra Ticino", 

            "Castelletto Stura", 

            "Castelletto Uzzone", 

            "Castelli", 

            "Castelli Calepio", 

            "Castellina in Chianti", 

            "Castellina Marittima", 

            "Castellinaldo d'Alba", 

            "Castellino del Biferno", 

            "Castellino Tanaro", 

            "Castelliri", 

            "Castello Cabiaglio", 

            "Castello d'Agogna", 

            "Castello d'Argile", 

            "Castello del Matese", 

            "Castello dell'Acqua", 

            "Castello di Annone", 

            "Castello di Brianza", 

            "Castello di Cisterna", 

            "Castello di Godego", 

            "Castello Tesino", 

            "Castello-Molina di Fiemme", 

            "Castellucchio", 

            "Castelluccio dei Sauri", 

            "Castelluccio Inferiore", 

            "Castelluccio Superiore", 

            "Castelluccio Valmaggiore", 

            "Castelmagno", 

            "Castelmarte", 

            "Castelmassa", 

            "Castelmauro", 

            "Castelmezzano", 

            "Castelmola", 

            "Castelnovetto", 

            "Castelnovo Bariano", 

            "Castelnovo del Friuli", 

            "Castelnovo di Sotto", 

            "Castelnovo ne' Monti", 

            "Castelnuovo", 

            "Castelnuovo Belbo", 

            "Castelnuovo Berardenga", 

            "Castelnuovo Bocca d'Adda", 

            "Castelnuovo Bormida", 

            "Castelnuovo Bozzente", 

            "Castelnuovo Calcea", 

            "Castelnuovo Cilento", 

            "Castelnuovo del Garda", 

            "Castelnuovo della Daunia", 

            "Castelnuovo di Ceva", 

            "Castelnuovo di Conza", 

            "Castelnuovo di Farfa", 

            "Castelnuovo di Garfagnana", 

            "Castelnuovo di Porto", 

            "Castelnuovo di Val di Cecina", 

            "Castelnuovo Don Bosco", 

            "Castelnuovo Magra", 

            "Castelnuovo Nigra", 

            "Castelnuovo Parano", 

            "Castelnuovo Rangone", 

            "Castelnuovo Scrivia", 

            "Castelpagano", 

            "Castelpetroso", 

            "Castelpizzuto", 

            "Castelplanio", 

            "Castelpoto", 

            "Castelraimondo", 

            "Castelrotto", 

            "Castelsantangelo sul Nera", 

            "Castelsaraceno", 

            "Castelsardo", 

            "Castelseprio", 

            "Castelsilano", 

            "Castelspina", 

            "Casteltermini", 

            "Castelveccana", 

            "Castelvecchio Calvisio", 

            "Castelvecchio di Rocca Barbena", 

            "Castelvecchio Subequo", 

            "Castelvenere", 

            "Castelverde", 

            "Castelverrino", 

            "Castelvetere in Val Fortore", 

            "Castelvetere sul Calore", 

            "Castelvetrano", 

            "Castelvetro di Modena", 

            "Castelvetro Piacentino", 

            "Castelvisconti", 

            "Castenaso", 

            "Castenedolo", 

            "Castiadas", 

            "Castiglion Fibocchi", 

            "Castiglion Fiorentino", 

            "Castiglione a Casauria", 

            "Castiglione Chiavarese", 

            "Castiglione Cosentino", 

            "Castiglione d'Adda", 

            "Castiglione d'Orcia", 

            "Castiglione dei Pepoli", 

            "Castiglione del Genovesi", 

            "Castiglione del Lago", 

            "Castiglione della Pescaia", 

            "Castiglione delle Stiviere", 

            "Castiglione di Garfagnana", 

            "Castiglione di Sicilia", 

            "Castiglione Falletto", 

            "Castiglione in Teverina", 

            "Castiglione Messer Marino", 

            "Castiglione Messer Raimondo", 

            "Castiglione Olona", 

            "Castiglione Tinella", 

            "Castiglione Torinese", 

            "Castignano", 

            "Castilenti", 

            "Castino", 

            "Castione Andevenno", 

            "Castione della Presolana", 

            "Castions di Strada", 

            "Castiraga Vidardo", 

            "Casto", 

            "Castorano", 

            "Castrezzato", 

            "Castri di Lecce", 

            "Castrignano de' Greci", 

            "Castrignano del Capo", 

            "Castro", 

            "Castro", 

            "Castro dei Volsci", 

            "Castrocaro Terme e Terra del Sole", 

            "Castrocielo", 

            "Castrofilippo", 

            "Castrolibero", 

            "Castronno", 

            "Castronovo di Sicilia", 

            "Castronuovo di Sant'Andrea", 

            "Castropignano", 

            "Castroreale", 

            "Castroregio", 

            "Castrovillari", 

            "Catania", 

            "Catanzaro", 

            "Catenanuova", 

            "Catignano", 

            "Cattolica", 

            "Cattolica Eraclea", 

            "Caulonia", 

            "Cautano", 

            "Cava de' Tirreni", 

            "Cava Manara", 

            "Cavaglià", 

            "Cavaglietto", 

            "Cavaglio d'Agogna", 

            "Cavagnolo", 

            "Cavaion Veronese", 

            "Cavalese", 

            "Cavallerleone", 

            "Cavallermaggiore", 

            "Cavallino", 

            "Cavallino-Treporti", 

            "Cavallirio", 

            "Cavareno", 

            "Cavargna", 

            "Cavaria con Premezzo", 

            "Cavarzere", 

            "Cavaso del Tomba", 

            "Cavasso Nuovo", 

            "Cavatore", 

            "Cavazzo Carnico", 

            "Cave", 

            "Cavedago", 

            "Cavedine", 

            "Cavenago d'Adda", 

            "Cavenago di Brianza", 

            "Cavernago", 

            "Cavezzo", 

            "Cavizzana", 

            "Cavour", 

            "Cavriago", 

            "Cavriana", 

            "Cavriglia", 

            "Cazzago Brabbia", 

            "Cazzago San Martino", 

            "Cazzano di Tramigna", 

            "Cazzano Sant'Andrea", 

            "Ceccano", 

            "Cecima", 

            "Cecina", 

            "Cedegolo", 

            "Cedrasco", 

            "Cefalà Diana", 

            "Cefalù", 

            "Ceggia", 

            "Ceglie Messapica", 

            "Celano", 

            "Celenza sul Trigno", 

            "Celenza Valfortore", 

            "Celico", 

            "Cella Dati", 

            "Cella Monte", 

            "Cellamare", 

            "Cellara", 

            "Cellarengo", 

            "Cellatica", 

            "Celle di Bulgheria", 

            "Celle di Macra", 

            "Celle di San Vito", 

            "Celle Enomondo", 

            "Celle Ligure", 

            "Celleno", 

            "Cellere", 

            "Cellino Attanasio", 

            "Cellino San Marco", 

            "Cellio con Breia", 

            "Cellole", 

            "Cembra Lisignago", 

            "Cenadi", 

            "Cenate Sopra", 

            "Cenate Sotto", 

            "Cencenighe Agordino", 

            "Cene", 

            "Ceneselli", 

            "Cengio", 

            "Centallo", 

            "Cento", 

            "Centola", 

            "Centrache", 

            "Centro Valle Intelvi", 

            "Centuripe", 

            "Cepagatti", 

            "Ceppaloni", 

            "Ceppo Morelli", 

            "Ceprano", 

            "Cerami", 

            "Ceranesi", 

            "Cerano", 

            "Cerano d'Intelvi", 

            "Ceranova", 

            "Ceraso", 

            "Cercemaggiore", 

            "Cercenasco", 

            "Cercepiccola", 

            "Cerchiara di Calabria", 

            "Cerchio", 

            "Cercino", 

            "Cercivento", 

            "Cercola", 

            "Cerda", 

            "Cerea", 

            "Ceregnano", 

            "Cerenzia", 

            "Ceres", 

            "Ceresara", 

            "Cereseto", 

            "Ceresole Alba", 

            "Ceresole Reale", 

            "Cerete", 

            "Ceretto Lomellina", 

            "Cergnago", 

            "Ceriale", 

            "Ceriana", 

            "Ceriano Laghetto", 

            "Cerignale", 

            "Cerignola", 

            "Cerisano", 

            "Cermenate", 

            "Cermes", 

            "Cermignano", 

            "Cernobbio", 

            "Cernusco Lombardone", 

            "Cernusco sul Naviglio", 

            "Cerreto d'Asti", 

            "Cerreto d'Esi", 

            "Cerreto di Spoleto", 

            "Cerreto Grue", 

            "Cerreto Guidi", 

            "Cerreto Laziale", 

            "Cerreto Sannita", 

            "Cerretto Langhe", 

            "Cerrina Monferrato", 

            "Cerrione", 

            "Cerro al Lambro", 

            "Cerro al Volturno", 

            "Cerro Maggiore", 

            "Cerro Tanaro", 

            "Cerro Veronese", 

            "Cersosimo", 

            "Certaldo", 

            "Certosa di Pavia", 

            "Cerva", 

            "Cervara di Roma", 

            "Cervarese Santa Croce", 

            "Cervaro", 

            "Cervasca", 

            "Cervatto", 

            "Cerveno", 

            "Cervere", 

            "Cervesina", 

            "Cerveteri", 

            "Cervia", 

            "Cervicati", 

            "Cervignano d'Adda", 

            "Cervignano del Friuli", 

            "Cervinara", 

            "Cervino", 

            "Cervo", 

            "Cerzeto", 

            "Cesa", 

            "Cesana Brianza", 

            "Cesana Torinese", 

            "Cesano Boscone", 

            "Cesano Maderno", 

            "Cesara", 

            "Cesarò", 

            "Cesate", 

            "Cesena", 

            "Cesenatico", 

            "Cesinali", 

            "Cesio", 

            "Cesiomaggiore", 

            "Cessalto", 

            "Cessaniti", 

            "Cessapalombo", 

            "Cessole", 

            "Cetara", 

            "Ceto", 

            "Cetona", 

            "Cetraro", 

            "Ceva", 

            "Cevo", 

            "Challand-Saint-Anselme", 

            "Challand-Saint-Victor", 

            "Chambave", 

            "Chamois", 

            "Champdepraz", 

            "Champorcher", 

            "Charvensod", 

            "Châtillon", 

            "Cherasco", 

            "Cheremule", 

            "Chialamberto", 

            "Chiampo", 

            "Chianche", 

            "Chianciano Terme", 

            "Chianni", 

            "Chianocco", 

            "Chiaramonte Gulfi", 

            "Chiaramonti", 

            "Chiarano", 

            "Chiaravalle", 

            "Chiaravalle Centrale", 

            "Chiari", 

            "Chiaromonte", 

            "Chiauci", 

            "Chiavari", 

            "Chiavenna", 

            "Chiaverano", 

            "Chienes", 

            "Chieri", 

            "Chies d'Alpago", 

            "Chiesa in Valmalenco", 

            "Chiesanuova", 

            "Chiesina Uzzanese", 

            "Chieti", 

            "Chieuti", 

            "Chieve", 

            "Chignolo d'Isola", 

            "Chignolo Po", 

            "Chioggia", 

            "Chiomonte", 

            "Chions", 

            "Chiopris-Viscone", 

            "Chitignano", 

            "Chiuduno", 

            "Chiuppano", 

            "Chiuro", 

            "Chiusa", 

            "Chiusa di Pesio", 

            "Chiusa di San Michele", 

            "Chiusa Sclafani", 

            "Chiusaforte", 

            "Chiusanico", 

            "Chiusano d'Asti", 

            "Chiusano di San Domenico", 

            "Chiusavecchia", 

            "Chiusdino", 

            "Chiusi", 

            "Chiusi della Verna", 

            "Chivasso", 

            "Ciampino", 

            "Cianciana", 

            "Cibiana di Cadore", 

            "Cicagna", 

            "Cicala", 

            "Cicciano", 

            "Cicerale", 

            "Ciciliano", 

            "Cicognolo", 

            "Ciconio", 

            "Cigliano", 

            "Cigliè", 

            "Cigognola", 

            "Cigole", 

            "Cilavegna", 

            "Cimadolmo", 

            "Cimbergo", 

            "Ciminà", 

            "Ciminna", 

            "Cimitile", 

            "Cimolais", 

            "Cimone", 

            "Cinaglio", 

            "Cineto Romano", 

            "Cingia de' Botti", 

            "Cingoli", 

            "Cinigiano", 

            "Cinisello Balsamo", 

            "Cinisi", 

            "Cino", 

            "Cinquefrondi", 

            "Cintano", 

            "Cinte Tesino", 

            "Cinto Caomaggiore", 

            "Cinto Euganeo", 

            "Cinzano", 

            "Ciorlano", 

            "Cipressa", 

            "Circello", 

            "Cirié", 

            "Cirigliano", 

            "Cirimido", 

            "Cirò", 

            "Cirò Marina", 

            "Cis", 

            "Cisano Bergamasco", 

            "Cisano sul Neva", 

            "Ciserano", 

            "Cislago", 

            "Cisliano", 

            "Cismon del Grappa", 

            "Cison di Valmarino", 

            "Cissone", 

            "Cisterna d'Asti", 

            "Cisterna di Latina", 

            "Cisternino", 

            "Citerna", 

            "Città della Pieve", 

            "Città di Castello", 

            "Città Sant'Angelo", 

            "Cittadella", 

            "Cittaducale", 

            "Cittanova", 

            "Cittareale", 

            "Cittiglio", 

            "Civate", 

            "Civezza", 

            "Civezzano", 

            "Civiasco", 

            "Cividale del Friuli", 

            "Cividate al Piano", 

            "Cividate Camuno", 

            "Civita", 

            "Civita Castellana", 

            "Civita d'Antino", 

            "Civitacampomarano", 

            "Civitaluparella", 

            "Civitanova del Sannio", 

            "Civitanova Marche", 

            "Civitaquana", 

            "Civitavecchia", 

            "Civitella Alfedena", 

            "Civitella Casanova", 

            "Civitella d'Agliano", 

            "Civitella del Tronto", 

            "Civitella di Romagna", 

            "Civitella in Val di Chiana", 

            "Civitella Messer Raimondo", 

            "Civitella Paganico", 

            "Civitella Roveto", 

            "Civitella San Paolo", 

            "Civo", 

            "Claino con Osteno", 

            "Claut", 

            "Clauzetto", 

            "Clavesana", 

            "Claviere", 

            "Cles", 

            "Cleto", 

            "Clivio", 

            "Cloz", 

            "Clusone", 

            "Coassolo Torinese", 

            "Coazze", 

            "Coazzolo", 

            "Coccaglio", 

            "Cocconato", 

            "Cocquio-Trevisago", 

            "Cocullo", 

            "Codevigo", 

            "Codevilla", 

            "Codigoro", 

            "Codogné", 

            "Codogno", 

            "Codroipo", 

            "Codrongianos", 

            "Coggiola", 

            "Cogliate", 

            "Cogne", 

            "Cogoleto", 

            "Cogollo del Cengio", 

            "Cogorno", 

            "Colazza", 

            "Colere", 

            "Colfelice", 

            "Coli", 

            "Colico", 

            "Collalto Sabino", 

            "Collarmele", 

            "Collazzone", 

            "Colle Brianza", 

            "Colle d'Anchise", 

            "Colle di Tora", 

            "Colle di Val d'Elsa", 

            "Colle San Magno", 

            "Colle Sannita", 

            "Colle Santa Lucia", 

            "Colle Umberto", 

            "Collebeato", 

            "Collecchio", 

            "Collecorvino", 

            "Colledara", 

            "Colledimacine", 

            "Colledimezzo", 

            "Colleferro", 

            "Collegiove", 

            "Collegno", 

            "Collelongo", 

            "Collepardo", 

            "Collepasso", 

            "Collepietro", 

            "Colleretto Castelnuovo", 

            "Colleretto Giacosa", 

            "Collesalvetti", 

            "Collesano", 

            "Colletorto", 

            "Collevecchio", 

            "Colli a Volturno", 

            "Colli al Metauro", 

            "Colli del Tronto", 

            "Colli sul Velino", 

            "Colli Verdi", 

            "Colliano", 

            "Collinas", 

            "Collio", 

            "Collobiano", 

            "Colloredo di Monte Albano", 

            "Colmurano", 

            "Colobraro", 

            "Cologna Veneta", 

            "Cologne", 

            "Cologno al Serio", 

            "Cologno Monzese", 

            "Colognola ai Colli", 

            "Colonna", 

            "Colonnella", 

            "Colonno", 

            "Colorina", 

            "Colorno", 

            "Colosimi", 

            "Colturano", 

            "Colverde", 

            "Colzate", 

            "Comabbio", 

            "Comacchio", 

            "Comano", 

            "Comano Terme", 

            "Comazzo", 

            "Comeglians", 

            "Comelico Superiore", 

            "Comerio", 

            "Comezzano-Cizzago", 

            "Comignago", 

            "Comiso", 

            "Comitini", 

            "Comiziano", 

            "Commessaggio", 

            "Commezzadura", 

            "Como", 

            "Compiano", 

            "Comun Nuovo", 

            "Comunanza", 

            "Cona", 

            "Conca Casale", 

            "Conca dei Marini", 

            "Conca della Campania", 

            "Concamarise", 

            "Concerviano", 

            "Concesio", 

            "Conco", 

            "Concordia Sagittaria", 

            "Concordia sulla Secchia", 

            "Concorezzo", 

            "Condofuri", 

            "Condove", 

            "Condrò", 

            "Conegliano", 

            "Confienza", 

            "Configni", 

            "Conflenti", 

            "Coniolo", 

            "Conselice", 

            "Conselve", 

            "Contà", 

            "Contessa Entellina", 

            "Contigliano", 

            "Contrada", 

            "Controguerra", 

            "Controne", 

            "Contursi Terme", 

            "Conversano", 

            "Conza della Campania", 

            "Conzano", 

            "Copertino", 

            "Copiano", 

            "Copparo", 

            "Corana", 

            "Corato", 

            "Corbara", 

            "Corbetta", 

            "Corbola", 

            "Corchiano", 

            "Corciano", 

            "Cordenons", 

            "Cordignano", 

            "Cordovado", 

            "Coreglia Antelminelli", 

            "Coreglia Ligure", 

            "Coreno Ausonio", 

            "Corfinio", 

            "Cori", 

            "Coriano", 

            "Corigliano-Rossano", 

            "Corigliano d'Otranto", 

            "Corinaldo", 

            "Corio", 

            "Corleone", 

            "Corleto Monforte", 

            "Corleto Perticara", 

            "Cormano", 

            "Cormons", 

            "Corna Imagna", 

            "Cornalba", 

            "Cornale e Bastida", 

            "Cornaredo", 

            "Cornate d'Adda", 

            "Cornedo all'Isarco", 

            "Cornedo Vicentino", 

            "Cornegliano Laudense", 

            "Corneliano d'Alba", 

            "Corniglio", 

            "Corno di Rosazzo", 

            "Corno Giovine", 

            "Cornovecchio", 

            "Cornuda", 

            "Correggio", 

            "Correzzana", 

            "Correzzola", 

            "Corrido", 

            "Corridonia", 

            "Corropoli", 

            "Corsano", 

            "Corsico", 

            "Corsione", 

            "Cortaccia sulla strada del vino", 

            "Cortale", 

            "Cortandone", 

            "Cortanze", 

            "Cortazzone", 

            "Corte Brugnatella", 

            "Corte de' Cortesi con Cignone", 

            "Corte de' Frati", 

            "Corte Franca", 

            "Corte Palasio", 

            "Cortemaggiore", 

            "Cortemilia", 

            "Corteno Golgi", 

            "Cortenova", 

            "Cortenuova", 

            "Corteolona e Genzone", 

            "Cortiglione", 

            "Cortina d'Ampezzo", 

            "Cortina sulla strada del vino", 

            "Cortino", 

            "Cortona", 

            "Corvara", 

            "Corvara in Badia", 

            "Corvino San Quirico", 

            "Corzano", 

            "Coseano", 

            "Cosenza", 

            "Cosio di Arroscia", 

            "Cosio Valtellino", 

            "Cosoleto", 

            "Cossano Belbo", 

            "Cossano Canavese", 

            "Cossato", 

            "Cosseria", 

            "Cossignano", 

            "Cossogno", 

            "Cossoine", 

            "Cossombrato", 

            "Costa de' Nobili", 

            "Costa di Mezzate", 

            "Costa di Rovigo", 

            "Costa Masnaga", 

            "Costa Serina", 

            "Costa Valle Imagna", 

            "Costa Vescovato", 

            "Costa Volpino", 

            "Costabissara", 

            "Costacciaro", 

            "Costanzana", 

            "Costarainera", 

            "Costermano sul Garda", 

            "Costigliole d'Asti", 

            "Costigliole Saluzzo", 

            "Cotignola", 

            "Cotronei", 

            "Cottanello", 

            "Courmayeur", 

            "Covo", 

            "Cozzo", 

            "Craco", 

            "Crandola Valsassina", 

            "Cravagliana", 

            "Cravanzana", 

            "Craveggia", 

            "Creazzo", 

            "Crecchio", 

            "Credaro", 

            "Credera Rubbiano", 

            "Crema", 

            "Cremella", 

            "Cremenaga", 

            "Cremeno", 

            "Cremia", 

            "Cremolino", 

            "Cremona", 

            "Cremosano", 

            "Crescentino", 

            "Crespadoro", 

            "Crespano del Grappa", 

            "Crespiatica", 

            "Crespina Lorenzana", 

            "Crespino", 

            "Cressa", 

            "Crevacuore", 

            "Crevalcore", 

            "Crevoladossola", 

            "Crispano", 

            "Crispiano", 

            "Crissolo", 

            "Crocefieschi", 

            "Crocetta del Montello", 

            "Crodo", 

            "Crognaleto", 

            "Cropalati", 

            "Cropani", 

            "Crosia", 

            "Crosio della Valle", 

            "Crotone", 

            "Crotta d'Adda", 

            "Crova", 

            "Croviana", 

            "Crucoli", 

            "Cuasso al Monte", 

            "Cuccaro Monferrato", 

            "Cuccaro Vetere", 

            "Cucciago", 

            "Cuceglio", 

            "Cuggiono", 

            "Cugliate-Fabiasco", 

            "Cuglieri", 

            "Cugnoli", 

            "Cumiana", 

            "Cumignano sul Naviglio", 

            "Cunardo", 

            "Cuneo", 

            "Cunico", 

            "Cuorgnè", 

            "Cupello", 

            "Cupra Marittima", 

            "Cupramontana", 

            "Cura Carpignano", 

            "Curcuris", 

            "Cureggio", 

            "Curiglia con Monteviasco", 

            "Curinga", 

            "Curino", 

            "Curno", 

            "Curon Venosta", 

            "Cursi", 

            "Curtarolo", 

            "Curtatone", 

            "Curti", 

            "Cusago", 

            "Cusano Milanino", 

            "Cusano Mutri", 

            "Cusino", 

            "Cusio", 

            "Custonaci", 

            "Cutro", 

            "Cutrofiano", 

            "Cuveglio", 

            "Cuvio", 

            "Daiano", 

            "Dairago", 

            "Dalmine", 

            "Dambel", 

            "Danta di Cadore", 

            "Darfo Boario Terme", 

            "Dasà", 

            "Davagna", 

            "Daverio", 

            "Davoli", 

            "Dazio", 

            "Decimomannu", 

            "Decimoputzu", 

            "Decollatura", 

            "Dego", 

            "Deiva Marina", 

            "Delebio", 

            "Delia", 

            "Delianuova", 

            "Deliceto", 

            "Dello", 

            "Demonte", 

            "Denice", 

            "Denno", 

            "Dernice", 

            "Derovere", 

            "Deruta", 

            "Dervio", 

            "Desana", 

            "Desenzano del Garda", 

            "Desio", 

            "Desulo", 

            "Deutschnofen", 

            "Diamante", 

            "Diano Arentino", 

            "Diano Castello", 

            "Diano d'Alba", 

            "Diano Marina", 

            "Diano San Pietro", 

            "Dicomano", 

            "Dignano", 

            "Dimaro Folgarida", 

            "Dinami", 

            "Dipignano", 

            "Diso", 

            "Divignano", 

            "Dizzasco", 

            "Doberdò del Lago", 

            "Dogliani", 

            "Dogliola", 

            "Dogna", 

            "Dolcè", 

            "Dolceacqua", 

            "Dolcedo", 

            "Dolegna del Collio", 

            "Dolianova", 

            "Dolo", 

            "Dolzago", 

            "Domanico", 

            "Domaso", 

            "Domegge di Cadore", 

            "Domicella", 

            "Domodossola", 

            "Domus de Maria", 

            "Domusnovas", 

            "Donato", 

            "Dongo", 

            "Donori", 

            "Dorgali", 

            "Dorio", 

            "Dormelletto", 

            "Dorno", 

            "Dorzano", 

            "Dosolo", 

            "Dossena", 

            "Dosso del Liro", 

            "Dovadola", 

            "Dovera", 

            "Dozza", 

            "Dragoni", 

            "Drapia", 

            "Drena", 

            "Drenchia", 

            "Dresano", 

            "Dro", 

            "Dronero", 

            "Druento", 

            "Druogno", 

            "Dualchi", 

            "Dubino", 

            "Due Carrare", 

            "Dueville", 

            "Dugenta", 

            "Duino-Aurisina", 

            "Dumenza", 

            "Duno", 

            "Durazzano", 

            "Duronia", 

            "Dusino San Michele", 

            "Eboli", 

            "Edolo", 

            "Elice", 

            "Elini", 

            "Ello", 

            "Elmas", 

            "Elva", 

            "Emarèse", 

            "Empoli", 

            "Endine Gaiano", 

            "Enego", 

            "Enemonzo", 

            "Enna", 

            "Entracque", 

            "Entratico", 

            "Envie", 

            "Episcopia", 

            "Eppan an der Weinstraße", 

            "Eraclea", 

            "Erbè", 

            "Erba", 

            "Erbezzo", 

            "Erbusco", 

            "Erchie", 

            "Ercolano", 

            "Erice", 

            "Erli", 

            "Erto e Casso", 

            "Erula", 

            "Erve", 

            "Esanatoglia", 

            "Escalaplano", 

            "Escolca", 

            "Esine", 

            "Esino Lario", 

            "Esperia", 

            "Esporlatu", 

            "Este", 

            "Esterzili", 

            "Etroubles", 

            "Eupilio", 

            "Exilles", 

            "Fabbrica Curone", 

            "Fabbriche di Vergemoli", 

            "Fabbrico", 

            "Fabriano", 

            "Fabrica di Roma", 

            "Fabrizia", 

            "Fabro", 

            "Faedis", 

            "Faedo", 

            "Faedo Valtellino", 

            "Faenza", 

            "Faeto", 

            "Fagagna", 

            "Faggeto Lario", 

            "Faggiano", 

            "Fagnano Alto", 

            "Fagnano Castello", 

            "Fagnano Olona", 

            "Fai della Paganella", 

            "Faicchio", 

            "Falcade", 

            "Falciano del Massico", 

            "Falconara Albanese", 

            "Falconara Marittima", 

            "Falcone", 

            "Faleria", 

            "Falerna", 

            "Falerone", 

            "Fallo", 

            "Faloppio", 

            "Falvaterra", 

            "Fanano", 

            "Fanna", 

            "Fano", 

            "Fano Adriano", 

            "Fara Filiorum Petri", 

            "Fara Gera d'Adda", 

            "Fara Novarese", 

            "Fara Olivana con Sola", 

            "Fara San Martino", 

            "Fara Vicentino", 

            "Fara in Sabina", 

            "Fardella", 

            "Farigliano", 

            "Farindola", 

            "Farini", 

            "Farnese", 

            "Farra d'Isonzo", 

            "Farra di Soligo", 

            "Fasano", 

            "Fascia", 

            "Fauglia", 

            "Faule", 

            "Favale di Malvaro", 

            "Favara", 

            "Favignana", 

            "Favria", 

            "Feisoglio", 

            "Feldthurns", 

            "Feletto", 

            "Felino", 

            "Felitto", 

            "Felizzano", 

            "Feltre", 

            "Fenegrò", 

            "Fenestrelle", 

            "Fénis", 

            "Ferentillo", 

            "Ferentino", 

            "Ferla", 

            "Fermignano", 

            "Fermo", 

            "Ferno", 

            "Feroleto Antico", 

            "Feroleto della Chiesa", 

            "Ferrandina", 

            "Ferrara", 

            "Ferrara di Monte Baldo", 

            "Ferrazzano", 

            "Ferrera Erbognone", 

            "Ferrera di Varese", 

            "Ferrere", 

            "Ferriere", 

            "Ferruzzano", 

            "Fiamignano", 

            "Fiano", 

            "Fiano Romano", 

            "Fiastra", 

            "Fiavè", 

            "Ficarazzi", 

            "Ficarolo", 

            "Ficarra", 

            "Ficulle", 

            "Fidenza", 

            "Fierozzo", 

            "Fiesco", 

            "Fiesole", 

            "Fiesse", 

            "Fiesso Umbertiano", 

            "Fiesso d'Artico", 

            "Figino Serenza", 

            "Figline Vegliaturo", 

            "Figline e Incisa Valdarno", 

            "Filacciano", 

            "Filadelfia", 

            "Filago", 

            "Filandari", 

            "Filattiera", 

            "Filettino", 

            "Filetto", 

            "Filiano", 

            "Filighera", 

            "Filignano", 

            "Filogaso", 

            "Filottrano", 

            "Finale Emilia", 

            "Finale Ligure", 

            "Fino Mornasco", 

            "Fino del Monte", 

            "Fiorano Canavese", 

            "Fiorano Modenese", 

            "Fiorano al Serio", 

            "Fiorenzuola d'Arda", 

            "Firenzuola", 

            "Firmo", 

            "Fiscaglia", 

            "Fisciano", 

            "Fiuggi", 

            "Fiumalbo", 

            "Fiumara", 

            "Fiume Veneto", 

            "Fiumedinisi", 

            "Fiumefreddo Bruzio", 

            "Fiumefreddo di Sicilia", 

            "Fiumicello Villa Vicentina", 

            "Fiumicino", 

            "Fiuminata", 

            "Fivizzano", 

            "Flaibano", 

            "Flero", 

            "Florence", 

            "Floresta", 

            "Floridia", 

            "Florinas", 

            "Flumeri", 

            "Fluminimaggiore", 

            "Flussio", 

            "Fobello", 

            "Foggia", 

            "Foglianise", 

            "Fogliano Redipuglia", 

            "Foglizzo", 

            "Foiano della Chiana", 

            "Foiano di Val Fortore", 

            "Folgaria", 

            "Folignano", 

            "Foligno", 

            "Follina", 

            "Follo", 

            "Follonica", 

            "Fombio", 

            "Fondachelli-Fantina", 

            "Fondi", 

            "Fondo", 

            "Fonni", 

            "Fontainemore", 

            "Fontana Liri", 

            "Fontanafredda", 

            "Fontanarosa", 

            "Fontanelice", 

            "Fontanella", 

            "Fontanellato", 

            "Fontanelle", 

            "Fontaneto d'Agogna", 

            "Fontanetto Po", 

            "Fontanigorda", 

            "Fontanile", 

            "Fontaniva", 

            "Fonte", 

            "Fonte Nuova", 

            "Fontecchio", 

            "Fontechiari", 

            "Fontegreca", 

            "Fonteno", 

            "Fontevivo", 

            "Fonzaso", 

            "Foppolo", 

            "Forano", 

            "Force", 

            "Forchia", 

            "Forcola", 

            "Fordongianus", 

            "Forenza", 

            "Foresto Sparso", 

            "Forgaria nel Friuli", 

            "Forino", 

            "Forio", 

            "Forlì", 

            "Forlì del Sannio", 

            "Forlimpopoli", 

            "Formazza", 

            "Formello", 

            "Formia", 

            "Formicola", 

            "Formigara", 

            "Formigine", 

            "Formigliana", 

            "Fornace", 

            "Fornelli", 

            "Forni Avoltri", 

            "Forni di Sopra", 

            "Forni di Sotto", 

            "Forno Canavese", 

            "Fornovo San Giovanni", 

            "Fornovo di Taro", 

            "Forte dei Marmi", 

            "Fortunago", 

            "Forza d'Agrò", 

            "Fosciandora", 

            "Fosdinovo", 

            "Fossò", 

            "Fossa", 

            "Fossacesia", 

            "Fossalta di Piave", 

            "Fossalta di Portogruaro", 

            "Fossalto", 

            "Fossano", 

            "Fossato Serralta", 

            "Fossato di Vico", 

            "Fossombrone", 

            "Foza", 

            "Frabosa Soprana", 

            "Frabosa Sottana", 

            "Fraconalto", 

            "Fragagnano", 

            "Fragneto Monforte", 

            "Fragneto l'Abate", 

            "Fraine", 

            "Framura", 

            "Francavilla Angitola", 

            "Francavilla Bisio", 

            "Francavilla Fontana", 

            "Francavilla Marittima", 

            "Francavilla al Mare", 

            "Francavilla d'Ete", 

            "Francavilla di Sicilia", 

            "Francavilla in Sinni", 

            "Francica", 

            "Francofonte", 

            "Francolise", 

            "Franzensfeste", 

            "Frascaro", 

            "Frascarolo", 

            "Frascati", 

            "Frascineto", 

            "Frassilongo", 

            "Frassinelle Polesine", 

            "Frassinello Monferrato", 

            "Frassineto Po", 

            "Frassinetto", 

            "Frassino", 

            "Frassinoro", 

            "Frasso Sabino", 

            "Frasso Telesino", 

            "Fratta Polesine", 

            "Fratta Todina", 

            "Frattamaggiore", 

            "Frattaminore", 

            "Fratte Rosa", 

            "Frazzanò", 

            "Fregona", 

            "Freienfeld", 

            "Fresagrandinaria", 

            "Fresonara", 

            "Frigento", 

            "Frignano", 

            "Frinco", 

            "Frisa", 

            "Frisanco", 

            "Front", 

            "Frontino", 

            "Frontone", 

            "Frosinone", 

            "Frosolone", 

            "Frossasco", 

            "Frugarolo", 

            "Fubine Monferrato", 

            "Fucecchio", 

            "Fuipiano Valle Imagna", 

            "Fumane", 

            "Fumone", 

            "Furci", 

            "Furci Siculo", 

            "Furnari", 

            "Furore", 

            "Furtei", 

            "Fuscaldo", 

            "Fusignano", 

            "Fusine", 

            "Futani", 

            "Gabbioneta-Binanuova", 

            "Gabiano", 

            "Gabicce Mare", 

            "Gaby", 

            "Gadesco-Pieve Delmona", 

            "Gadoni", 

            "Gaeta", 

            "Gaggi", 

            "Gaggiano", 

            "Gaggio Montano", 

            "Gaglianico", 

            "Gagliano Aterno", 

            "Gagliano Castelferrato", 

            "Gagliano del Capo", 

            "Gagliato", 

            "Gagliole", 

            "Gaiarine", 

            "Gaiba", 

            "Gaiola", 

            "Gaiole in Chianti", 

            "Gairo", 

            "Gais", 

            "Galati Mamertino", 

            "Galatina", 

            "Galatone", 

            "Galatro", 

            "Galbiate", 

            "Galeata", 

            "Galgagnano", 

            "Gallarate", 

            "Gallese", 

            "Galliate", 

            "Galliate Lombardo", 

            "Galliavola", 

            "Gallicano", 

            "Gallicano nel Lazio", 

            "Gallicchio", 

            "Galliera", 

            "Galliera Veneta", 

            "Gallinaro", 

            "Gallio", 

            "Gallipoli", 

            "Gallo Matese", 

            "Gallodoro", 

            "Galluccio", 

            "Galtellì", 

            "Galzignano Terme", 

            "Gamalero", 

            "Gambara", 

            "Gambarana", 

            "Gambasca", 

            "Gambassi Terme", 

            "Gambatesa", 

            "Gambellara", 

            "Gamberale", 

            "Gambettola", 

            "Gambolò", 

            "Gambugliano", 

            "Gandellino", 

            "Gandino", 

            "Gandosso", 

            "Gangi", 

            "Garaguso", 

            "Garbagna", 

            "Garbagna Novarese", 

            "Garbagnate Milanese", 

            "Garbagnate Monastero", 

            "Garda", 

            "Gardone Riviera", 

            "Gardone Val Trompia", 

            "Garessio", 

            "Gargallo", 

            "Gargazon", 

            "Gargnano", 

            "Garlasco", 

            "Garlate", 

            "Garlenda", 

            "Garniga Terme", 

            "Garzeno", 

            "Garzigliana", 

            "Gasperina", 

            "Gassino Torinese", 

            "Gattatico", 

            "Gatteo", 

            "Gattico-Veruno", 

            "Gattinara", 

            "Gavardo", 

            "Gavello", 

            "Gaverina Terme", 

            "Gavi", 

            "Gavignano", 

            "Gavirate", 

            "Gavoi", 

            "Gavorrano", 

            "Gazoldo degli Ippoliti", 

            "Gazzada Schianno", 

            "Gazzaniga", 

            "Gazzo", 

            "Gazzo Veronese", 

            "Gazzola", 

            "Gazzuolo", 

            "Gela", 

            "Gemmano", 

            "Gemona del Friuli", 

            "Gemonio", 

            "Genazzano", 

            "Genga", 

            "Genivolta", 

            "Genoa", 

            "Genola", 

            "Genoni", 

            "Genuri", 

            "Genzano di Lucania", 

            "Genzano di Roma", 

            "Gera Lario", 

            "Gerace", 

            "Geraci Siculo", 

            "Gerano", 

            "Gerenzago", 

            "Gerenzano", 

            "Gergei", 

            "Germagnano", 

            "Germagno", 

            "Germignaga", 

            "Gerocarne", 

            "Gerola Alta", 

            "Gerre de' Caprioli", 

            "Gesico", 

            "Gessate", 

            "Gessopalena", 

            "Gesturi", 

            "Gesualdo", 

            "Ghedi", 

            "Ghemme", 

            "Ghiffa", 

            "Ghilarza", 

            "Ghisalba", 

            "Ghislarengo", 

            "Giacciano con Baruchella", 

            "Giaglione", 

            "Gianico", 

            "Giano Vetusto", 

            "Giano dell'Umbria", 

            "Giardinello", 

            "Giardini Naxos", 

            "Giarole", 

            "Giarratana", 

            "Giarre", 

            "Giave", 

            "Giaveno", 

            "Giavera del Montello", 

            "Giba", 

            "Gibellina", 

            "Gifflenga", 

            "Giffone", 

            "Giffoni Sei Casali", 

            "Giffoni Valle Piana", 

            "Giglio Island", 

            "Gignese", 

            "Gignod", 

            "Gildone", 

            "Gimigliano", 

            "Ginestra", 

            "Ginestra degli Schiavoni", 

            "Ginosa", 

            "Gioi", 

            "Gioia Sannitica", 

            "Gioia Tauro", 

            "Gioia dei Marsi", 

            "Gioia del Colle", 

            "Gioiosa Ionica", 

            "Gioiosa Marea", 

            "Giove", 

            "Giovinazzo", 

            "Giovo", 

            "Girasole", 

            "Girifalco", 

            "Gissi", 

            "Giuggianello", 

            "Giugliano in Campania", 

            "Giuliana", 

            "Giuliano Teatino", 

            "Giuliano di Roma", 

            "Giulianova", 

            "Giungano", 

            "Giurdignano", 

            "Giussago", 

            "Giussano", 

            "Giustenice", 

            "Giustino", 

            "Giusvalla", 

            "Givoletto", 

            "Gizzeria", 

            "Glurns", 

            "Godega di Sant'Urbano", 

            "Godiasco Salice Terme", 

            "Godrano", 

            "Goito", 

            "Golasecca", 

            "Golferenzo", 

            "Golfo Aranci", 

            "Gombito", 

            "Gonars", 

            "Goni", 

            "Gonnesa", 

            "Gonnoscodina", 

            "Gonnosfanadiga", 

            "Gonnosnò", 

            "Gonnostramatza", 

            "Gonzaga", 

            "Gordona", 

            "Gorga", 

            "Gorgo al Monticano", 

            "Gorgoglione", 

            "Gorgonzola", 

            "Goriano Sicoli", 

            "Gorizia", 

            "Gorla Maggiore", 

            "Gorla Minore", 

            "Gorlago", 

            "Gorle", 

            "Gornate-Olona", 

            "Gorno", 

            "Goro", 

            "Gorreto", 

            "Gorzegno", 

            "Gosaldo", 

            "Gossolengo", 

            "Gottasecca", 

            "Gottolengo", 

            "Govone", 

            "Gozzano", 

            "Gradara", 

            "Gradisca d'Isonzo", 

            "Grado", 

            "Gradoli", 

            "Graffignana", 

            "Graffignano", 

            "Graglia", 

            "Gragnano", 

            "Gragnano Trebbiense", 

            "Grammichele", 

            "Grana", 

            "Granarolo dell'Emilia", 

            "Grandate", 

            "Grandola ed Uniti", 

            "Graniti", 

            "Granozzo con Monticello", 

            "Grantola", 

            "Grantorto", 

            "Granze", 

            "Grassano", 

            "Grassobbio", 

            "Gratteri", 

            "Graun im Vinschgau", 

            "Gravedona ed Uniti", 

            "Gravellona Lomellina", 

            "Gravellona Toce", 

            "Gravere", 

            "Gravina di Catania", 

            "Gravina in Puglia", 

            "Grazzanise", 

            "Grazzano Badoglio", 

            "Greccio", 

            "Greci", 

            "Greggio", 

            "Gremiasco", 

            "Gressan", 

            "Gressoney-La-Trinité", 

            "Gressoney-Saint-Jean", 

            "Greve in Chianti", 

            "Grezzago", 

            "Grezzana", 

            "Griante", 

            "Gricignano di Aversa", 

            "Grignasco", 

            "Grigno", 

            "Grimacco", 

            "Grimaldi", 

            "Grinzane Cavour", 

            "Grisignano di Zocco", 

            "Grisolia", 

            "Grizzana Morandi", 

            "Grognardo", 

            "Gromo", 

            "Grondona", 

            "Grone", 

            "Grontardo", 

            "Gropello Cairoli", 

            "Gropparello", 

            "Groscavallo", 

            "Grosio", 

            "Grosotto", 

            "Grosseto", 

            "Grosso", 

            "Grottaferrata", 

            "Grottaglie", 

            "Grottaminarda", 

            "Grottammare", 

            "Grottazzolina", 

            "Grotte", 

            "Grotte di Castro", 

            "Grotteria", 

            "Grottole", 

            "Grottolella", 

            "Gruaro", 

            "Grugliasco", 

            "Grumello Cremonese ed Uniti", 

            "Grumello del Monte", 

            "Grumento Nova", 

            "Grumo Appula", 

            "Grumo Nevano", 

            "Grumolo delle Abbadesse", 

            "Gsies", 

            "Guagnano", 

            "Gualdo", 

            "Gualdo Cattaneo", 

            "Gualdo Tadino", 

            "Gualtieri", 

            "Gualtieri Sicaminò", 

            "Guamaggiore", 

            "Guanzate", 

            "Guarcino", 

            "Guarda Veneta", 

            "Guardabosone", 

            "Guardamiglio", 

            "Guardavalle", 

            "Guardea", 

            "Guardia Lombardi", 

            "Guardia Perticara", 

            "Guardia Piemontese", 

            "Guardia Sanframondi", 

            "Guardiagrele", 

            "Guardialfiera", 

            "Guardiaregia", 

            "Guardistallo", 

            "Guarene", 

            "Guasila", 

            "Guastalla", 

            "Guazzora", 

            "Gubbio", 

            "Gudo Visconti", 

            "Guglionesi", 

            "Guidizzolo", 

            "Guidonia Montecelio", 

            "Guiglia", 

            "Guilmi", 

            "Gurro", 

            "Guspini", 

            "Gussago", 

            "Gussola", 

            "Hône", 

            "Hafling", 

            "Idro", 

            "Iglesias", 

            "Igliano", 

            "Ilbono", 

            "Illasi", 

            "Illorai", 

            "Imbersago", 

            "Imer", 

            "Imola", 

            "Imperia", 

            "Impruneta", 

            "Inarzo", 

            "Incisa Scapaccino", 

            "Incudine", 

            "Induno Olona", 

            "Ingria", 

            "Innichen", 

            "Intragna", 

            "Introbio", 

            "Introd", 

            "Introdacqua", 

            "Inverigo", 

            "Inverno e Monteleone", 

            "Inverso Pinasca", 

            "Inveruno", 

            "Invorio", 

            "Inzago", 

            "Irgoli", 

            "Irma", 

            "Irsina", 

            "Isasca", 

            "Isca sullo Ionio", 

            "Ischia", 

            "Ischia di Castro", 

            "Ischitella", 

            "Iseo", 

            "Isera", 

            "Isernia", 

            "Isili", 

            "Isnello", 

            "Isola Dovarese", 

            "Isola Rizza", 

            "Isola Sant'Antonio", 

            "Isola Vicentina", 

            "Isola d'Asti", 

            "Isola del Cantone", 

            "Isola del Gran Sasso d'Italia", 

            "Isola del Liri", 

            "Isola del Piano", 

            "Isola della Scala", 

            "Isola delle Femmine", 

            "Isola di Capo Rizzuto", 

            "Isola di Fondra", 

            "Isolabella", 

            "Isolabona", 

            "Isorella", 

            "Ispani", 

            "Ispica", 

            "Ispra", 

            "Issiglio", 

            "Issime", 

            "Isso", 

            "Issogne", 

            "Istrana", 

            "Itala", 

            "Itri", 

            "Ittireddu", 

            "Ittiri", 

            "Ivrea", 

            "Izano", 

            "Jacurso", 

            "Jelsi", 

            "Jenesien", 

            "Jenne", 

            "Jerago con Orago", 

            "Jerzu", 

            "Jesi", 

            "Jesolo", 

            "Jolanda di Savoia", 

            "Jonadi", 

            "Joppolo", 

            "Joppolo Giancaxio", 

            "Jovençan", 

            "Kaltern an der Weinstraße", 

            "Karneid", 

            "Kastelbell-Tschars", 

            "Kastelruth", 

            "Kiens", 

            "Klausen", 

            "Kuens", 

            "Kurtatsch an der Weinstraße", 

            "Kurtinig an der Weinstraße", 

            "Lüsen", 

            "L'Aquila", 

            "La Cassa", 

            "La Loggia", 

            "La Maddalena", 

            "La Magdeleine", 

            "La Morra", 

            "La Salle", 

            "La Spezia", 

            "La Thuile", 

            "La Val", 

            "La Valle Agordina", 

            "La Valletta Brianza", 

            "Laas", 

            "Labico", 

            "Labro", 

            "Lacchiarella", 

            "Lacco Ameno", 

            "Lacedonia", 

            "Laconi", 

            "Ladispoli", 

            "Laerru", 

            "Laganadi", 

            "Laghi", 

            "Laglio", 

            "Lagnasco", 

            "Lago", 

            "Lagonegro", 

            "Lagosanto", 

            "Laigueglia", 

            "Lainate", 

            "Laino", 

            "Laino Borgo", 

            "Laino Castello", 

            "Laives", 

            "Lajatico", 

            "Lajen", 

            "Lallio", 

            "Lama Mocogno", 

            "Lama dei Peligni", 

            "Lambrugo", 

            "Lamezia Terme", 

            "Lamon", 

            "Lampedusa e Linosa", 

            "Lamporecchio", 

            "Lamporo", 

            "Lana", 

            "Lanciano", 

            "Landiona", 

            "Landriano", 

            "Langhirano", 

            "Langosco", 

            "Lanusei", 

            "Lanuvio", 

            "Lanzada", 

            "Lanzo Torinese", 

            "Lapedona", 

            "Lapio", 

            "Lappano", 

            "Larciano", 

            "Lardirago", 

            "Lariano", 

            "Larino", 

            "Las Plassas", 

            "Lascari", 

            "Lasnigo", 

            "Lastebasse", 

            "Lastra a Signa", 

            "Latera", 

            "Laterina Pergine Valdarno", 

            "Laterza", 

            "Latiano", 

            "Latina", 

            "Latisana", 

            "Latronico", 

            "Latsch", 

            "Lattarico", 

            "Lauco", 

            "Laureana Cilento", 

            "Laureana di Borrello", 

            "Laurein", 

            "Laurenzana", 

            "Lauria", 

            "Lauriano", 

            "Laurino", 

            "Laurito", 

            "Lauro", 

            "Lavagna", 

            "Lavagno", 

            "Lavarone", 

            "Lavello", 

            "Lavena Ponte Tresa", 

            "Laveno-Mombello", 

            "Lavenone", 

            "Laviano", 

            "Lavis", 

            "Lazise", 

            "Lazzate", 

            "Lecce", 

            "Lecce nei Marsi", 

            "Lecco", 

            "Ledro", 

            "Leffe", 

            "Leggiuno", 

            "Legnago", 

            "Legnano", 

            "Legnaro", 

            "Lei", 

            "Leinì", 

            "Leivi", 

            "Lemie", 

            "Lendinara", 

            "Leni", 

            "Lenna", 

            "Leno", 

            "Lenola", 

            "Lenta", 

            "Lentate sul Seveso", 

            "Lentella", 

            "Lentiai", 

            "Lentini", 

            "Leonessa", 

            "Leonforte", 

            "Leporano", 

            "Lequile", 

            "Lequio Berria", 

            "Lequio Tanaro", 

            "Lercara Friddi", 

            "Lerici", 

            "Lerma", 

            "Lesa", 

            "Lesegno", 

            "Lesignano de' Bagni", 

            "Lesina", 

            "Lesmo", 

            "Lessolo", 

            "Lessona", 

            "Lestizza", 

            "Letino", 

            "Letojanni", 

            "Lettere", 

            "Lettomanoppello", 

            "Lettopalena", 

            "Levanto", 

            "Levate", 

            "Leverano", 

            "Levice", 

            "Levico Terme", 

            "Levone", 

            "Lezzeno", 

            "Liberi", 

            "Librizzi", 

            "Licata", 

            "Licciana Nardi", 

            "Licenza", 

            "Licodia Eubea", 

            "Lierna", 

            "Lignana", 

            "Lignano Sabbiadoro", 

            "Lillianes", 

            "Limana", 

            "Limatola", 

            "Limbadi", 

            "Limbiate", 

            "Limena", 

            "Limido Comasco", 

            "Limina", 

            "Limone Piemonte", 

            "Limone sul Garda", 

            "Limosano", 

            "Linarolo", 

            "Linguaglossa", 

            "Lioni", 

            "Lipari", 

            "Lipomo", 

            "Lirio", 

            "Liscate", 

            "Liscia", 

            "Lisciano Niccone", 

            "Lisio", 

            "Lissone", 

            "Liveri", 

            "Livigno", 

            "Livinallongo del Col di Lana", 

            "Livo", 

            "Livo (Province of Como)", 

            "Livo (Province of Trento)", 

            "Livo, Como", 

            "Livo, Trento", 

            "Livorno", 

            "Livorno Ferraris", 

            "Livraga", 

            "Lizzanello", 

            "Lizzano", 

            "Lizzano in Belvedere", 

            "Loano", 

            "Loazzolo", 

            "Locana", 

            "Locate Varesino", 

            "Locate di Triulzi", 

            "Locatello", 

            "Loceri", 

            "Locorotondo", 

            "Locri", 

            "Loculi", 

            "Lodè", 

            "Lodi", 

            "Lodi Vecchio", 

            "Lodine", 

            "Lodrino", 

            "Lograto", 

            "Loiano", 

            "Loiri Porto San Paolo", 

            "Lomagna", 

            "Lomazzo", 

            "Lombardore", 

            "Lombriasco", 

            "Lomello", 

            "Lona-Lases", 

            "Lonate Ceppino", 

            "Lonate Pozzolo", 

            "Lonato del Garda", 

            "Londa", 

            "Longano", 

            "Longare", 

            "Longarone", 

            "Longhena", 

            "Longi", 

            "Longiano", 

            "Longobardi", 

            "Longobucco", 

            "Longone Sabino", 

            "Longone al Segrino", 

            "Lonigo", 

            "Loranzè", 

            "Loreggia", 

            "Loreglia", 

            "Lorenzago di Cadore", 

            "Loreo", 

            "Loreto", 

            "Loreto Aprutino", 

            "Loria", 

            "Loro Ciuffenna", 

            "Loro Piceno", 

            "Lorsica", 

            "Losine", 

            "Lotzorai", 

            "Lovere", 

            "Lovero", 

            "Lozio", 

            "Lozza", 

            "Lozzo Atestino", 

            "Lozzo di Cadore", 

            "Lozzolo", 

            "Lu", 

            "Lubriano", 

            "Lucca", 

            "Lucca Sicula", 

            "Lucera", 

            "Lucignano", 

            "Lucinasco", 

            "Lucito", 

            "Luco dei Marsi", 

            "Lucoli", 

            "Lugagnano Val d'Arda", 

            "Lugnano in Teverina", 

            "Lugo", 

            "Lugo di Vicenza", 

            "Luino", 

            "Luisago", 

            "Lula", 

            "Lumarzo", 

            "Lumezzane", 

            "Lunamatrona", 

            "Lunano", 

            "Lungavilla", 

            "Lungro", 

            "Luni", 

            "Luogosano", 

            "Luogosanto", 

            "Lupara", 

            "Lurago Marinone", 

            "Lurago d'Erba", 

            "Lurano", 

            "Luras", 

            "Lurate Caccivio", 

            "Lusciano", 

            "Luserna", 

            "Luserna San Giovanni", 

            "Lusernetta", 

            "Lusevera", 

            "Lusia", 

            "Lusiana", 

            "Lusigliè", 

            "Lustra", 

            "Luvinate", 

            "Luzzana", 

            "Luzzara", 

            "Luzzi", 

            "Mölten", 

            "Mühlbach", 

            "Mühlwald", 

            "Maccagno con Pino e Veddasca", 

            "Maccastorna", 

            "Macchia Valfortore", 

            "Macchia d'Isernia", 

            "Macchiagodena", 

            "Macello", 

            "Macerata", 

            "Macerata Campania", 

            "Macerata Feltria", 

            "Macherio", 

            "Maclodio", 

            "Macomer", 

            "Macra", 

            "Macugnaga", 

            "Maddaloni", 

            "Madesimo", 

            "Madignano", 

            "Madone", 

            "Madonna del Sasso", 

            "Madruzzo", 

            "Maenza", 

            "Mafalda", 

            "Magasa", 

            "Magenta", 

            "Maggiora", 

            "Magherno", 

            "Magione", 

            "Magisano", 

            "Magliano Alfieri", 

            "Magliano Alpi", 

            "Magliano Romano", 

            "Magliano Sabina", 

            "Magliano Vetere", 

            "Magliano de' Marsi", 

            "Magliano di Tenna", 

            "Magliano in Toscana", 

            "Maglie", 

            "Magliolo", 

            "Maglione", 

            "Magnacavallo", 

            "Magnago", 

            "Magnano", 

            "Magnano in Riviera", 

            "Magomadas", 

            "Magreglio", 

            "Maida", 

            "Maierà", 

            "Maierato", 

            "Maiolati Spontini", 

            "Maiolo", 

            "Maiori", 

            "Mairago", 

            "Mairano", 

            "Maissana", 

            "Majano", 

            "Malè", 

            "Malagnino", 

            "Malalbergo", 

            "Malborghetto Valbruna", 

            "Malcesine", 

            "Malegno", 

            "Maleo", 

            "Malesco", 

            "Maletto", 

            "Malfa", 

            "Malgesso", 

            "Malgrate", 

            "Malito", 

            "Mallare", 

            "Malnate", 

            "Malo", 

            "Malonno", 

            "Malosco", 

            "Mals", 

            "Maltignano", 

            "Malvagna", 

            "Malvicino", 

            "Malvito", 

            "Mammola", 

            "Mamoiada", 

            "Manciano", 

            "Mandanici", 

            "Mandas", 

            "Mandatoriccio", 

            "Mandela", 

            "Mandello Vitta", 

            "Mandello del Lario", 

            "Manduria", 

            "Manerba del Garda", 

            "Manerbio", 

            "Manfredonia", 

            "Mango", 

            "Mangone", 

            "Maniace", 

            "Maniago", 

            "Manocalzati", 

            "Manoppello", 

            "Mansuè", 

            "Manta", 

            "Mantello", 

            "Mantua", 

            "Manzano", 

            "Manziana", 

            "Mapello", 

            "Mappano", 

            "Mara", 

            "Maracalagonis", 

            "Maranello", 

            "Marano Equo", 

            "Marano Lagunare", 

            "Marano Marchesato", 

            "Marano Principato", 

            "Marano Ticino", 

            "Marano Vicentino", 

            "Marano di Napoli", 

            "Marano di Valpolicella", 

            "Marano sul Panaro", 

            "Maranzana", 

            "Maratea", 

            "Marcallo con Casone", 

            "Marcaria", 

            "Marcedusa", 

            "Marcellina", 

            "Marcellinara", 

            "Marcetelli", 

            "Marcheno", 

            "Marchirolo", 

            "Marciana", 

            "Marciana Marina", 

            "Marcianise", 

            "Marciano della Chiana", 

            "Marcignago", 

            "Marcon", 

            "Marene", 

            "Mareno di Piave", 

            "Marentino", 

            "Mareo", 

            "Maretto", 

            "Margarita", 

            "Margherita di Savoia", 

            "Margno", 

            "Margreid an der Weinstraße", 

            "Mariana Mantovana", 

            "Mariano Comense", 

            "Mariano del Friuli", 

            "Marianopoli", 

            "Mariglianella", 

            "Marigliano", 

            "Marina di Gioiosa Ionica", 

            "Marineo", 

            "Marino", 

            "Marliana", 

            "Marling", 

            "Marmentino", 

            "Marmirolo", 

            "Marmora", 

            "Marnate", 

            "Marone", 

            "Maropati", 

            "Marostica", 

            "Marradi", 

            "Marrubiu", 

            "Marsaglia", 

            "Marsala", 

            "Marsciano", 

            "Marsico Nuovo", 

            "Marsicovetere", 

            "Marta", 

            "Martano", 

            "Martell", 

            "Martellago", 

            "Martignacco", 

            "Martignana di Po", 

            "Martignano", 

            "Martina Franca", 

            "Martinengo", 

            "Martiniana Po", 

            "Martinsicuro", 

            "Martirano", 

            "Martirano Lombardo", 

            "Martis", 

            "Martone", 

            "Marudo", 

            "Maruggio", 

            "Marzabotto", 

            "Marzano", 

            "Marzano Appio", 

            "Marzano di Nola", 

            "Marzi", 

            "Marzio", 

            "Masainas", 

            "Masate", 

            "Mascali", 

            "Mascalucia", 

            "Maschito", 

            "Masciago Primo", 

            "Maserà di Padova", 

            "Maser", 

            "Masera", 

            "Maserada sul Piave", 

            "Masi", 

            "Masi Torello", 

            "Masio", 

            "Maslianico", 

            "Mason Vicentino", 

            "Masone", 

            "Massa", 

            "Massa Fermana", 

            "Massa Lombarda", 

            "Massa Lubrense", 

            "Massa Marittima", 

            "Massa Martana", 

            "Massa d'Albe", 

            "Massa di Somma", 

            "Massa e Cozzile", 

            "Massafra", 

            "Massalengo", 

            "Massanzago", 

            "Massarosa", 

            "Massazza", 

            "Massello", 

            "Masserano", 

            "Massignano", 

            "Massimeno", 

            "Massimino", 

            "Massino Visconti", 

            "Massiola", 

            "Masullas", 

            "Matelica", 

            "Matera", 

            "Mathi", 

            "Matino", 

            "Matrice", 

            "Mattie", 

            "Mattinata", 

            "Mazara del Vallo", 

            "Mazzè", 

            "Mazzano", 

            "Mazzano Romano", 

            "Mazzarino", 

            "Mazzarrà Sant'Andrea", 

            "Mazzarrone", 

            "Mazzin", 

            "Mazzo di Valtellina", 

            "Meana Sardo", 

            "Meana di Susa", 

            "Meda", 

            "Mede", 

            "Medea", 

            "Medesano", 

            "Medicina", 

            "Mediglia", 

            "Medolago", 

            "Medole", 

            "Medolla", 

            "Meduna di Livenza", 

            "Meduno", 

            "Megliadino San Vitale", 

            "Meina", 

            "Mel", 

            "Melara", 

            "Melazzo", 

            "Meldola", 

            "Mele", 

            "Melegnano", 

            "Melendugno", 

            "Meleti", 

            "Melfi", 

            "Melicuccà", 

            "Melicucco", 

            "Melilli", 

            "Melissa", 

            "Melissano", 

            "Melito Irpino", 

            "Melito di Napoli", 

            "Melito di Porto Salvo", 

            "Melizzano", 

            "Melle", 

            "Mello", 

            "Melpignano", 

            "Melzo", 

            "Menaggio", 

            "Menconico", 

            "Mendatica", 

            "Mendicino", 

            "Menfi", 

            "Mentana", 

            "Meolo", 

            "Merì", 

            "Merana", 

            "Merano", 

            "Merate", 

            "Mercallo", 

            "Mercatello sul Metauro", 

            "Mercatino Conca", 

            "Mercato San Severino", 

            "Mercato Saraceno", 

            "Mercenasco", 

            "Mercogliano", 

            "Mereto di Tomba", 

            "Mergo", 

            "Mergozzo", 

            "Merlara", 

            "Merlino", 

            "Merone", 

            "Mesagne", 

            "Mese", 

            "Mesenzana", 

            "Mesero", 

            "Mesola", 

            "Mesoraca", 

            "Messina", 

            "Mestrino", 

            "Meta", 

            "Mezzago", 

            "Mezzana", 

            "Mezzana Bigli", 

            "Mezzana Mortigliengo", 

            "Mezzana Rabattone", 

            "Mezzane di Sotto", 

            "Mezzanego", 

            "Mezzanino", 

            "Mezzano", 

            "Mezzenile", 

            "Mezzocorona", 

            "Mezzojuso", 

            "Mezzoldo", 

            "Mezzolombardo", 

            "Mezzomerico", 

            "Miagliano", 

            "Miane", 

            "Miasino", 

            "Miazzina", 

            "Micigliano", 

            "Miggiano", 

            "Miglianico", 

            "Miglierina", 

            "Miglionico", 

            "Mignanego", 

            "Mignano Monte Lungo", 

            "Milan", 

            "Milazzo", 

            "Milena", 

            "Mileto", 

            "Milis", 

            "Militello Rosmarino", 

            "Militello in Val di Catania", 

            "Millesimo", 

            "Milo", 

            "Milzano", 

            "Mineo", 

            "Minerbe", 

            "Minerbio", 

            "Minervino Murge", 

            "Minervino di Lecce", 

            "Minori", 

            "Minturno", 

            "Minucciano", 

            "Mioglia", 

            "Mira", 

            "Mirabella Eclano", 

            "Mirabella Imbaccari", 

            "Mirabello Monferrato", 

            "Mirabello Sannitico", 

            "Miradolo Terme", 

            "Miranda", 

            "Mirandola", 

            "Mirano", 

            "Mirto", 

            "Misano Adriatico", 

            "Misano di Gera d'Adda", 

            "Misilmeri", 

            "Misinto", 

            "Missaglia", 

            "Missanello", 

            "Misterbianco", 

            "Mistretta", 

            "Moasca", 

            "Mocònesi", 

            "Modena", 

            "Modica", 

            "Modigliana", 

            "Modolo", 

            "Modugno", 

            "Moena", 

            "Moggio", 

            "Moggio Udinese", 

            "Moglia", 

            "Mogliano", 

            "Mogliano Veneto", 

            "Mogorella", 

            "Mogoro", 

            "Moiano", 

            "Moimacco", 

            "Moio de' Calvi", 

            "Moio della Civitella", 

            "Moiola", 

            "Mojo Alcantara", 

            "Mola di Bari", 

            "Molare", 

            "Molazzana", 

            "Molfetta", 

            "Molina Aterno", 

            "Molinara", 

            "Molinella", 

            "Molini di Triora", 

            "Molino dei Torti", 

            "Molise", 

            "Moliterno", 

            "Mollia", 

            "Molochio", 

            "Molteno", 

            "Moltrasio", 

            "Molvena", 

            "Molveno", 

            "Mombaldone", 

            "Mombarcaro", 

            "Mombaroccio", 

            "Mombaruzzo", 

            "Mombasiglio", 

            "Mombello Monferrato", 

            "Mombello di Torino", 

            "Mombercelli", 

            "Momo", 

            "Mompantero", 

            "Mompeo", 

            "Momperone", 

            "Monacilioni", 

            "Monale", 

            "Monasterace", 

            "Monastero Bormida", 

            "Monastero di Lanzo", 

            "Monastero di Vasco", 

            "Monasterolo Casotto", 

            "Monasterolo del Castello", 

            "Monasterolo di Savigliano", 

            "Monastier di Treviso", 

            "Monastir", 

            "Moncalieri", 

            "Moncalvo", 

            "Moncenisio", 

            "Moncestino", 

            "Monchiero", 

            "Monchio delle Corti", 

            "Moncrivello", 

            "Moncucco Torinese", 

            "Mondaino", 

            "Mondavio", 

            "Mondolfo", 

            "Mondovì", 

            "Mondragone", 

            "Moneglia", 

            "Monesiglio", 

            "Monfalcone", 

            "Monforte San Giorgio", 

            "Monforte d'Alba", 

            "Monfumo", 

            "Mongardino", 

            "Monghidoro", 

            "Mongiana", 

            "Mongiardino Ligure", 

            "Mongiuffi Melia", 

            "Mongrando", 

            "Mongrassano", 

            "Monguzzo", 

            "Moniga del Garda", 

            "Monleale", 

            "Monno", 

            "Monopoli", 

            "Monreale", 

            "Monrupino", 

            "Monsampietro Morico", 

            "Monsampolo del Tronto", 

            "Monsano", 

            "Monselice", 

            "Monserrato", 

            "Monsummano Terme", 

            "Montà", 

            "Montù Beccaria", 

            "Montabone", 

            "Montacuto", 

            "Montafia", 

            "Montagano", 

            "Montagna in Valtellina", 

            "Montagnana", 

            "Montagnareale", 

            "Montaguto", 

            "Montaione", 

            "Montalbano Elicona", 

            "Montalbano Jonico", 

            "Montalcino", 

            "Montaldeo", 

            "Montaldo Bormida", 

            "Montaldo Roero", 

            "Montaldo Scarampi", 

            "Montaldo Torinese", 

            "Montaldo di Mondovì", 

            "Montale", 

            "Montalenghe", 

            "Montallegro", 

            "Montalto Carpasio", 

            "Montalto Dora", 

            "Montalto Pavese", 

            "Montalto Uffugo", 

            "Montalto delle Marche", 

            "Montalto di Castro", 

            "Montan", 

            "Montanaro", 

            "Montanaso Lombardo", 

            "Montanera", 

            "Montano Antilia", 

            "Montano Lucino", 

            "Montappone", 

            "Montaquila", 

            "Montasola", 

            "Montauro", 

            "Montazzoli", 

            "Monte Argentario", 

            "Monte Castello di Vibio", 

            "Monte Cavallo", 

            "Monte Cerignone", 

            "Monte Compatri", 

            "Monte Cremasco", 

            "Monte Giberto", 

            "Monte Grimano", 

            "Monte Isola", 

            "Monte Marenzo", 

            "Monte Porzio", 

            "Monte Porzio Catone", 

            "Monte Rinaldo", 

            "Monte Roberto", 

            "Monte Romano", 

            "Monte San Biagio", 

            "Monte San Giacomo", 

            "Monte San Giovanni Campano", 

            "Monte San Giovanni in Sabina", 

            "Monte San Giusto", 

            "Monte San Martino", 

            "Monte San Pietrangeli", 

            "Monte San Pietro", 

            "Monte San Savino", 

            "Monte San Vito", 

            "Monte Sant'Angelo", 

            "Monte Santa Maria Tiberina", 

            "Monte Urano", 

            "Monte Vidon Combatte", 

            "Monte Vidon Corrado", 

            "Monte di Malo", 

            "Monte di Procida", 

            "Montebello Ionico", 

            "Montebello Vicentino", 

            "Montebello della Battaglia", 

            "Montebello di Bertona", 

            "Montebello sul Sangro", 

            "Montebelluna", 

            "Montebruno", 

            "Montebuono", 

            "Montecalvo Irpino", 

            "Montecalvo Versiggia", 

            "Montecalvo in Foglia", 

            "Montecarlo", 

            "Montecarotto", 

            "Montecassiano", 

            "Montecastello", 

            "Montecastrilli", 

            "Montecatini Terme", 

            "Montecatini Val di Cecina", 

            "Montecchia di Crosara", 

            "Montecchio", 

            "Montecchio Emilia", 

            "Montecchio Maggiore", 

            "Montecchio Precalcino", 

            "Montechiaro d'Acqui", 

            "Montechiaro d'Asti", 

            "Montechiarugolo", 

            "Monteciccardo", 

            "Montecilfone", 

            "Montecopiolo", 

            "Montecorice", 

            "Montecorvino Pugliano", 

            "Montecorvino Rovella", 

            "Montecosaro", 

            "Montecrestese", 

            "Montecreto", 

            "Montedinove", 

            "Montedoro", 

            "Montefalcione", 

            "Montefalco", 

            "Montefalcone Appennino", 

            "Montefalcone di Val Fortore", 

            "Montefalcone nel Sannio", 

            "Montefano", 

            "Montefelcino", 

            "Monteferrante", 

            "Montefiascone", 

            "Montefino", 

            "Montefiore Conca", 

            "Montefiore dell'Aso", 

            "Montefiorino", 

            "Monteflavio", 

            "Monteforte Cilento", 

            "Monteforte Irpino", 

            "Monteforte d'Alpone", 

            "Montefortino", 

            "Montefranco", 

            "Montefredane", 

            "Montefusco", 

            "Montegabbione", 

            "Montegalda", 

            "Montegaldella", 

            "Montegallo", 

            "Montegioco", 

            "Montegiordano", 

            "Montegiorgio", 

            "Montegranaro", 

            "Montegridolfo", 

            "Montegrino Valtravaglia", 

            "Montegrosso Pian Latte", 

            "Montegrosso d'Asti", 

            "Montegrotto Terme", 

            "Monteiasi", 

            "Montelabbate", 

            "Montelanico", 

            "Montelapiano", 

            "Monteleone Rocca Doria", 

            "Monteleone Sabino", 

            "Monteleone d'Orvieto", 

            "Monteleone di Fermo", 

            "Monteleone di Puglia", 

            "Monteleone di Spoleto", 

            "Montelepre", 

            "Montelibretti", 

            "Montella", 

            "Montello", 

            "Montelongo", 

            "Montelparo", 

            "Montelupo Albese", 

            "Montelupo Fiorentino", 

            "Montelupone", 

            "Montemaggiore Belsito", 

            "Montemagno", 

            "Montemale di Cuneo", 

            "Montemarano", 

            "Montemarciano", 

            "Montemarzino", 

            "Montemesola", 

            "Montemezzo", 

            "Montemignaio", 

            "Montemiletto", 

            "Montemilone", 

            "Montemitro", 

            "Montemonaco", 

            "Montemurlo", 

            "Montemurro", 

            "Montenars", 

            "Montenero Sabino", 

            "Montenero Val Cocchiara", 

            "Montenero di Bisaccia", 

            "Montenerodomo", 

            "Monteodorisio", 

            "Montepaone", 

            "Monteparano", 

            "Monteprandone", 

            "Montepulciano", 

            "Monterchi", 

            "Montereale", 

            "Montereale Valcellina", 

            "Monterenzio", 

            "Monteriggioni", 

            "Monteroduni", 

            "Monteroni d'Arbia", 

            "Monteroni di Lecce", 

            "Monterosi", 

            "Monterosso Almo", 

            "Monterosso Calabro", 

            "Monterosso Grana", 

            "Monterosso al Mare", 

            "Monterotondo", 

            "Monterotondo Marittimo", 

            "Monterubbiano", 

            "Montesano Salentino", 

            "Montesano sulla Marcellana", 

            "Montesarchio", 

            "Montescaglioso", 

            "Montescano", 

            "Montescheno", 

            "Montescudaio", 

            "Montescudo-Monte Colombo", 

            "Montese", 

            "Montesegale", 

            "Montesilvano", 

            "Montespertoli", 

            "Monteu Roero", 

            "Monteu da Po", 

            "Montevago", 

            "Montevarchi", 

            "Montevecchia", 

            "Monteverde", 

            "Monteverdi Marittimo", 

            "Monteviale", 

            "Montezemolo", 

            "Monti", 

            "Montiano", 

            "Monticelli Brusati", 

            "Monticelli Pavese", 

            "Monticelli d'Ongina", 

            "Monticello Brianza", 

            "Monticello Conte Otto", 

            "Monticello d'Alba", 

            "Montichiari", 

            "Monticiano", 

            "Montieri", 

            "Montiglio Monferrato", 

            "Montignoso", 

            "Montirone", 

            "Montjovet", 

            "Montodine", 

            "Montoggio", 

            "Montone", 

            "Montopoli di Sabina", 

            "Montopoli in Val d'Arno", 

            "Montorfano", 

            "Montorio Romano", 

            "Montorio al Vomano", 

            "Montorio nei Frentani", 

            "Montoro", 

            "Montorso Vicentino", 

            "Montottone", 

            "Montresta", 

            "Monvalle", 

            "Monza", 

            "Monzambano", 

            "Monzuno", 

            "Moos in Passeier", 

            "Morano Calabro", 

            "Morano sul Po", 

            "Moransengo", 

            "Moraro", 

            "Morazzone", 

            "Morbegno", 

            "Morbello", 

            "Morciano di Leuca", 

            "Morciano di Romagna", 

            "Morcone", 

            "Mordano", 

            "Morengo", 

            "Mores", 

            "Moresco", 

            "Moretta", 

            "Morfasso", 

            "Morgano", 

            "Morgex", 

            "Morgongiori", 

            "Mori", 

            "Moriago della Battaglia", 

            "Moricone", 

            "Morigerati", 

            "Morimondo", 

            "Morino", 

            "Moriondo Torinese", 

            "Morlupo", 

            "Mormanno", 

            "Mornago", 

            "Mornese", 

            "Mornico Losana", 

            "Mornico al Serio", 

            "Morolo", 

            "Morozzo", 

            "Morra De Sanctis", 

            "Morro Reatino", 

            "Morro d'Alba", 

            "Morro d'Oro", 

            "Morrone del Sannio", 

            "Morrovalle", 

            "Morsano al Tagliamento", 

            "Morsasco", 

            "Mortara", 

            "Mortegliano", 

            "Morterone", 

            "Moruzzo", 

            "Moscazzano", 

            "Moschiano", 

            "Mosciano Sant'Angelo", 

            "Moscufo", 

            "Mossa", 

            "Motta Baluffi", 

            "Motta Camastra", 

            "Motta Montecorvino", 

            "Motta San Giovanni", 

            "Motta Sant'Anastasia", 

            "Motta Santa Lucia", 

            "Motta Visconti", 

            "Motta d'Affermo", 

            "Motta de' Conti", 

            "Motta di Livenza", 

            "Mottafollone", 

            "Mottalciata", 

            "Motteggiana", 

            "Mottola", 

            "Mozzagrogna", 

            "Mozzanica", 

            "Mozzate", 

            "Mozzecane", 

            "Mozzo", 

            "Muccia", 

            "Muggiò", 

            "Muggia", 

            "Mugnano del Cardinale", 

            "Mugnano di Napoli", 

            "Mulazzano", 

            "Mulazzo", 

            "Mura", 

            "Muravera", 

            "Murazzano", 

            "Murello", 

            "Murialdo", 

            "Murisengo", 

            "Murlo", 

            "Muro Leccese", 

            "Muro Lucano", 

            "Muros", 

            "Muscoline", 

            "Musei", 

            "Musile di Piave", 

            "Musso", 

            "Mussolente", 

            "Mussomeli", 

            "Muzzana del Turgnano", 

            "Muzzano", 

            "Nago-Torbole", 

            "Nals", 

            "Nanto", 

            "Naples", 

            "Narbolia", 

            "Narcao", 

            "Nardò", 

            "Nardodipace", 

            "Narni", 

            "Naro", 

            "Narzole", 

            "Nasino", 

            "Naso", 

            "Naturns", 

            "Natz-Schabs", 

            "Nave", 

            "Navelli", 

            "Nazzano", 

            "Ne", 

            "Nebbiuno", 

            "Negrar", 

            "Neirone", 

            "Neive", 

            "Nembro", 

            "Nemi", 

            "Nemoli", 

            "Neoneli", 

            "Nepi", 

            "Nereto", 

            "Nerola", 

            "Nervesa della Battaglia", 

            "Nerviano", 

            "Nespolo", 

            "Nesso", 

            "Netro", 

            "Nettuno", 

            "Neumarkt", 

            "Neviano", 

            "Neviano degli Arduini", 

            "Neviglie", 

            "Niardo", 

            "Nibbiola", 

            "Nibionno", 

            "Nichelino", 

            "Nicolosi", 

            "Nicorvo", 

            "Nicosia", 

            "Nicotera", 

            "Niederdorf", 

            "Niella Belbo", 

            "Niella Tanaro", 

            "Nimis", 

            "Niscemi", 

            "Nissoria", 

            "Nizza Monferrato", 

            "Nizza di Sicilia", 

            "Noale", 

            "Noasca", 

            "Nocara", 

            "Nocciano", 

            "Nocera Inferiore", 

            "Nocera Superiore", 

            "Nocera Terinese", 

            "Nocera Umbra", 

            "Noceto", 

            "Noci", 

            "Nociglia", 

            "Noepoli", 

            "Nogara", 

            "Nogaredo", 

            "Nogarole Rocca", 

            "Nogarole Vicentino", 

            "Noicattaro", 

            "Nola", 

            "Nole", 

            "Noli", 

            "Nomaglio", 

            "Nomi", 

            "Nonantola", 

            "None", 

            "Nonio", 

            "Noragugume", 

            "Norbello", 

            "Norcia", 

            "Norma", 

            "Nosate", 

            "Notaresco", 

            "Noto", 

            "Nova Milanese", 

            "Nova Siri", 

            "Novafeltria", 

            "Novaledo", 

            "Novalesa", 

            "Novara", 

            "Novara di Sicilia", 

            "Novate Mezzola", 

            "Novate Milanese", 

            "Nove", 

            "Novedrate", 

            "Novellara", 

            "Novello", 

            "Noventa Padovana", 

            "Noventa Vicentina", 

            "Noventa di Piave", 

            "Novi Ligure", 

            "Novi Velia", 

            "Novi di Modena", 

            "Noviglio", 

            "Novoli", 

            "Nucetto", 

            "Nughedu San Nicolò", 

            "Nughedu Santa Vittoria", 

            "Nule", 

            "Nulvi", 

            "Numana", 

            "Nuoro", 

            "Nurachi", 

            "Nuragus", 

            "Nurallao", 

            "Nuraminis", 

            "Nureci", 

            "Nurri", 

            "Nus", 

            "Nusco", 

            "Nuvolento", 

            "Nuvolera", 

            "Nuxis", 

            "Occhieppo Inferiore", 

            "Occhieppo Superiore", 

            "Occhiobello", 

            "Occimiano", 

            "Ocre", 

            "Odalengo Grande", 

            "Odalengo Piccolo", 

            "Oderzo", 

            "Odolo", 

            "Ofena", 

            "Offagna", 

            "Offanengo", 

            "Offida", 

            "Offlaga", 

            "Oggebbio", 

            "Oggiona con Santo Stefano", 

            "Oggiono", 

            "Oglianico", 

            "Ogliastro Cilento", 

            "Olang", 

            "Olbia", 

            "Olcenengo", 

            "Oldenico", 

            "Oleggio", 

            "Oleggio Castello", 

            "Olevano Romano", 

            "Olevano di Lomellina", 

            "Olevano sul Tusciano", 

            "Olgiate Comasco", 

            "Olgiate Molgora", 

            "Olgiate Olona", 

            "Olginate", 

            "Oliena", 

            "Oliva Gessi", 

            "Olivadi", 

            "Oliveri", 

            "Oliveto Citra", 

            "Oliveto Lario", 

            "Oliveto Lucano", 

            "Olivetta San Michele", 

            "Olivola", 

            "Ollastra", 

            "Ollolai", 

            "Ollomont", 

            "Olmedo", 

            "Olmeneta", 

            "Olmo Gentile", 

            "Olmo al Brembo", 

            "Oltre il Colle", 

            "Oltressenda Alta", 

            "Oltrona di San Mamette", 

            "Olzai", 

            "Ome", 

            "Omegna", 

            "Omignano", 

            "Onanì", 

            "Onano", 

            "Oncino", 

            "Oneta", 

            "Onifai", 

            "Oniferi", 

            "Ono San Pietro", 

            "Onore", 

            "Onzo", 

            "Opera", 

            "Opi", 

            "Oppeano", 

            "Oppido Lucano", 

            "Oppido Mamertina", 

            "Orani", 

            "Oratino", 

            "Orbassano", 

            "Orbetello", 

            "Orciano Pisano", 

            "Orco Feglino", 

            "Ordona", 

            "Orero", 

            "Orgiano", 

            "Orgosolo", 

            "Oria", 

            "Oricola", 

            "Origgio", 

            "Orino", 

            "Orio Canavese", 

            "Orio Litta", 

            "Orio al Serio", 

            "Oriolo", 

            "Oriolo Romano", 

            "Oristano", 

            "Ormea", 

            "Ormelle", 

            "Ornago", 

            "Ornavasso", 

            "Ornica", 

            "Orosei", 

            "Orotelli", 

            "Orria", 

            "Orroli", 

            "Orsago", 

            "Orsara Bormida", 

            "Orsara di Puglia", 

            "Orsenigo", 

            "Orsogna", 

            "Orsomarso", 

            "Orta Nova", 

            "Orta San Giulio", 

            "Orta di Atella", 

            "Ortacesus", 

            "Orte", 

            "Ortelle", 

            "Ortezzano", 

            "Ortignano Raggiolo", 

            "Ortona", 

            "Ortona dei Marsi", 

            "Ortovero", 

            "Ortucchio", 

            "Ortueri", 

            "Orune", 

            "Orvieto", 

            "Orvinio", 

            "Orzinuovi", 

            "Orzivecchi", 

            "Osasco", 

            "Osasio", 

            "Oschiri", 

            "Osidda", 

            "Osiglia", 

            "Osilo", 

            "Osimo", 

            "Osini", 

            "Osio Sopra", 

            "Osio Sotto", 

            "Osnago", 

            "Osoppo", 

            "Ospedaletti", 

            "Ospedaletto", 

            "Ospedaletto Euganeo", 

            "Ospedaletto Lodigiano", 

            "Ospedaletto d'Alpinolo", 

            "Ospitale di Cadore", 

            "Ospitaletto", 

            "Ossago Lodigiano", 

            "Ossana", 

            "Ossi", 

            "Ossimo", 

            "Ossona", 

            "Ostana", 

            "Ostellato", 

            "Ostiano", 

            "Ostiglia", 

            "Ostra", 

            "Ostra Vetere", 

            "Ostuni", 

            "Otranto", 

            "Otricoli", 

            "Ottana", 

            "Ottati", 

            "Ottaviano", 

            "Ottiglio", 

            "Ottobiano", 

            "Ottone", 

            "Oulx", 

            "Ovada", 

            "Ovaro", 

            "Oviglio", 

            "Ovindoli", 

            "Ovodda", 

            "Oyace", 

            "Ozegna", 

            "Ozieri", 

            "Ozzano Monferrato", 

            "Ozzano dell'Emilia", 

            "Ozzero", 

            "Pabillonis", 

            "Pace del Mela", 

            "Paceco", 

            "Pacentro", 

            "Pachino", 

            "Paciano", 

            "Padenghe sul Garda", 

            "Paderna", 

            "Paderno Dugnano", 

            "Paderno Franciacorta", 

            "Paderno Ponchielli", 

            "Paderno d'Adda", 

            "Paderno del Grappa", 

            "Padria", 

            "Padru", 

            "Padua", 

            "Padula", 

            "Paduli", 

            "Paesana", 

            "Paese", 

            "Pagani", 

            "Paganico Sabino", 

            "Pagazzano", 

            "Pagliara", 

            "Paglieta", 

            "Pagnacco", 

            "Pagno", 

            "Pagnona", 

            "Pago Veiano", 

            "Pago del Vallo di Lauro", 

            "Paisco Loveno", 

            "Paitone", 

            "Palù", 

            "Palù del Fersina", 

            "Paladina", 

            "Palagano", 

            "Palagianello", 

            "Palagiano", 

            "Palagonia", 

            "Palaia", 

            "Palanzano", 

            "Palata", 

            "Palau", 

            "Palazzago", 

            "Palazzo Adriano", 

            "Palazzo Canavese", 

            "Palazzo Pignano", 

            "Palazzo San Gervasio", 

            "Palazzolo Acreide", 

            "Palazzolo Vercellese", 

            "Palazzolo dello Stella", 

            "Palazzolo sull'Oglio", 

            "Palazzuolo sul Senio", 

            "Palena", 

            "Palermiti", 

            "Palermo", 

            "Palestrina", 

            "Palestro", 

            "Paliano", 

            "Palizzi", 

            "Pallagorio", 

            "Pallanzeno", 

            "Pallare", 

            "Palma Campania", 

            "Palma di Montechiaro", 

            "Palmanova", 

            "Palmariggi", 

            "Palmas Arborea", 

            "Palmi", 

            "Palmiano", 

            "Palmoli", 

            "Palo del Colle", 

            "Palombara Sabina", 

            "Palombaro", 

            "Palomonte", 

            "Palosco", 

            "Paludi", 

            "Paluzza", 

            "Pamparato", 

            "Pancalieri", 

            "Pancarana", 

            "Panchià", 

            "Pandino", 

            "Panettieri", 

            "Panicale", 

            "Pannarano", 

            "Panni", 

            "Pantelleria", 

            "Pantigliate", 

            "Paola", 

            "Paolisi", 

            "Papasidero", 

            "Papozze", 

            "Parabiago", 

            "Parabita", 

            "Paratico", 

            "Parella", 

            "Parenti", 

            "Parete", 

            "Pareto", 

            "Parghelia", 

            "Parlasco", 

            "Parma", 

            "Parodi Ligure", 

            "Paroldo", 

            "Parolise", 

            "Parona", 

            "Parrano", 

            "Parre", 

            "Partanna", 

            "Partinico", 

            "Partschins", 

            "Paruzzaro", 

            "Parzanica", 

            "Pasian di Prato", 

            "Pasiano di Pordenone", 

            "Paspardo", 

            "Passerano Marmorito", 

            "Passignano sul Trasimeno", 

            "Passirano", 

            "Pastena", 

            "Pastorano", 

            "Pastrengo", 

            "Pasturana", 

            "Pasturo", 

            "Patù", 

            "Paternò", 

            "Paterno", 

            "Paterno Calabro", 

            "Paternopoli", 

            "Patrica", 

            "Pattada", 

            "Patti", 

            "Pau", 

            "Paularo", 

            "Pauli Arbarei", 

            "Paulilatino", 

            "Paullo", 

            "Paupisi", 

            "Pavarolo", 

            "Pavia", 

            "Pavia di Udine", 

            "Pavone Canavese", 

            "Pavone del Mella", 

            "Pavullo nel Frignano", 

            "Pazzano", 

            "Peccioli", 

            "Pecetto Torinese", 

            "Pecetto di Valenza", 

            "Pedara", 

            "Pedaso", 

            "Pedavena", 

            "Pedemonte", 

            "Pederobba", 

            "Pedesina", 

            "Pedivigliano", 

            "Pedrengo", 

            "Peglio", 

            "Peglio (Province of Como)", 

            "Peglio (Province of Pesaro and Urbino)", 

            "Peglio, Como", 

            "Peglio, Pesaro and Urbino", 

            "Pegognaga", 

            "Peia", 

            "Peio", 

            "Pelago", 

            "Pella", 

            "Pellegrino Parmense", 

            "Pellezzano", 

            "Pellizzano", 

            "Pelugo", 

            "Penango", 

            "Penna San Giovanni", 

            "Penna Sant'Andrea", 

            "Penna in Teverina", 

            "Pennabilli", 

            "Pennadomo", 

            "Pennapiedimonte", 

            "Penne", 

            "Pentone", 

            "Perano", 

            "Perarolo di Cadore", 

            "Percha", 

            "Percile", 

            "Perdasdefogu", 

            "Perdaxius", 

            "Perdifumo", 

            "Pereto", 

            "Perfugas", 

            "Pergine Valsugana", 

            "Pergola", 

            "Perinaldo", 

            "Perito", 

            "Perledo", 

            "Perletto", 

            "Perlo", 

            "Perloz", 

            "Pernumia", 

            "Pero", 

            "Perosa Argentina", 

            "Perosa Canavese", 

            "Perrero", 

            "Persico Dosimo", 

            "Pertengo", 

            "Pertica Alta", 

            "Pertica Bassa", 

            "Pertosa", 

            "Pertusio", 

            "Perugia", 

            "Pesaro", 

            "Pescaglia", 

            "Pescantina", 

            "Pescara", 

            "Pescarolo ed Uniti", 

            "Pescasseroli", 

            "Pescate", 

            "Pesche", 

            "Peschici", 

            "Peschiera Borromeo", 

            "Peschiera del Garda", 

            "Pescia", 

            "Pescina", 

            "Pesco Sannita", 

            "Pescocostanzo", 

            "Pescolanciano", 

            "Pescopagano", 

            "Pescopennataro", 

            "Pescorocchiano", 

            "Pescosansonesco", 

            "Pescosolido", 

            "Pessano con Bornago", 

            "Pessina Cremonese", 

            "Pessinetto", 

            "Petacciato", 

            "Petilia Policastro", 

            "Petina", 

            "Petralia Soprana", 

            "Petralia Sottana", 

            "Petrella Salto", 

            "Petrella Tifernina", 

            "Petriano", 

            "Petriolo", 

            "Petritoli", 

            "Petrizzi", 

            "Petronà", 

            "Petrosino", 

            "Petruro Irpino", 

            "Pettenasco", 

            "Pettinengo", 

            "Pettineo", 

            "Pettoranello del Molise", 

            "Pettorano sul Gizio", 

            "Pettorazza Grimani", 

            "Peveragno", 

            "Pezzana", 

            "Pezzaze", 

            "Pezzolo Valle Uzzone", 

            "Pfalzen", 

            "Pfitsch", 

            "Piacenza", 

            "Piacenza d'Adige", 

            "Piadena Drizzona", 

            "Piaggine", 

            "Pian Camuno", 

            "Piana Crixia", 

            "Piana degli Albanesi", 

            "Piana di Monte Verna", 

            "Piancastagnaio", 

            "Piancogno", 

            "Piandimeleto", 

            "Piane Crati", 

            "Pianella", 

            "Pianello Val Tidone", 

            "Pianello del Lario", 

            "Pianengo", 

            "Pianezza", 

            "Pianezze", 

            "Pianfei", 

            "Pianico", 

            "Pianiga", 

            "Piano di Sorrento", 

            "Pianopoli", 

            "Pianoro", 

            "Piansano", 

            "Piantedo", 

            "Piario", 

            "Piasco", 

            "Piateda", 

            "Piatto", 

            "Piazza Armerina", 

            "Piazza Brembana", 

            "Piazza al Serchio", 

            "Piazzatorre", 

            "Piazzola sul Brenta", 

            "Piazzolo", 

            "Picciano", 

            "Picerno", 

            "Picinisco", 

            "Pico", 

            "Piea", 

            "Piedicavallo", 

            "Piedimonte Etneo", 

            "Piedimonte Matese", 

            "Piedimonte San Germano", 

            "Piedimulera", 

            "Piegaro", 

            "Pienza", 

            "Pieranica", 

            "Pietra Ligure", 

            "Pietra Marazzi", 

            "Pietra de' Giorgi", 

            "Pietrabbondante", 

            "Pietrabruna", 

            "Pietracamela", 

            "Pietracatella", 

            "Pietracupa", 

            "Pietradefusi", 

            "Pietraferrazzana", 

            "Pietrafitta", 

            "Pietragalla", 

            "Pietralunga", 

            "Pietramelara", 

            "Pietramontecorvino", 

            "Pietranico", 

            "Pietrapaola", 

            "Pietrapertosa", 

            "Pietraperzia", 

            "Pietraporzio", 

            "Pietraroja", 

            "Pietrarubbia", 

            "Pietrasanta", 

            "Pietrastornina", 

            "Pietravairano", 

            "Pietrelcina", 

            "Pieve Albignola", 

            "Pieve Emanuele", 

            "Pieve Fissiraga", 

            "Pieve Fosciana", 

            "Pieve Ligure", 

            "Pieve Porto Morone", 

            "Pieve San Giacomo", 

            "Pieve Santo Stefano", 

            "Pieve Tesino", 

            "Pieve Torina", 

            "Pieve Vergonte", 

            "Pieve a Nievole", 

            "Pieve d'Olmi", 

            "Pieve del Cairo", 

            "Pieve di Bono-Prezzo", 

            "Pieve di Cadore", 

            "Pieve di Cento", 

            "Pieve di Soligo", 

            "Pieve di Teco", 

            "Pievepelago", 

            "Piglio", 

            "Pigna", 

            "Pignataro Interamna", 

            "Pignataro Maggiore", 

            "Pignola", 

            "Pignone", 

            "Pigra", 

            "Pila", 

            "Pimentel", 

            "Pimonte", 

            "Pinarolo Po", 

            "Pinasca", 

            "Pincara", 

            "Pinerolo", 

            "Pineto", 

            "Pino Torinese", 

            "Pino d'Asti", 

            "Pinzano al Tagliamento", 

            "Pinzolo", 

            "Piobbico", 

            "Piobesi Torinese", 

            "Piobesi d'Alba", 

            "Piode", 

            "Pioltello", 

            "Piombino", 

            "Piombino Dese", 

            "Pioraco", 

            "Piossasco", 

            "Piovà Massaia", 

            "Piove di Sacco", 

            "Piovene Rocchette", 

            "Piozzano", 

            "Piozzo", 

            "Piraino", 

            "Pisa", 

            "Pisano", 

            "Piscina", 

            "Piscinas", 

            "Pisciotta", 

            "Pisogne", 

            "Pisoniano", 

            "Pisticci", 

            "Pistoia", 

            "Pitigliano", 

            "Piubega", 

            "Piuro", 

            "Piverone", 

            "Pizzale", 

            "Pizzighettone", 

            "Pizzo", 

            "Pizzoferrato", 

            "Pizzoli", 

            "Pizzone", 

            "Pizzoni", 

            "Placanica", 

            "Platì", 

            "Plataci", 

            "Platania", 

            "Plaus", 

            "Plesio", 

            "Ploaghe", 

            "Plodio", 

            "Pocapaglia", 

            "Pocenia", 

            "Podenzana", 

            "Podenzano", 

            "Pofi", 

            "Poggiardo", 

            "Poggibonsi", 

            "Poggio Bustone", 

            "Poggio Catino", 

            "Poggio Imperiale", 

            "Poggio Mirteto", 

            "Poggio Moiano", 

            "Poggio Nativo", 

            "Poggio Picenze", 

            "Poggio Renatico", 

            "Poggio Rusco", 

            "Poggio San Lorenzo", 

            "Poggio San Marcello", 

            "Poggio San Vicino", 

            "Poggio Sannita", 

            "Poggio Torriana", 

            "Poggio a Caiano", 

            "Poggiodomo", 

            "Poggiofiorito", 

            "Poggiomarino", 

            "Poggioreale", 

            "Poggiorsini", 

            "Poggiridenti", 

            "Pogliano Milanese", 

            "Pognana Lario", 

            "Pognano", 

            "Pogno", 

            "Poirino", 

            "Pojana Maggiore", 

            "Polaveno", 

            "Polcenigo", 

            "Polesella", 

            "Polesine Zibello", 

            "Poli", 

            "Polia", 

            "Policoro", 

            "Polignano a Mare", 

            "Polinago", 

            "Polino", 

            "Polistena", 

            "Polizzi Generosa", 

            "Polla", 

            "Pollein", 

            "Pollena Trocchia", 

            "Pollenza", 

            "Pollica", 

            "Pollina", 

            "Pollone", 

            "Pollutri", 

            "Polonghera", 

            "Polpenazze del Garda", 

            "Polverara", 

            "Polverigi", 

            "Pomarance", 

            "Pomaretto", 

            "Pomarico", 

            "Pomaro Monferrato", 

            "Pomarolo", 

            "Pombia", 

            "Pomezia", 

            "Pomigliano d'Arco", 

            "Pompei", 

            "Pompeiana", 

            "Pompiano", 

            "Pomponesco", 

            "Pompu", 

            "Poncarale", 

            "Ponderano", 

            "Ponna", 

            "Ponsacco", 

            "Ponso", 

            "Pont-Canavese", 

            "Pont-Saint-Martin", 

            "Pontassieve", 

            "Pontboset", 

            "Ponte", 

            "Ponte Buggianese", 

            "Ponte Lambro", 

            "Ponte Nizza", 

            "Ponte Nossa", 

            "Ponte San Nicolò", 

            "Ponte San Pietro", 

            "Ponte dell'Olio", 

            "Ponte di Legno", 

            "Ponte di Piave", 

            "Ponte in Valtellina", 

            "Ponte nelle Alpi", 

            "Pontebba", 

            "Pontecagnano Faiano", 

            "Pontecchio Polesine", 

            "Pontechianale", 

            "Pontecorvo", 

            "Pontecurone", 

            "Pontedassio", 

            "Pontedera", 

            "Pontelandolfo", 

            "Pontelatone", 

            "Pontelongo", 

            "Pontenure", 

            "Ponteranica", 

            "Pontestura", 

            "Pontevico", 

            "Pontey", 

            "Ponti", 

            "Ponti sul Mincio", 

            "Pontida", 

            "Pontinia", 

            "Pontinvrea", 

            "Pontirolo Nuovo", 

            "Pontoglio", 

            "Pontremoli", 

            "Ponza", 

            "Ponzano Monferrato", 

            "Ponzano Romano", 

            "Ponzano Veneto", 

            "Ponzano di Fermo", 

            "Ponzone", 

            "Popoli", 

            "Poppi", 

            "Porano", 

            "Porcari", 

            "Porcia", 

            "Pordenone", 

            "Porlezza", 

            "Pornassio", 

            "Porpetto", 

            "Portacomaro", 

            "Portalbera", 

            "Porte", 

            "Porte di Rendena", 

            "Portici", 

            "Portico di Caserta", 

            "Portico e San Benedetto", 

            "Portigliola", 

            "Porto Azzurro", 

            "Porto Ceresio", 

            "Porto Cesareo", 

            "Porto Empedocle", 

            "Porto Mantovano", 

            "Porto Recanati", 

            "Porto San Giorgio", 

            "Porto Sant'Elpidio", 

            "Porto Tolle", 

            "Porto Torres", 

            "Porto Valtravaglia", 

            "Porto Viro", 

            "Portobuffolé", 

            "Portocannone", 

            "Portoferraio", 

            "Portofino", 

            "Portogruaro", 

            "Portomaggiore", 

            "Portopalo di Capo Passero", 

            "Portoscuso", 

            "Portovenere", 

            "Portula", 

            "Posada", 

            "Posina", 

            "Positano", 

            "Possagno", 

            "Posta", 

            "Posta Fibreno", 

            "Postalesio", 

            "Postiglione", 

            "Postua", 

            "Potenza", 

            "Potenza Picena", 

            "Pove del Grappa", 

            "Povegliano", 

            "Povegliano Veronese", 

            "Poviglio", 

            "Povoletto", 

            "Pozzaglia Sabina", 

            "Pozzaglio ed Uniti", 

            "Pozzallo", 

            "Pozzilli", 

            "Pozzo d'Adda", 

            "Pozzol Groppo", 

            "Pozzolengo", 

            "Pozzoleone", 

            "Pozzolo Formigaro", 

            "Pozzomaggiore", 

            "Pozzonovo", 

            "Pozzuoli", 

            "Pozzuolo Martesana", 

            "Pozzuolo del Friuli", 

            "Pré-Saint-Didier", 

            "Prad am Stilfser Joch", 

            "Pradalunga", 

            "Pradamano", 

            "Pradleves", 

            "Pragelato", 

            "Prags", 

            "Praia a Mare", 

            "Praiano", 

            "Pralboino", 

            "Prali", 

            "Pralormo", 

            "Pralungo", 

            "Pramaggiore", 

            "Pramollo", 

            "Prarolo", 

            "Prarostino", 

            "Prasco", 

            "Prascorsano", 

            "Prata Camportaccio", 

            "Prata Sannita", 

            "Prata d'Ansidonia", 

            "Prata di Pordenone", 

            "Prata di Principato Ultra", 

            "Pratella", 

            "Pratiglione", 

            "Prato", 

            "Prato Carnico", 

            "Prato Sesia", 

            "Pratola Peligna", 

            "Pratola Serra", 

            "Pratovecchio Stia", 

            "Pravisdomini", 

            "Pray", 

            "Prazzo", 

            "Precenicco", 

            "Preci", 

            "Predaia", 

            "Predappio", 

            "Predazzo", 

            "Predore", 

            "Predosa", 

            "Preganziol", 

            "Pregnana Milanese", 

            "Prelà", 

            "Premana", 

            "Premariacco", 

            "Premeno", 

            "Premia", 

            "Premilcuore", 

            "Premolo", 

            "Premosello-Chiovenda", 

            "Preone", 

            "Prepotto", 

            "Preseglie", 

            "Presenzano", 

            "Presezzo", 

            "Presicce", 

            "Pressana", 

            "Pretoro", 

            "Prettau", 

            "Prevalle", 

            "Prezza", 

            "Priero", 

            "Prignano Cilento", 

            "Prignano sulla Secchia", 

            "Primaluna", 

            "Primiero San Martino di Castrozza", 

            "Priocca", 

            "Priola", 

            "Priolo Gargallo", 

            "Priverno", 

            "Prizzi", 

            "Proceno", 

            "Procida", 

            "Propata", 

            "Proserpio", 

            "Prossedi", 

            "Provaglio Val Sabbia", 

            "Provaglio d'Iseo", 

            "Proveis", 

            "Provvidenti", 

            "Prunetto", 

            "Puegnago sul Garda", 

            "Puglianello", 

            "Pula", 

            "Pulfero", 

            "Pulsano", 

            "Pumenengo", 

            "Pusiano", 

            "Putifigari", 

            "Putignano", 

            "Quadrelle", 

            "Quadri", 

            "Quagliuzzo", 

            "Qualiano", 

            "Quaranti", 

            "Quaregna Cerreto", 

            "Quargnento", 

            "Quarna Sopra", 

            "Quarna Sotto", 

            "Quarona", 

            "Quarrata", 

            "Quart", 

            "Quarto", 

            "Quarto d'Altino", 

            "Quartu Sant'Elena", 

            "Quartucciu", 

            "Quassolo", 

            "Quattordio", 

            "Quattro Castella", 

            "Quero Vas", 

            "Quiliano", 

            "Quincinetto", 

            "Quindici", 

            "Quingentole", 

            "Quintano", 

            "Quinto Vercellese", 

            "Quinto Vicentino", 

            "Quinto di Treviso", 

            "Quinzano d'Oglio", 

            "Quistello", 

            "Rabbi", 

            "Racale", 

            "Racalmuto", 

            "Racconigi", 

            "Raccuja", 

            "Radda in Chianti", 

            "Raddusa", 

            "Radicofani", 

            "Radicondoli", 

            "Raffadali", 

            "Ragalna", 

            "Ragogna", 

            "Ragoli", 

            "Ragusa", 

            "Raiano", 

            "Ramacca", 

            "Rancio Valcuvia", 

            "Ranco", 

            "Randazzo", 

            "Ranica", 

            "Ranzanico", 

            "Ranzo", 

            "Rapagnano", 

            "Rapallo", 

            "Rapino", 

            "Rapolano Terme", 

            "Rapolla", 

            "Rapone", 

            "Rasen-Antholz", 

            "Rassa", 

            "Rasura", 

            "Ratschings", 

            "Ravanusa", 

            "Ravarino", 

            "Ravascletto", 

            "Ravello", 

            "Ravenna", 

            "Raveo", 

            "Raviscanina", 

            "Re", 

            "Rea", 

            "Realmonte", 

            "Reana del Rojale", 

            "Reano", 

            "Recale", 

            "Recanati", 

            "Recco", 

            "Recetto", 

            "Recoaro Terme", 

            "Redavalle", 

            "Redondesco", 

            "Refrancore", 

            "Refrontolo", 

            "Regalbuto", 

            "Reggello", 

            "Reggio Calabria", 

            "Reggio Emilia", 

            "Reggiolo", 

            "Reino", 

            "Reitano", 

            "Remanzacco", 

            "Remedello", 

            "Renate", 

            "Rende", 

            "Resana", 

            "Rescaldina", 

            "Resia", 

            "Resiutta", 

            "Resuttano", 

            "Retorbido", 

            "Revò", 

            "Revello", 

            "Revigliasco d'Asti", 

            "Revine Lago", 

            "Rezzago", 

            "Rezzato", 

            "Rezzo", 

            "Rezzoaglio", 

            "Rhêmes-Notre-Dame", 

            "Rhêmes-Saint-Georges", 

            "Rho", 

            "Riace", 

            "Rialto", 

            "Riano", 

            "Riardo", 

            "Ribera", 

            "Ribordone", 

            "Ricadi", 

            "Ricaldone", 

            "Riccò del Golfo di Spezia", 

            "Riccia", 

            "Riccione", 

            "Ricengo", 

            "Ricigliano", 

            "Riese Pio X", 

            "Riesi", 

            "Rieti", 

            "Riffian", 

            "Rifreddo", 

            "Rignano Flaminio", 

            "Rignano Garganico", 

            "Rignano sull'Arno", 

            "Rigolato", 

            "Rimella", 

            "Rimini", 

            "Rio", 

            "Rio Saliceto", 

            "Riofreddo", 

            "Riola Sardo", 

            "Riolo Terme", 

            "Riolunato", 

            "Riomaggiore", 

            "Rionero Sannitico", 

            "Rionero in Vulture", 

            "Ripa Teatina", 

            "Ripabottoni", 

            "Ripacandida", 

            "Ripalimosani", 

            "Ripalta Arpina", 

            "Ripalta Cremasca", 

            "Ripalta Guerina", 

            "Riparbella", 

            "Ripatransone", 

            "Ripe San Ginesio", 

            "Ripi", 

            "Riposto", 

            "Rittana", 

            "Ritten", 

            "Riva Ligure", 

            "Riva del Garda", 

            "Riva del Po", 

            "Riva di Solto", 

            "Riva presso Chieri", 

            "Rivalba", 

            "Rivalta Bormida", 

            "Rivalta di Torino", 

            "Rivamonte Agordino", 

            "Rivanazzano Terme", 

            "Rivara", 

            "Rivarolo Canavese", 

            "Rivarolo Mantovano", 

            "Rivarolo del Re ed Uniti", 

            "Rivarone", 

            "Rivarossa", 

            "Rive", 

            "Rive d'Arcano", 

            "Rivello", 

            "Rivergaro", 

            "Rivignano Teor", 

            "Rivisondoli", 

            "Rivodutri", 

            "Rivoli", 

            "Rivoli Veronese", 

            "Rivolta d'Adda", 

            "Rizziconi", 

            "Roè Volciano", 

            "Roana", 

            "Roaschia", 

            "Roascio", 

            "Roasio", 

            "Roatto", 

            "Robassomero", 

            "Robbiate", 

            "Robbio", 

            "Robecchetto con Induno", 

            "Robecco Pavese", 

            "Robecco d'Oglio", 

            "Robecco sul Naviglio", 

            "Robella", 

            "Robilante", 

            "Roburent", 

            "Rocca Canavese", 

            "Rocca Canterano", 

            "Rocca Cigliè", 

            "Rocca Grimalda", 

            "Rocca Imperiale", 

            "Rocca Massima", 

            "Rocca Pia", 

            "Rocca Pietore", 

            "Rocca Priora", 

            "Rocca San Casciano", 

            "Rocca San Felice", 

            "Rocca San Giovanni", 

            "Rocca Santa Maria", 

            "Rocca Santo Stefano", 

            "Rocca Sinibalda", 

            "Rocca Susella", 

            "Rocca d'Arazzo", 

            "Rocca d'Arce", 

            "Rocca d'Evandro", 

            "Rocca de' Baldi", 

            "Rocca de' Giorgi", 

            "Rocca di Botte", 

            "Rocca di Cambio", 

            "Rocca di Cave", 

            "Rocca di Mezzo", 

            "Rocca di Neto", 

            "Rocca di Papa", 

            "Roccabascerana", 

            "Roccabernarda", 

            "Roccabianca", 

            "Roccabruna", 

            "Roccacasale", 

            "Roccadaspide", 

            "Roccafiorita", 

            "Roccafluvione", 

            "Roccaforte Ligure", 

            "Roccaforte Mondovì", 

            "Roccaforte del Greco", 

            "Roccaforzata", 

            "Roccafranca", 

            "Roccagiovine", 

            "Roccagloriosa", 

            "Roccagorga", 

            "Roccalbegna", 

            "Roccalumera", 

            "Roccamandolfi", 

            "Roccamena", 

            "Roccamonfina", 

            "Roccamontepiano", 

            "Roccamorice", 

            "Roccanova", 

            "Roccantica", 

            "Roccapalumba", 

            "Roccapiemonte", 

            "Roccarainola", 

            "Roccaraso", 

            "Roccaromana", 

            "Roccascalegna", 

            "Roccasecca", 

            "Roccasecca dei Volsci", 

            "Roccasicura", 

            "Roccasparvera", 

            "Roccaspinalveti", 

            "Roccastrada", 

            "Roccavaldina", 

            "Roccaverano", 

            "Roccavignale", 

            "Roccavione", 

            "Roccavivara", 

            "Roccella Ionica", 

            "Roccella Valdemone", 

            "Rocchetta Belbo", 

            "Rocchetta Ligure", 

            "Rocchetta Nervina", 

            "Rocchetta Palafea", 

            "Rocchetta Sant'Antonio", 

            "Rocchetta Tanaro", 

            "Rocchetta a Volturno", 

            "Rocchetta di Vara", 

            "Rocchetta e Croce", 

            "Rodì Milici", 

            "Rodano", 

            "Roddi", 

            "Roddino", 

            "Rodello", 

            "Rodeneck", 

            "Rodengo-Saiano", 

            "Rodero", 

            "Rodi Garganico", 

            "Rodigo", 

            "Rofrano", 

            "Rogeno", 

            "Roggiano Gravina", 

            "Roghudi", 

            "Rogliano", 

            "Rognano", 

            "Rogno", 

            "Rogolo", 

            "Roiate", 

            "Roio del Sangro", 

            "Roisan", 

            "Roletto", 

            "Rolo", 

            "Romagnano Sesia", 

            "Romagnano al Monte", 

            "Romagnese", 

            "Romallo", 

            "Romana", 

            "Romanengo", 

            "Romano Canavese", 

            "Romano d'Ezzelino", 

            "Romano di Lombardia", 

            "Romans d'Isonzo", 

            "Rombiolo", 

            "Rome", 

            "Romeno", 

            "Romentino", 

            "Rometta", 

            "Ronago", 

            "Roncà", 

            "Roncade", 

            "Roncadelle", 

            "Roncaro", 

            "Roncegno Terme", 

            "Roncello", 

            "Ronchi Valsugana", 

            "Ronchi dei Legionari", 

            "Ronchis", 

            "Ronciglione", 

            "Ronco Biellese", 

            "Ronco Briantino", 

            "Ronco Canavese", 

            "Ronco Scrivia", 

            "Ronco all'Adige", 

            "Roncobello", 

            "Roncoferraro", 

            "Roncofreddo", 

            "Roncola", 

            "Rondanina", 

            "Rondissone", 

            "Ronsecco", 

            "Ronzo-Chienis", 

            "Ronzone", 

            "Roppolo", 

            "Rorà", 

            "Rosà", 

            "Rosarno", 

            "Rosasco", 

            "Rosate", 

            "Rosazza", 

            "Rosciano", 

            "Roscigno", 

            "Rose", 

            "Rosello", 

            "Roseto Capo Spulico", 

            "Roseto Valfortore", 

            "Roseto degli Abruzzi", 

            "Rosignano Marittimo", 

            "Rosignano Monferrato", 

            "Rosolina", 

            "Rosolini", 

            "Rosora", 

            "Rossa", 

            "Rossana", 

            "Rossano Veneto", 

            "Rossiglione", 

            "Rosta", 

            "Rota Greca", 

            "Rota d'Imagna", 

            "Rotella", 

            "Rotello", 

            "Rotonda", 

            "Rotondella", 

            "Rotondi", 

            "Rottofreno", 

            "Rotzo", 

            "Roure", 

            "Rovasenda", 

            "Rovato", 

            "Rovegno", 

            "Rovellasca", 

            "Rovello Porro", 

            "Roverè Veronese", 

            "Roverè della Luna", 

            "Roverbella", 

            "Roverchiara", 

            "Roveredo di Guà", 

            "Roveredo in Piano", 

            "Rovereto", 

            "Rovescala", 

            "Rovetta", 

            "Roviano", 

            "Rovigo", 

            "Rovito", 

            "Rovolon", 

            "Rozzano", 

            "Rubano", 

            "Rubiana", 

            "Rubiera", 

            "Ruda", 

            "Rudiano", 

            "Rueglio", 

            "Ruffano", 

            "Ruffia", 

            "Ruffrè-Mendola", 

            "Rufina", 

            "Ruinas", 

            "Rumo", 

            "Ruoti", 

            "Russi", 

            "Rutigliano", 

            "Rutino", 

            "Ruviano", 

            "Ruvo del Monte", 

            "Ruvo di Puglia", 

            "Sèn Jan di Fassa", 

            "Sëlva", 

            "Sabaudia", 

            "Sabbio Chiese", 

            "Sabbioneta", 

            "Sacco", 

            "Saccolongo", 

            "Sacile", 

            "Sacrofano", 

            "Sadali", 

            "Sagama", 

            "Sagliano Micca", 

            "Sagrado", 

            "Sagron Mis", 

            "Saint-Christophe", 

            "Saint-Denis", 

            "Saint-Marcel", 

            "Saint-Nicolas", 

            "Saint-Oyen", 

            "Saint-Pierre", 

            "Saint-Rhémy-en-Bosses", 

            "Saint-Vincent", 

            "Salò", 

            "Sala Baganza", 

            "Sala Biellese", 

            "Sala Bolognese", 

            "Sala Comacina", 

            "Sala Consilina", 

            "Sala Monferrato", 

            "Salandra", 

            "Salaparuta", 

            "Salara", 

            "Salasco", 

            "Salassa", 

            "Salbertrand", 

            "Salcedo", 

            "Salcito", 

            "Sale", 

            "Sale Marasino", 

            "Sale San Giovanni", 

            "Sale delle Langhe", 

            "Salemi", 

            "Salento", 

            "Salerano Canavese", 

            "Salerano sul Lambro", 

            "Salerno", 

            "Salgareda", 

            "Sali Vercellese", 

            "Salice Salentino", 

            "Saliceto", 

            "Salisano", 

            "Salizzole", 

            "Salle", 

            "Salmour", 

            "Salorno", 

            "Salsomaggiore Terme", 

            "Saltrio", 

            "Saludecio", 

            "Saluggia", 

            "Salussola", 

            "Saluzzo", 

            "Salve", 

            "Salvirola", 

            "Salvitelle", 

            "Salza Irpina", 

            "Salza di Pinerolo", 

            "Salzano", 

            "Samarate", 

            "Samassi", 

            "Samatzai", 

            "Sambuca Pistoiese", 

            "Sambuca di Sicilia", 

            "Sambuci", 

            "Sambuco", 

            "Sammichele di Bari", 

            "Samo", 

            "Samolaco", 

            "Samone", 

            "Samone (Province of Trento)", 

            "Samone (Province of Turin)", 

            "Samone, Trento", 

            "Samone, Turin", 

            "Sampeyre", 

            "Samugheo", 

            "San Bartolomeo Val Cavargna", 

            "San Bartolomeo al Mare", 

            "San Bartolomeo in Galdo", 

            "San Basile", 

            "San Basilio", 

            "San Bassano", 

            "San Bellino", 

            "San Benedetto Belbo", 

            "San Benedetto Po", 

            "San Benedetto Ullano", 

            "San Benedetto Val di Sambro", 

            "San Benedetto dei Marsi", 

            "San Benedetto del Tronto", 

            "San Benedetto in Perillis", 

            "San Benigno Canavese", 

            "San Bernardino Verbano", 

            "San Biagio Platani", 

            "San Biagio Saracinisco", 

            "San Biagio della Cima", 

            "San Biagio di Callalta", 

            "San Biase", 

            "San Bonifacio", 

            "San Buono", 

            "San Calogero", 

            "San Canzian d'Isonzo", 

            "San Carlo Canavese", 

            "San Casciano dei Bagni", 

            "San Casciano in Val di Pesa", 

            "San Cassiano", 

            "San Cataldo", 

            "San Cesareo", 

            "San Cesario di Lecce", 

            "San Cesario sul Panaro", 

            "San Chirico Nuovo", 

            "San Chirico Raparo", 

            "San Cipirello", 

            "San Cipriano Picentino", 

            "San Cipriano Po", 

            "San Cipriano d'Aversa", 

            "San Clemente", 

            "San Colombano Belmonte", 

            "San Colombano Certénoli", 

            "San Colombano al Lambro", 

            "San Cono", 

            "San Cosmo Albanese", 

            "San Costantino Albanese", 

            "San Costantino Calabro", 

            "San Costanzo", 

            "San Cristoforo", 

            "San Damiano Macra", 

            "San Damiano al Colle", 

            "San Damiano d'Asti", 

            "San Daniele Po", 

            "San Daniele del Friuli", 

            "San Demetrio Corone", 

            "San Demetrio ne' Vestini", 

            "San Didero", 

            "San Donà di Piave", 

            "San Donaci", 

            "San Donato Milanese", 

            "San Donato Val di Comino", 

            "San Donato di Lecce", 

            "San Donato di Ninea", 

            "San Dorligo della Valle", 

            "San Fele", 

            "San Felice Circeo", 

            "San Felice a Cancello", 

            "San Felice del Benaco", 

            "San Felice del Molise", 

            "San Felice sul Panaro", 

            "San Ferdinando", 

            "San Ferdinando di Puglia", 

            "San Fermo della Battaglia", 

            "San Fili", 

            "San Filippo del Mela", 

            "San Fior", 

            "San Fiorano", 

            "San Floriano del Collio", 

            "San Floro", 

            "San Francesco al Campo", 

            "San Fratello", 

            "San Gavino Monreale", 

            "San Gemini", 

            "San Genesio ed Uniti", 

            "San Gennaro Vesuviano", 

            "San Germano Chisone", 

            "San Germano Vercellese", 

            "San Gervasio Bresciano", 

            "San Giacomo Filippo", 

            "San Giacomo Vercellese", 

            "San Giacomo degli Schiavoni", 

            "San Giacomo delle Segnate", 

            "San Gillio", 

            "San Gimignano", 

            "San Ginesio", 

            "San Giorgio Albanese", 

            "San Giorgio Bigarello", 

            "San Giorgio Canavese", 

            "San Giorgio Ionico", 

            "San Giorgio La Molara", 

            "San Giorgio Lucano", 

            "San Giorgio Monferrato", 

            "San Giorgio Morgeto", 

            "San Giorgio Piacentino", 

            "San Giorgio Scarampi", 

            "San Giorgio a Cremano", 

            "San Giorgio a Liri", 

            "San Giorgio del Sannio", 

            "San Giorgio della Richinvelda", 

            "San Giorgio delle Pertiche", 

            "San Giorgio di Lomellina", 

            "San Giorgio di Nogaro", 

            "San Giorgio di Piano", 

            "San Giorgio in Bosco", 

            "San Giorgio su Legnano", 

            "San Giorio di Susa", 

            "San Giovanni Bianco", 

            "San Giovanni Gemini", 

            "San Giovanni Ilarione", 

            "San Giovanni Incarico", 

            "San Giovanni Lipioni", 

            "San Giovanni Lupatoto", 

            "San Giovanni Rotondo", 

            "San Giovanni Suergiu", 

            "San Giovanni Teatino", 

            "San Giovanni Valdarno", 

            "San Giovanni a Piro", 

            "San Giovanni al Natisone", 

            "San Giovanni del Dosso", 

            "San Giovanni di Gerace", 

            "San Giovanni in Croce", 

            "San Giovanni in Fiore", 

            "San Giovanni in Galdo", 

            "San Giovanni in Marignano", 

            "San Giovanni in Persiceto", 

            "San Giovanni la Punta", 

            "San Giuliano Milanese", 

            "San Giuliano Terme", 

            "San Giuliano del Sannio", 

            "San Giuliano di Puglia", 

            "San Giuseppe Jato", 

            "San Giuseppe Vesuviano", 

            "San Giustino", 

            "San Giusto Canavese", 

            "San Godenzo", 

            "San Gregorio Magno", 

            "San Gregorio Matese", 

            "San Gregorio d'Ippona", 

            "San Gregorio da Sassola", 

            "San Gregorio di Catania", 

            "San Gregorio nelle Alpi", 

            "San Lazzaro di Savena", 

            "San Leo", 

            "San Leonardo", 

            "San Leucio del Sannio", 

            "San Lorenzello", 

            "San Lorenzo", 

            "San Lorenzo Bellizzi", 

            "San Lorenzo Dorsino", 

            "San Lorenzo Isontino", 

            "San Lorenzo Maggiore", 

            "San Lorenzo Nuovo", 

            "San Lorenzo al Mare", 

            "San Lorenzo del Vallo", 

            "San Lorenzo in Campo", 

            "San Luca", 

            "San Lucido", 

            "San Lupo", 

            "San Mango Piemonte", 

            "San Mango d'Aquino", 

            "San Mango sul Calore", 

            "San Marcellino", 

            "San Marcello", 

            "San Marcello Piteglio", 

            "San Marco Argentano", 

            "San Marco Evangelista", 

            "San Marco d'Alunzio", 

            "San Marco dei Cavoti", 

            "San Marco in Lamis", 

            "San Marco la Catola", 

            "San Martin de Tor", 

            "San Martino Alfieri", 

            "San Martino Buon Albergo", 

            "San Martino Canavese", 

            "San Martino Sannita", 

            "San Martino Siccomario", 

            "San Martino Valle Caudina", 

            "San Martino al Tagliamento", 

            "San Martino d'Agri", 

            "San Martino dall'Argine", 

            "San Martino del Lago", 

            "San Martino di Finita", 

            "San Martino di Lupari", 

            "San Martino di Venezze", 

            "San Martino in Pensilis", 

            "San Martino in Rio", 

            "San Martino in Strada", 

            "San Martino sulla Marrucina", 

            "San Marzano Oliveto", 

            "San Marzano di San Giuseppe", 

            "San Marzano sul Sarno", 

            "San Massimo", 

            "San Maurizio Canavese", 

            "San Maurizio d'Opaglio", 

            "San Mauro Castelverde", 

            "San Mauro Cilento", 

            "San Mauro Forte", 

            "San Mauro Marchesato", 

            "San Mauro Pascoli", 

            "San Mauro Torinese", 

            "San Mauro di Saline", 

            "San Mauro la Bruca", 

            "San Michele Mondovì", 

            "San Michele Salentino", 

            "San Michele al Tagliamento", 

            "San Michele all'Adige", 

            "San Michele di Ganzaria", 

            "San Michele di Serino", 

            "San Miniato", 

            "San Nazario", 

            "San Nazzaro", 

            "San Nazzaro Sesia", 

            "San Nazzaro Val Cavargna", 

            "San Nicandro Garganico", 

            "San Nicolò Gerrei", 

            "San Nicolò d'Arcidano", 

            "San Nicolò di Comelico", 

            "San Nicola Arcella", 

            "San Nicola Baronia", 

            "San Nicola Manfredi", 

            "San Nicola da Crissa", 

            "San Nicola dell'Alto", 

            "San Nicola la Strada", 

            "San Pancrazio Salentino", 

            "San Paolo", 

            "San Paolo Albanese", 

            "San Paolo Bel Sito", 

            "San Paolo Solbrito", 

            "San Paolo d'Argon", 

            "San Paolo di Civitate", 

            "San Paolo di Jesi", 

            "San Pellegrino Terme", 

            "San Pier Niceto", 

            "San Pier d'Isonzo", 

            "San Piero Patti", 

            "San Pietro Apostolo", 

            "San Pietro Avellana", 

            "San Pietro Clarenza", 

            "San Pietro Infine", 

            "San Pietro Mosezzo", 

            "San Pietro Mussolino", 

            "San Pietro Val Lemina", 

            "San Pietro Vernotico", 

            "San Pietro Viminario", 

            "San Pietro a Maida", 

            "San Pietro al Natisone", 

            "San Pietro al Tanagro", 

            "San Pietro di Cadore", 

            "San Pietro di Caridà", 

            "San Pietro di Feletto", 

            "San Pietro di Morubio", 

            "San Pietro in Amantea", 

            "San Pietro in Cariano", 

            "San Pietro in Casale", 

            "San Pietro in Cerro", 

            "San Pietro in Gu", 

            "San Pietro in Guarano", 

            "San Pietro in Lama", 

            "San Pio delle Camere", 

            "San Polo Matese", 

            "San Polo d'Enza", 

            "San Polo dei Cavalieri", 

            "San Polo di Piave", 

            "San Ponso", 

            "San Possidonio", 

            "San Potito Sannitico", 

            "San Potito Ultra", 

            "San Prisco", 

            "San Procopio", 

            "San Prospero", 

            "San Quirico d'Orcia", 

            "San Quirino", 

            "San Raffaele Cimena", 

            "San Roberto", 

            "San Rocco al Porto", 

            "San Romano in Garfagnana", 

            "San Rufo", 

            "San Salvatore Monferrato", 

            "San Salvatore Telesino", 

            "San Salvatore di Fitalia", 

            "San Salvo", 

            "San Sebastiano Curone", 

            "San Sebastiano al Vesuvio", 

            "San Sebastiano da Po", 

            "San Secondo Parmense", 

            "San Secondo di Pinerolo", 

            "San Severino Lucano", 

            "San Severino Marche", 

            "San Severo", 

            "San Siro", 

            "San Sossio Baronia", 

            "San Sostene", 

            "San Sosti", 

            "San Sperate", 

            "San Tammaro", 

            "San Teodoro", 

            "San Teodoro (Province of Messina)", 

            "San Teodoro (Province of Olbia-Tempio)", 

            "San Teodoro, Messina", 

            "San Teodoro, Olbia-Tempio", 

            "San Tomaso Agordino", 

            "San Valentino Torio", 

            "San Valentino in Abruzzo Citeriore", 

            "San Venanzo", 

            "San Vendemiano", 

            "San Vero Milis", 

            "San Vincenzo", 

            "San Vincenzo La Costa", 

            "San Vincenzo Valle Roveto", 

            "San Vitaliano", 

            "San Vito", 

            "San Vito Chietino", 

            "San Vito Lo Capo", 

            "San Vito Romano", 

            "San Vito al Tagliamento", 

            "San Vito al Torre", 

            "San Vito dei Normanni", 

            "San Vito di Cadore", 

            "San Vito di Fagagna", 

            "San Vito di Leguzzano", 

            "San Vito sullo Ionio", 

            "San Vittore Olona", 

            "San Vittore del Lazio", 

            "San Zeno Naviglio", 

            "San Zeno di Montagna", 

            "San Zenone al Lambro", 

            "San Zenone al Po", 

            "San Zenone degli Ezzelini", 

            "Sanarica", 

            "Sand in Taufers", 

            "Sandigliano", 

            "Sandrigo", 

            "Sanfrè", 

            "Sanfront", 

            "Sangano", 

            "Sangiano", 

            "Sangineto", 

            "Sanguinetto", 

            "Sanluri", 

            "Sannazzaro de' Burgondi", 

            "Sannicandro di Bari", 

            "Sannicola", 

            "Sanremo", 

            "Sansepolcro", 

            "Sant'Agapito", 

            "Sant'Agata Bolognese", 

            "Sant'Agata Feltria", 

            "Sant'Agata Fossili", 

            "Sant'Agata de' Goti", 

            "Sant'Agata del Bianco", 

            "Sant'Agata di Esaro", 

            "Sant'Agata di Militello", 

            "Sant'Agata di Puglia", 

            "Sant'Agata li Battiati", 

            "Sant'Agata sul Santerno", 

            "Sant'Agnello", 

            "Sant'Albano Stura", 

            "Sant'Alessio Siculo", 

            "Sant'Alessio con Vialone", 

            "Sant'Alessio in Aspromonte", 

            "Sant'Alfio", 

            "Sant'Ambrogio di Torino", 

            "Sant'Ambrogio di Valpolicella", 

            "Sant'Ambrogio sul Garigliano", 

            "Sant'Anastasia", 

            "Sant'Anatolia di Narco", 

            "Sant'Andrea Apostolo dello Ionio", 

            "Sant'Andrea Frius", 

            "Sant'Andrea del Garigliano", 

            "Sant'Andrea di Conza", 

            "Sant'Angelo Le Fratte", 

            "Sant'Angelo Limosano", 

            "Sant'Angelo Lodigiano", 

            "Sant'Angelo Lomellina", 

            "Sant'Angelo Muxaro", 

            "Sant'Angelo Romano", 

            "Sant'Angelo a Cupolo", 

            "Sant'Angelo a Fasanella", 

            "Sant'Angelo a Scala", 

            "Sant'Angelo all'Esca", 

            "Sant'Angelo d'Alife", 

            "Sant'Angelo dei Lombardi", 

            "Sant'Angelo del Pesco", 

            "Sant'Angelo di Brolo", 

            "Sant'Angelo di Piove di Sacco", 

            "Sant'Angelo in Pontano", 

            "Sant'Angelo in Vado", 

            "Sant'Anna Arresi", 

            "Sant'Anna d'Alfaedo", 

            "Sant'Antimo", 

            "Sant'Antioco", 

            "Sant'Antonino di Susa", 

            "Sant'Antonio Abate", 

            "Sant'Antonio di Gallura", 

            "Sant'Apollinare", 

            "Sant'Arcangelo", 

            "Sant'Arcangelo Trimonte", 

            "Sant'Arpino", 

            "Sant'Arsenio", 

            "Sant'Egidio alla Vibrata", 

            "Sant'Egidio del Monte Albino", 

            "Sant'Elena", 

            "Sant'Elena Sannita", 

            "Sant'Elia Fiumerapido", 

            "Sant'Elia a Pianisi", 

            "Sant'Elpidio a Mare", 

            "Sant'Eufemia a Maiella", 

            "Sant'Eufemia d'Aspromonte", 

            "Sant'Eusanio Forconese", 

            "Sant'Eusanio del Sangro", 

            "Sant'Ilario d'Enza", 

            "Sant'Ilario dello Ionio", 

            "Sant'Ippolito", 

            "Sant'Olcese", 

            "Sant'Omero", 

            "Sant'Omobono Terme", 

            "Sant'Onofrio", 

            "Sant'Oreste", 

            "Sant'Orsola Terme", 

            "Sant'Urbano", 

            "Santa Brigida", 

            "Santa Caterina Albanese", 

            "Santa Caterina Villarmosa", 

            "Santa Caterina dello Ionio", 

            "Santa Cesarea Terme", 

            "Santa Crestina Gherdëina", 

            "Santa Cristina Gela", 

            "Santa Cristina d'Aspromonte", 

            "Santa Cristina e Bissone", 

            "Santa Croce Camerina", 

            "Santa Croce del Sannio", 

            "Santa Croce di Magliano", 

            "Santa Croce sull'Arno", 

            "Santa Domenica Talao", 

            "Santa Domenica Vittoria", 

            "Santa Elisabetta", 

            "Santa Fiora", 

            "Santa Flavia", 

            "Santa Giuletta", 

            "Santa Giusta", 

            "Santa Giustina", 

            "Santa Giustina in Colle", 

            "Santa Luce", 

            "Santa Lucia del Mela", 

            "Santa Lucia di Piave", 

            "Santa Lucia di Serino", 

            "Santa Margherita Ligure", 

            "Santa Margherita di Belice", 

            "Santa Margherita di Staffora", 

            "Santa Maria Capua Vetere", 

            "Santa Maria Coghinas", 

            "Santa Maria Hoè", 

            "Santa Maria Imbaro", 

            "Santa Maria Maggiore", 

            "Santa Maria Nuova", 

            "Santa Maria a Monte", 

            "Santa Maria a Vico", 

            "Santa Maria del Cedro", 

            "Santa Maria del Molise", 

            "Santa Maria della Versa", 

            "Santa Maria di Licodia", 

            "Santa Maria di Sala", 

            "Santa Maria la Carità", 

            "Santa Maria la Fossa", 

            "Santa Maria la Longa", 

            "Santa Marina", 

            "Santa Marina Salina", 

            "Santa Marinella", 

            "Santa Ninfa", 

            "Santa Paolina", 

            "Santa Severina", 

            "Santa Sofia", 

            "Santa Sofia d'Epiro", 

            "Santa Teresa Gallura", 

            "Santa Teresa di Riva", 

            "Santa Venerina", 

            "Santa Vittoria d'Alba", 

            "Santa Vittoria in Matenano", 

            "Santadi", 

            "Santarcangelo di Romagna", 

            "Sante Marie", 

            "Santena", 

            "Santeramo in Colle", 

            "Santhià", 

            "Santi Cosma e Damiano", 

            "Santo Stefano Belbo", 

            "Santo Stefano Lodigiano", 

            "Santo Stefano Quisquina", 

            "Santo Stefano Roero", 

            "Santo Stefano Ticino", 

            "Santo Stefano al Mare", 

            "Santo Stefano d'Aveto", 

            "Santo Stefano del Sole", 

            "Santo Stefano di Cadore", 

            "Santo Stefano di Camastra", 

            "Santo Stefano di Magra", 

            "Santo Stefano di Rogliano", 

            "Santo Stefano di Sessanio", 

            "Santo Stefano in Aspromonte", 

            "Santo Stino di Livenza", 

            "Santomenna", 

            "Santopadre", 

            "Santorso", 

            "Santu Lussurgiu", 

            "Sanza", 

            "Sanzeno", 

            "Saonara", 

            "Saponara", 

            "Sappada", 

            "Sapri", 

            "Saracena", 

            "Saracinesco", 

            "Sarcedo", 

            "Sarconi", 

            "Sardara", 

            "Sardigliano", 

            "Sarego", 

            "Sarezzano", 

            "Sarezzo", 

            "Sarmato", 

            "Sarmede", 

            "Sarnano", 

            "Sarnico", 

            "Sarno", 

            "Sarnonico", 

            "Sarntal", 

            "Saronno", 

            "Sarre", 

            "Sarroch", 

            "Sarsina", 

            "Sarteano", 

            "Sartirana Lomellina", 

            "Sarule", 

            "Sarzana", 

            "Sassano", 

            "Sassari", 

            "Sassello", 

            "Sassetta", 

            "Sassinoro", 

            "Sasso Marconi", 

            "Sasso di Castalda", 

            "Sassocorvaro Auditore", 

            "Sassofeltrio", 

            "Sassoferrato", 

            "Sassuolo", 

            "Satriano", 

            "Satriano di Lucania", 

            "Sauris", 

            "Sauze d'Oulx", 

            "Sauze di Cesana", 

            "Sava", 

            "Savelli", 

            "Saviano", 

            "Savigliano", 

            "Savignano Irpino", 

            "Savignano sul Panaro", 

            "Savignano sul Rubicone", 

            "Savignone", 

            "Saviore dell'Adamello", 

            "Savoca", 

            "Savogna", 

            "Savogna d'Isonzo", 

            "Savoia di Lucania", 

            "Savona", 

            "Scafa", 

            "Scafati", 

            "Scagnello", 

            "Scala", 

            "Scala Coeli", 

            "Scaldasole", 

            "Scalea", 

            "Scalenghe", 

            "Scaletta Zanclea", 

            "Scampitella", 

            "Scandale", 

            "Scandiano", 

            "Scandicci", 

            "Scandolara Ravara", 

            "Scandolara Ripa d'Oglio", 

            "Scandriglia", 

            "Scanno", 

            "Scano di Montiferro", 

            "Scansano", 

            "Scanzano Jonico", 

            "Scanzorosciate", 

            "Scapoli", 

            "Scarlino", 

            "Scarmagno", 

            "Scarnafigi", 

            "Scarperia e San Piero", 

            "Scerni", 

            "Scheggia e Pascelupo", 

            "Scheggino", 

            "Schenna", 

            "Schiavi di Abruzzo", 

            "Schiavon", 

            "Schignano", 

            "Schilpario", 

            "Schio", 

            "Schivenoglia", 

            "Schlanders", 

            "Schluderns", 

            "Schnals", 

            "Sciacca", 

            "Sciara", 

            "Scicli", 

            "Scido", 

            "Scigliano", 

            "Scilla", 

            "Scillato", 

            "Sciolze", 

            "Scisciano", 

            "Sclafani Bagni", 

            "Scontrone", 

            "Scopa", 

            "Scopello", 

            "Scoppito", 

            "Scordia", 

            "Scorrano", 

            "Scorzè", 

            "Scurcola Marsicana", 

            "Scurelle", 

            "Scurzolengo", 

            "Seborga", 

            "Secinaro", 

            "Seclì", 

            "Secugnago", 

            "Sedegliano", 

            "Sedico", 

            "Sedilo", 

            "Sedini", 

            "Sedriano", 

            "Sedrina", 

            "Sefro", 

            "Segariu", 

            "Seggiano", 

            "Segni", 

            "Segonzano", 

            "Segrate", 

            "Segusino", 

            "Selargius", 

            "Selci", 

            "Selegas", 

            "Sella Giudicarie", 

            "Sellano", 

            "Sellero", 

            "Sellia", 

            "Sellia Marina", 

            "Selva di Cadore", 

            "Selva di Progno", 

            "Selvazzano Dentro", 

            "Selvino", 

            "Semestene", 

            "Semiana", 

            "Seminara", 

            "Semproniano", 

            "Senago", 

            "Seneghe", 

            "Senerchia", 

            "Seniga", 

            "Senigallia", 

            "Senis", 

            "Senise", 

            "Senna Comasco", 

            "Senna Lodigiana", 

            "Sennariolo", 

            "Sennori", 

            "Senorbì", 

            "Sepino", 

            "Sequals", 

            "Seravezza", 

            "Serdiana", 

            "Seregno", 

            "Seren del Grappa", 

            "Sergnano", 

            "Seriate", 

            "Serina", 

            "Serino", 

            "Serle", 

            "Sermide e Felonica", 

            "Sermoneta", 

            "Sernaglia della Battaglia", 

            "Sernio", 

            "Serole", 

            "Serra Riccò", 

            "Serra San Bruno", 

            "Serra San Quirico", 

            "Serra Sant'Abbondio", 

            "Serra d'Aiello", 

            "Serra de' Conti", 

            "Serracapriola", 

            "Serradifalco", 

            "Serralunga d'Alba", 

            "Serralunga di Crea", 

            "Serramanna", 

            "Serramazzoni", 

            "Serramezzana", 

            "Serramonacesca", 

            "Serrapetrona", 

            "Serrara Fontana", 

            "Serrastretta", 

            "Serrata", 

            "Serravalle Langhe", 

            "Serravalle Pistoiese", 

            "Serravalle Scrivia", 

            "Serravalle Sesia", 

            "Serravalle a Po", 

            "Serravalle di Chienti", 

            "Serre", 

            "Serrenti", 

            "Serri", 

            "Serrone", 

            "Sersale", 

            "Servigliano", 

            "Sessa Aurunca", 

            "Sessa Cilento", 

            "Sessame", 

            "Sessano del Molise", 

            "Sesta Godano", 

            "Sestino", 

            "Sesto Calende", 

            "Sesto Campano", 

            "Sesto Fiorentino", 

            "Sesto San Giovanni", 

            "Sesto al Reghena", 

            "Sesto ed Uniti", 

            "Sestola", 

            "Sestri Levante", 

            "Sestriere", 

            "Sestu", 

            "Settala", 

            "Settefrati", 

            "Settime", 

            "Settimo Milanese", 

            "Settimo Rottaro", 

            "Settimo San Pietro", 

            "Settimo Torinese", 

            "Settimo Vittone", 

            "Settingiano", 

            "Setzu", 

            "Seui", 

            "Seulo", 

            "Seveso", 

            "Sexten", 

            "Sezzadio", 

            "Sezze", 

            "Sfruz", 

            "Sgonico", 

            "Sgurgola", 

            "Siamaggiore", 

            "Siamanna", 

            "Siano", 

            "Siapiccia", 

            "Sicignano degli Alburni", 

            "Siculiana", 

            "Siddi", 

            "Siderno", 

            "Siena", 

            "Sigillo", 

            "Signa", 

            "Silanus", 

            "Silea", 

            "Siligo", 

            "Siliqua", 

            "Silius", 

            "Sillano Giuncugnano", 

            "Sillavengo", 

            "Silvano Pietra", 

            "Silvano d'Orba", 

            "Silvi", 

            "Simala", 

            "Simaxis", 

            "Simbario", 

            "Simeri Crichi", 

            "Sinagra", 

            "Sinalunga", 

            "Sindia", 

            "Sini", 

            "Sinio", 

            "Siniscola", 

            "Sinnai", 

            "Sinopoli", 

            "Sirignano", 

            "Siris", 

            "Sirmione", 

            "Sirolo", 

            "Sirone", 

            "Sirtori", 

            "Sissa Trecasali", 

            "Siurgus Donigala", 

            "Siziano", 

            "Sizzano", 

            "Smerillo", 

            "Soave", 

            "Socchieve", 

            "Soddì", 

            "Sogliano Cavour", 

            "Sogliano al Rubicone", 

            "Soglio", 

            "Soiano del Lago", 

            "Solagna", 

            "Solarino", 

            "Solaro", 

            "Solarolo", 

            "Solarolo Rainerio", 

            "Solarussa", 

            "Solbiate Arno", 

            "Solbiate Olona", 

            "Solbiate con Cagno", 

            "Soldano", 

            "Soleminis", 

            "Solero", 

            "Solesino", 

            "Soleto", 

            "Solferino", 

            "Soliera", 

            "Solignano", 

            "Solofra", 

            "Solonghello", 

            "Solopaca", 

            "Solto Collina", 

            "Solza", 

            "Somaglia", 

            "Somano", 

            "Somma Lombardo", 

            "Somma Vesuviana", 

            "Sommacampagna", 

            "Sommariva Perno", 

            "Sommariva del Bosco", 

            "Sommatino", 

            "Sommo", 

            "Sona", 

            "Soncino", 

            "Sondalo", 

            "Sondrio", 

            "Songavazzo", 

            "Sonico", 

            "Sonnino", 

            "Sora", 

            "Soraga di Fassa", 

            "Soragna", 

            "Sorano", 

            "Sorbo San Basile", 

            "Sorbo Serpico", 

            "Sorbolo Mezzani", 

            "Sordevolo", 

            "Sordio", 

            "Soresina", 

            "Sorgà", 

            "Sorgono", 

            "Sori", 

            "Sorianello", 

            "Soriano Calabro", 

            "Soriano nel Cimino", 

            "Sorico", 

            "Soriso", 

            "Sorisole", 

            "Sormano", 

            "Sorradile", 

            "Sorrento", 

            "Sorso", 

            "Sortino", 

            "Sospiro", 

            "Sospirolo", 

            "Sossano", 

            "Sostegno", 

            "Sotto il Monte Giovanni XXIII", 

            "Sover", 

            "Soverato", 

            "Sovere", 

            "Soveria Mannelli", 

            "Soveria Simeri", 

            "Soverzene", 

            "Sovicille", 

            "Sovico", 

            "Sovizzo", 

            "Sovramonte", 

            "Sozzago", 

            "Spadafora", 

            "Spadola", 

            "Sparanise", 

            "Sparone", 

            "Specchia", 

            "Spello", 

            "Sperlinga", 

            "Sperlonga", 

            "Sperone", 

            "Spessa", 

            "Spezzano Albanese", 

            "Spezzano della Sila", 

            "Spiazzo", 

            "Spigno Monferrato", 

            "Spigno Saturnia", 

            "Spilamberto", 

            "Spilimbergo", 

            "Spilinga", 

            "Spinadesco", 

            "Spinazzola", 

            "Spinea", 

            "Spineda", 

            "Spinete", 

            "Spineto Scrivia", 

            "Spinetoli", 

            "Spino d'Adda", 

            "Spinone al Lago", 

            "Spinoso", 

            "Spirano", 

            "Spoleto", 

            "Spoltore", 

            "Spongano", 

            "Spormaggiore", 

            "Sporminore", 

            "Spotorno", 

            "Spresiano", 

            "Spriana", 

            "Squillace", 

            "Squinzano", 

            "St. Leonhard in Passeier", 

            "St. Lorenzen", 

            "St. Martin in Passeier", 

            "St. Pankraz", 

            "Staffolo", 

            "Stagno Lombardo", 

            "Staiti", 

            "Stalettì", 

            "Stanghella", 

            "Staranzano", 

            "Statte", 

            "Stazzano", 

            "Stazzema", 

            "Stazzona", 

            "Stefanaconi", 

            "Stella", 

            "Stella Cilento", 

            "Stellanello", 

            "Stenico", 

            "Sternatia", 

            "Sterzing", 

            "Stezzano", 

            "Stienta", 

            "Stigliano", 

            "Stignano", 

            "Stilfs", 

            "Stilo", 

            "Stimigliano", 

            "Stintino", 

            "Stio", 

            "Stornara", 

            "Stornarella", 

            "Storo", 

            "Stra", 

            "Stradella", 

            "Strambinello", 

            "Strambino", 

            "Strangolagalli", 

            "Stregna", 

            "Strembo", 

            "Stresa", 

            "Strevi", 

            "Striano", 

            "Strona", 

            "Stroncone", 

            "Strongoli", 

            "Stroppiana", 

            "Stroppo", 

            "Strozza", 

            "Sturno", 

            "Suardi", 

            "Subbiano", 

            "Subiaco", 

            "Succivo", 

            "Sueglio", 

            "Suelli", 

            "Suello", 

            "Suisio", 

            "Sulbiate", 

            "Sulmona", 

            "Sulzano", 

            "Sumirago", 

            "Summonte", 

            "Suni", 

            "Suno", 

            "Supersano", 

            "Supino", 

            "Surano", 

            "Surbo", 

            "Susa", 

            "Susegana", 

            "Sustinente", 

            "Sutera", 

            "Sutri", 

            "Sutrio", 

            "Suvereto", 

            "Suzzara", 

            "Syracuse", 

            "Taceno", 

            "Tadasuni", 

            "Taggia", 

            "Tagliacozzo", 

            "Taglio di Po", 

            "Tagliolo Monferrato", 

            "Taibon Agordino", 

            "Taino", 

            "Taipana", 

            "Talamello", 

            "Talamona", 

            "Talana", 

            "Taleggio", 

            "Talla", 

            "Talmassons", 

            "Tambre", 

            "Taormina", 

            "Tarano", 

            "Taranta Peligna", 

            "Tarantasca", 

            "Taranto", 

            "Tarcento", 

            "Tarquinia", 

            "Tarsia", 

            "Tartano", 

            "Tarvisio", 

            "Tarzo", 

            "Tassarolo", 

            "Taufers im Münstertal", 

            "Taurano", 

            "Taurasi", 

            "Taurianova", 

            "Taurisano", 

            "Tavagnacco", 

            "Tavagnasco", 

            "Tavazzano con Villavesco", 

            "Tavenna", 

            "Taverna", 

            "Tavernerio", 

            "Tavernola Bergamasca", 

            "Tavernole sul Mella", 

            "Taviano", 

            "Tavigliano", 

            "Tavoleto", 

            "Tavullia", 

            "Teana", 

            "Teano", 

            "Teggiano", 

            "Teglio", 

            "Teglio Veneto", 

            "Telese Terme", 

            "Telgate", 

            "Telti", 

            "Telve", 

            "Telve di Sopra", 

            "Temù", 

            "Tempio Pausania", 

            "Tenna", 

            "Tenno", 

            "Teolo", 

            "Teora", 

            "Teramo", 

            "Terdobbiate", 

            "Terelle", 

            "Terenten", 

            "Terenzo", 

            "Tergu", 

            "Terlan", 

            "Terlizzi", 

            "Terme Vigliatore", 

            "Termini Imerese", 

            "Termoli", 

            "Ternate", 

            "Ternengo", 

            "Terni", 

            "Terno d'Isola", 

            "Terracina", 

            "Terragnolo", 

            "Terralba", 

            "Terranova Sappo Minulio", 

            "Terranova da Sibari", 

            "Terranova dei Passerini", 

            "Terranova di Pollino", 

            "Terranuova Bracciolini", 

            "Terrasini", 

            "Terrassa Padovana", 

            "Terravecchia", 

            "Terrazzo", 

            "Terre Roveresche", 

            "Terre d'Adige", 

            "Terre del Reno", 

            "Terricciola", 

            "Terruggia", 

            "Tertenia", 

            "Terzigno", 

            "Terzo", 

            "Terzo d'Aquileia", 

            "Terzolas", 

            "Terzorio", 

            "Tesero", 

            "Tessennano", 

            "Testico", 

            "Teti", 

            "Teulada", 

            "Teverola", 

            "Tezze sul Brenta", 

            "Thiene", 

            "Thiesi", 

            "Tiana", 

            "Ticengo", 

            "Ticineto", 

            "Tiers", 

            "Tiggiano", 

            "Tiglieto", 

            "Tigliole", 

            "Tignale", 

            "Tinnura", 

            "Tione degli Abruzzi", 

            "Tione di Trento", 

            "Tirano", 

            "Tiriolo", 

            "Tirol", 

            "Tisens", 

            "Tissi", 

            "Tito", 

            "Tivoli", 

            "Tizzano Val Parma", 

            "Toano", 

            "Toblach", 

            "Tocco Caudio", 

            "Tocco da Casauria", 

            "Toceno", 

            "Todi", 

            "Toffia", 

            "Toirano", 

            "Tolentino", 

            "Tolfa", 

            "Tollegno", 

            "Tollo", 

            "Tolmezzo", 

            "Tolve", 

            "Tombolo", 

            "Ton", 

            "Tonara", 

            "Tonco", 

            "Tonengo", 

            "Tonezza del Cimone", 

            "Tora e Piccilli", 

            "Torano Castello", 

            "Torano Nuovo", 

            "Torbole Casaglia", 

            "Torcegno", 

            "Torchiara", 

            "Torchiarolo", 

            "Torella dei Lombardi", 

            "Torella del Sannio", 

            "Torgiano", 

            "Torgnon", 

            "Torino di Sangro", 

            "Toritto", 

            "Torlino Vimercati", 

            "Tornaco", 

            "Tornareccio", 

            "Tornata", 

            "Tornimparte", 

            "Torno", 

            "Tornolo", 

            "Toro", 

            "Torpè", 

            "Torraca", 

            "Torralba", 

            "Torrazza Coste", 

            "Torrazza Piemonte", 

            "Torrazzo", 

            "Torre Annunziata", 

            "Torre Beretti e Castellaro", 

            "Torre Boldone", 

            "Torre Bormida", 

            "Torre Cajetani", 

            "Torre Canavese", 

            "Torre Le Nocelle", 

            "Torre Mondovì", 

            "Torre Orsaia", 

            "Torre Pallavicina", 

            "Torre Pellice", 

            "Torre San Giorgio", 

            "Torre San Patrizio", 

            "Torre Santa Susanna", 

            "Torre d'Arese", 

            "Torre d'Isola", 

            "Torre de' Busi", 

            "Torre de' Negri", 

            "Torre de' Passeri", 

            "Torre de' Picenardi", 

            "Torre de' Roveri", 

            "Torre del Greco", 

            "Torre di Mosto", 

            "Torre di Ruggiero", 

            "Torre di Santa Maria", 

            "Torreano", 

            "Torrebelvicino", 

            "Torrebruna", 

            "Torrecuso", 

            "Torreglia", 

            "Torregrotta", 

            "Torremaggiore", 

            "Torrenova", 

            "Torresina", 

            "Torretta", 

            "Torrevecchia Pia", 

            "Torrevecchia Teatina", 

            "Torri del Benaco", 

            "Torri di Quartesolo", 

            "Torri in Sabina", 

            "Torrice", 

            "Torricella", 

            "Torricella Peligna", 

            "Torricella Sicura", 

            "Torricella Verzate", 

            "Torricella del Pizzo", 

            "Torricella in Sabina", 

            "Torriglia", 

            "Torrile", 

            "Torrioni", 

            "Torrita Tiberina", 

            "Torrita di Siena", 

            "Tortolì", 

            "Tortona", 

            "Tortora", 

            "Tortorella", 

            "Tortoreto", 

            "Tortorici", 

            "Torviscosa", 

            "Toscolano-Maderno", 

            "Tossicia", 

            "Tovo San Giacomo", 

            "Tovo di Sant'Agata", 

            "Trabia", 

            "Tradate", 

            "Tramatza", 

            "Trambileno", 

            "Tramin an der Weinstraße", 

            "Tramonti", 

            "Tramonti di Sopra", 

            "Tramonti di Sotto", 

            "Tramutola", 

            "Trana", 

            "Trani", 

            "Traona", 

            "Trapani", 

            "Trappeto", 

            "Trarego Viggiona", 

            "Trasacco", 

            "Trasaghis", 

            "Trasquera", 

            "Tratalias", 

            "Travacò Siccomario", 

            "Travagliato", 

            "Travedona-Monate", 

            "Traversella", 

            "Traversetolo", 

            "Traves", 

            "Travesio", 

            "Travo", 

            "Tre Ville", 

            "Trebaseleghe", 

            "Trebisacce", 

            "Trecase", 

            "Trecastagni", 

            "Trecastelli", 

            "Trecate", 

            "Trecchina", 

            "Trecenta", 

            "Tredozio", 

            "Treglio", 

            "Tregnago", 

            "Treia", 

            "Treiso", 

            "Tremestieri Etneo", 

            "Tremezzina", 

            "Tremiti Islands", 

            "Tremosine sul Garda", 

            "Trentinara", 

            "Trento", 

            "Trentola-Ducenta", 

            "Trenzano", 

            "Treppo Grande", 

            "Treppo Ligosullo", 

            "Trepuzzi", 

            "Trequanda", 

            "Tresana", 

            "Trescore Balneario", 

            "Trescore Cremasco", 

            "Tresignana", 

            "Tresivio", 

            "Tresnuraghes", 

            "Trevenzuolo", 

            "Trevi", 

            "Trevi nel Lazio", 

            "Trevico", 

            "Treviglio", 

            "Trevignano", 

            "Trevignano Romano", 

            "Treville", 

            "Treviolo", 

            "Treviso", 

            "Treviso Bresciano", 

            "Trezzano Rosa", 

            "Trezzano sul Naviglio", 

            "Trezzo Tinella", 

            "Trezzo sull'Adda", 

            "Trezzone", 

            "Tribano", 

            "Tribiano", 

            "Tribogna", 

            "Tricarico", 

            "Tricase", 

            "Tricerro", 

            "Tricesimo", 

            "Trichiana", 

            "Triei", 

            "Trieste", 

            "Triggiano", 

            "Trigolo", 

            "Trinità", 

            "Trinità d'Agultu e Vignola", 

            "Trinitapoli", 

            "Trino", 

            "Triora", 

            "Tripi", 

            "Trisobbio", 

            "Trissino", 

            "Triuggio", 

            "Trivento", 

            "Trivigliano", 

            "Trivignano Udinese", 

            "Trivigno", 

            "Trivolzio", 

            "Trofarello", 

            "Troia", 

            "Troina", 

            "Tromello", 

            "Trontano", 

            "Tronzano Lago Maggiore", 

            "Tronzano Vercellese", 

            "Tropea", 

            "Trovo", 

            "Truccazzano", 

            "Truden im Naturpark", 

            "Tscherms", 

            "Tufara", 

            "Tufillo", 

            "Tufino", 

            "Tufo", 

            "Tuglie", 

            "Tuili", 

            "Tula", 

            "Tuoro sul Trasimeno", 

            "Turania", 

            "Turano Lodigiano", 

            "Turate", 

            "Turbigo", 

            "Turi", 

            "Turin", 

            "Turri", 

            "Turriaco", 

            "Turrivalignani", 

            "Tursi", 

            "Tusa", 

            "Tuscania", 

            "Ubiale Clanezzo", 

            "Uboldo", 

            "Ucria", 

            "Udine", 

            "Ugento", 

            "Uggiano la Chiesa", 

            "Uggiate-Trevano", 

            "Ula Tirso", 

            "Ulassai", 

            "Ulten", 

            "Umbertide", 

            "Umbriatico", 

            "Unsere Liebe Frau im Walde-St. Felix", 

            "Urago d'Oglio", 

            "Uras", 

            "Urbana", 

            "Urbania", 

            "Urbe", 

            "Urbino", 

            "Urbisaglia", 

            "Urgnano", 

            "Uri", 

            "Urtijëi", 

            "Ururi", 

            "Urzulei", 

            "Uscio", 

            "Usellus", 

            "Usini", 

            "Usmate Velate", 

            "Ussana", 

            "Ussaramanna", 

            "Ussassai", 

            "Usseaux", 

            "Usseglio", 

            "Ussita", 

            "Ustica", 

            "Uta", 

            "Uzzano", 

            "Völs am Schlern", 

            "Vöran", 

            "Vaccarizzo Albanese", 

            "Vacone", 

            "Vacri", 

            "Vadena", 

            "Vado Ligure", 

            "Vagli Sotto", 

            "Vaglia", 

            "Vaglio Basilicata", 

            "Vaglio Serra", 

            "Vahrn", 

            "Vaiano", 

            "Vaiano Cremasco", 

            "Vaie", 

            "Vailate", 

            "Vairano Patenora", 

            "Vajont", 

            "Val Brembilla", 

            "Val Liona", 

            "Val Masino", 

            "Val Rezzo", 

            "Val della Torre", 

            "Val di Chy", 

            "Val di Nizza", 

            "Val di Zoldo", 

            "Valbondione", 

            "Valbrembo", 

            "Valbrevenna", 

            "Valbrona", 

            "Valchiusa", 

            "Valdagno", 

            "Valdaone", 

            "Valdastico", 

            "Valdengo", 

            "Valderice", 

            "Valdidentro", 

            "Valdieri", 

            "Valdilana", 

            "Valdina", 

            "Valdisotto", 

            "Valdobbiadene", 

            "Valduggia", 

            "Valeggio", 

            "Valeggio sul Mincio", 

            "Valentano", 

            "Valenza", 

            "Valenzano", 

            "Valera Fratta", 

            "Valfabbrica", 

            "Valfenera", 

            "Valfloriana", 

            "Valfornace", 

            "Valfurva", 

            "Valganna", 

            "Valgioie", 

            "Valgoglio", 

            "Valgrana", 

            "Valgreghentino", 

            "Valgrisenche", 

            "Valguarnera Caropepe", 

            "Vallada Agordina", 

            "Vallanzengo", 

            "Vallarsa", 

            "Vallata", 

            "Valle Agricola", 

            "Valle Cannobina", 

            "Valle Castellana", 

            "Valle Lomellina", 

            "Valle Salimbene", 

            "Valle San Nicolao", 

            "Valle dell'Angelo", 

            "Valle di Cadore", 

            "Valle di Maddaloni", 

            "Vallebona", 

            "Vallecorsa", 

            "Vallecrosia", 

            "Valledolmo", 

            "Valledoria", 

            "Vallefiorita", 

            "Vallefoglia", 

            "Vallelaghi", 

            "Vallelonga", 

            "Vallelunga Pratameno", 

            "Vallemaio", 

            "Vallepietra", 

            "Vallerano", 

            "Vallermosa", 

            "Vallerotonda", 

            "Vallesaccarda", 

            "Valleve", 

            "Valli del Pasubio", 

            "Vallinfreda", 

            "Vallio Terme", 

            "Vallo Torinese", 

            "Vallo della Lucania", 

            "Vallo di Nera", 

            "Valloriate", 

            "Valmacca", 

            "Valmadrera", 

            "Valmontone", 

            "Valmorea", 

            "Valmozzola", 

            "Valnegra", 

            "Valpelline", 

            "Valperga", 

            "Valprato Soana", 

            "Valsamoggia", 

            "Valsavarenche", 

            "Valsinni", 

            "Valsolda", 

            "Valstagna", 

            "Valstrona", 

            "Valtopina", 

            "Valtorta", 

            "Valtournenche", 

            "Valva", 

            "Valvarrone", 

            "Valvasone Arzene", 

            "Valverde", 

            "Valverde (Province of Catania)", 

            "Valverde, Catania", 

            "Valvestino", 

            "Vanzaghello", 

            "Vanzago", 

            "Vanzone con San Carlo", 

            "Vaprio d'Adda", 

            "Vaprio d'Agogna", 

            "Varallo Pombia", 

            "Varallo Sesia", 

            "Varano Borghi", 

            "Varano de' Melegari", 

            "Varapodio", 

            "Varazze", 

            "Varco Sabino", 

            "Varedo", 

            "Varena", 

            "Varenna", 

            "Varese", 

            "Varese Ligure", 

            "Varisella", 

            "Varmo", 

            "Varsi", 

            "Varzi", 

            "Varzo", 

            "Vasanello", 

            "Vasia", 

            "Vasto", 

            "Vastogirardi", 

            "Vauda Canavese", 

            "Vazzano", 

            "Vazzola", 

            "Vecchiano", 

            "Vedano Olona", 

            "Vedano al Lambro", 

            "Vedelago", 

            "Vedeseta", 

            "Veduggio con Colzano", 

            "Veggiano", 

            "Veglie", 

            "Veglio", 

            "Vejano", 

            "Veleso", 

            "Velezzo Lomellina", 

            "Velletri", 

            "Vellezzo Bellini", 

            "Velo Veronese", 

            "Velo d'Astico", 

            "Venafro", 

            "Venaria Reale", 

            "Venarotta", 

            "Venasca", 

            "Venaus", 

            "Vendone", 

            "Vendrogno", 

            "Venegono Inferiore", 

            "Venegono Superiore", 

            "Venetico", 

            "Veniano", 

            "Venice", 

            "Venosa", 

            "Ventasso", 

            "Venticano", 

            "Ventimiglia", 

            "Ventimiglia di Sicilia", 

            "Ventotene", 

            "Venzone", 

            "Verano Brianza", 

            "Verbania", 

            "Verbicaro", 

            "Vercana", 

            "Verceia", 

            "Vercelli", 

            "Vercurago", 

            "Verdellino", 

            "Verdello", 

            "Verderio", 

            "Verduno", 

            "Vergato", 

            "Verghereto", 

            "Vergiate", 

            "Vermezzo", 

            "Vermiglio", 

            "Vernante", 

            "Vernasca", 

            "Vernate", 

            "Vernazza", 

            "Vernio", 

            "Vernole", 

            "Verolanuova", 

            "Verolavecchia", 

            "Verolengo", 

            "Veroli", 

            "Verona", 

            "Veronella", 

            "Verrès", 

            "Verrayes", 

            "Verretto", 

            "Verrone", 

            "Verrua Po", 

            "Verrua Savoia", 

            "Vertemate con Minoprio", 

            "Vertova", 

            "Verucchio", 

            "Vervio", 

            "Verzegnis", 

            "Verzino", 

            "Verzuolo", 

            "Vescovana", 

            "Vescovato", 

            "Vesime", 

            "Vespolate", 

            "Vessalico", 

            "Vestenanova", 

            "Vestignè", 

            "Vestone", 

            "Vetralla", 

            "Vetto", 

            "Vezza d'Alba", 

            "Vezza d'Oglio", 

            "Vezzano Ligure", 

            "Vezzano sul Crostolo", 

            "Vezzi Portio", 

            "Viù", 

            "Viadana", 

            "Viadanica", 

            "Viagrande", 

            "Viale", 
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            "Viano", 

            "Viareggio", 

            "Viarigi", 

            "Vibo Valentia", 

            "Vibonati", 

            "Vicalvi", 

            "Vicari", 

            "Vicchio", 

            "Vicenza", 

            "Vico Equense", 

            "Vico del Gargano", 

            "Vico nel Lazio", 

            "Vicoforte", 
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            "Vicolungo", 

            "Vicopisano", 

            "Vicovaro", 

            "Viddalba", 

            "Vidigulfo", 

            "Vidor", 

            "Vidracco", 

            "Vieste", 

            "Vietri di Potenza", 

            "Vietri sul Mare", 

            "Viganò", 

            "Vigano San Martino", 

            "Vigarano Mainarda", 

            "Vigasio", 

            "Vigevano", 

            "Viggiù", 

            "Viggianello", 

            "Viggiano", 

            "Vighizzolo d'Este", 

            "Vigliano Biellese", 

            "Vigliano d'Asti", 

            "Vignale Monferrato", 

            "Vignanello", 

            "Vignate", 

            "Vignola", 

            "Vignola-Falesina", 

            "Vignole Borbera", 

            "Vignolo", 

            "Vignone", 

            "Vigo di Cadore", 

            "Vigodarzere", 

            "Vigolo", 

            "Vigolzone", 

            "Vigone", 

            "Vigonovo", 

            "Vigonza", 

            "Viguzzolo", 

            "Villa Bartolomea", 

            "Villa Basilica", 

            "Villa Biscossi", 

            "Villa Carcina", 

            "Villa Castelli", 

            "Villa Celiera", 

            "Villa Collemandina", 
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            "Villa San Giovanni", 

            "Villa San Giovanni in Tuscia", 
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            "Villadose", 
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            "Villafalletto", 

            "Villafranca Padovana", 
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            "Villanova d'Asti", 
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            "Villaperuccio", 
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            "Villongo", 
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            "Noshiro", 

            "Hachinohe", 

            "Kuroishi", 

            "Misawa", 

            "Mutsu", 

            "Towada", 

            "Tsugaru", 

            "Goshogawara", 

            "Aomori", 

            "Hirakawa", 

            "Hirosaki", 

            "Chiba", 

            "Chōshi", 

            "Ichikawa", 

            "Funabashi", 

            "Tateyama", 

            "Kisarazu", 

            "Matsudo", 

            "Noda", 

            "Mobara", 

            "Narita", 

            "Sakura", 

            "Tōgane", 

            "Narashino", 

            "Kashiwa", 

            "Katsuura", 

            "Ichihara", 

            "Nagareyama", 

            "Yachiyo", 

            "Abiko", 

            "Kamagaya", 

            "Kimitsu", 

            "Futtsu", 

            "Urayasu", 

            "Yotsukaidō", 

            "Sodegaura", 

            "Yachimata", 

            "Inzai", 

            "Shiroi", 

            "Tomisato", 

            "Kamogawa", 

            "Asahi", 

            "Isumi", 

            "Sōsa", 

            "Minamibōsō", 

            "Katori", 

            "Sanmu", 

            "Oamishirasato", 

            "Matsuyama", 

            "Niihama", 

            "Shikokuchūō", 

            "Seiyo", 

            "Tōon", 

            "Saijō", 

            "Ōzu", 

            "Imabari", 

            "Yawatahama", 

            "Iyo", 

            "Uwajima", 

            "Fukui", 

            "Tsuruga", 

            "Obama", 

            "Ōno", 

            "Katsuyama", 

            "Sabae", 

            "Awara", 

            "Echizen", 

            "Sakai", 

            "Fukuoka", 

            "Kurume", 

            "Ōmuta", 

            "Nōgata", 

            "Tagawa", 

            "Yanagawa", 

            "Yame", 

            "Chikugo", 

            "Ōkawa", 

            "Yukuhashi", 

            "Buzen", 

            "Nakagawa", 

            "Nakama", 

            "Kitakyushu", 

            "Ogōri", 

            "Chikushino", 

            "Kasuga", 

            "Ōnojō", 

            "Munakata", 

            "Dazaifu", 

            "Koga", 

            "Fukutsu", 

            "Ukiha", 

            "Miyawaka", 

            "Asakura", 

            "Iizuka", 

            "Kama", 

            "Miyama", 

            "Itoshima", 

            "Aizuwakamatsu", 

            "Fukushima", 

            "Kōriyama", 

            "Sukagawa", 

            "Sōma", 

            "Iwaki", 

            "Tamura", 

            "Shirakawa", 

            "Nihonmatsu", 

            "Minamisōma", 

            "Date", 

            "Kitakata", 

            "Motomiya", 

            "Gifu", 

            "Ōgaki", 

            "Takayama", 

            "Tajimi", 

            "Seki", 

            "Nakatsugawa", 

            "Mino", 

            "Mizunami", 

            "Hashima", 

            "Minokamo", 

            "Toki", 

            "Kakamigahara", 

            "Kani", 

            "Yamagata", 

            "Mizuho", 

            "Hida", 

            "Motosu", 

            "Gujō", 

            "Gero", 

            "Ena", 

            "Kaizu", 

            "Maebashi", 

            "Takasaki", 

            "Kiryū", 

            "Isesaki", 

            "Ōta", 

            "Numata", 

            "Tatebayashi", 

            "Fujioka", 

            "Shibukawa", 

            "Annaka", 

            "Tomioka", 

            "Midori", 

            "Hiroshima", 

            "Onomichi", 

            "Kure", 

            "Fukuyama", 

            "Mihara", 

            "Fuchū", 

            "Miyoshi", 

            "Shōbara", 

            "Ōtake", 

            "Takehara", 

            "Higashihiroshima", 

            "Hatsukaichi", 

            "Akitakata", 

            "Etajima", 

            "Sapporo", 

            "Hakodate", 

            "Otaru", 

            "Asahikawa", 

            "Muroran", 

            "Obihiro", 

            "Yūbari", 

            "Iwamizawa", 

            "Abashiri", 

            "Rumoi", 

            "Tomakomai", 

            "Wakkanai", 

            "Bibai", 

            "Ashibetsu", 

            "Ebetsu", 

            "Akabira", 

            "Monbetsu", 

            "Mikasa", 

            "Nemuro", 

            "Chitose", 

            "Takikawa", 

            "Sunagawa", 

            "Utashinai", 

            "Fukagawa", 

            "Furano", 

            "Noboribetsu", 

            "Eniwa", 

            "Date", 

            "Kitahiroshima", 

            "Ishikari", 

            "Shibetsu", 

            "Kushiro", 

            "Hokuto", 

            "Kitami", 

            "Nayoro", 

            "Kobe", 

            "Himeji", 

            "Amagasaki", 

            "Akashi", 

            "Nishinomiya", 

            "Ashiya", 

            "Itami", 

            "Aioi", 

            "Toyooka", 

            "Kakogawa", 

            "Akō", 

            "Takarazuka", 

            "Miki", 

            "Takasago", 

            "Kawanishi", 

            "Ono", 

            "Sanda", 

            "Kasai", 

            "Sasayama", 

            "Yabu", 

            "Tamba", 

            "Minamiawaji", 

            "Asago", 

            "Awaji", 

            "Shisō", 

            "Nishiwaki", 

            "Tatsuno", 

            "Sumoto", 

            "Katō", 

            "Mito", 

            "Hitachi", 

            "Tsuchiura", 

            "Yūki", 

            "Ryūgasaki", 

            "Shimotsuma", 

            "Jōsō", 

            "Hitachiōta", 

            "Takahagi", 

            "Kitaibaraki", 

            "Toride", 

            "Ushiku", 

            "Tsukuba", 

            "Hitachinaka", 

            "Kashima", 

            "Itako", 

            "Moriya", 

            "Hitachiōmiya", 

            "Naka", 

            "Bandō", 

            "Inashiki", 

            "Chikusei", 

            "Kasumigaura", 

            "Kamisu", 

            "Namegata", 

            "Koga", 

            "Ishioka", 

            "Sakuragawa", 

            "Hokota", 

            "Kasama", 

            "Tsukubamirai", 

            "Omitama", 

            "Kanazawa", 

            "Nonoichi", 

            "Nanao", 

            "Komatsu", 

            "Suzu", 

            "Hakui", 

            "Kahoku", 

            "Hakusan", 

            "Nomi", 

            "Kaga", 

            "Wajima", 

            "Morioka", 

            "Kamaishi", 

            "Ōfunato", 

            "Rikuzentakata", 

            "Kitakami", 

            "Miyako", 

            "Hachimantai", 

            "Ichinoseki", 

            "Tōno", 

            "Hanamaki", 

            "Ninohe", 

            "Ōshū", 

            "Kuji", 

            "Takizawa", 

            "Takamatsu", 

            "Marugame", 

            "Sakaide", 

            "Zentsūji", 

            "Sanuki", 

            "Higashikagawa", 

            "Kan'onji", 

            "Mitoyo", 

            "Kagoshima", 

            "Kanoya", 

            "Makurazaki", 

            "Akune", 

            "Izumi", 

            "Ibusuki", 

            "Minamisatsuma", 

            "Nishinoomote", 

            "Tarumizu", 

            "Satsumasendai", 

            "Hioki", 

            "Soo", 

            "Ichikikushikino", 

            "Kirishima", 

            "Shibushi", 

            "Amami", 

            "Minamikyūshū", 

            "Isa", 

            "Aira", 

            "Yokohama", 

            "Yokosuka", 

            "Kawasaki", 

            "Hiratsuka", 

            "Kamakura", 

            "Fujisawa", 

            "Odawara", 

            "Chigasaki", 

            "Zushi", 

            "Sagamihara", 

            "Miura", 

            "Hadano", 

            "Atsugi", 

            "Yamato", 

            "Isehara", 

            "Ebina", 

            "Zama", 

            "Minamiashigara", 

            "Ayase", 

            "Kōchi", 

            "Sukumo", 

            "Aki", 

            "Tosashimizu", 

            "Susaki", 

            "Tosa", 

            "Muroto", 

            "Nankoku", 

            "Shimanto", 

            "Kami", 

            "Kōnan", 

            "Kumamoto", 

            "Yatsushiro", 

            "Hitoyoshi", 

            "Arao", 

            "Minamata", 

            "Tamana", 

            "Yamaga", 

            "Kikuchi", 

            "Uto", 

            "Kami-Amakusa", 

            "Uki", 

            "Aso", 

            "Kōshi", 

            "Amakusa", 

            "Kyoto", 

            "Fukuchiyama", 

            "Maizuru", 

            "Ayabe", 

            "Uji", 

            "Miyazu", 

            "Kameoka", 

            "Jōyō", 

            "Mukō", 

            "Nagaokakyō", 

            "Yawata", 

            "Kyōtanabe", 

            "Kyōtango", 

            "Nantan", 

            "Kizugawa", 

            "Yokkaichi", 

            "Matsusaka", 

            "Kuwana", 

            "Suzuka", 

            "Nabari", 

            "Owase", 

            "Kameyama", 

            "Toba", 

            "Inabe", 

            "Shima", 

            "Iga", 

            "Ise", 

            "Kumano", 

            "Tsu", 

            "Sendai", 

            "Ishinomaki", 

            "Shiogama", 

            "Shiroishi", 

            "Natori", 

            "Kakuda", 

            "Tagajō", 

            "Iwanuma", 

            "Tome", 

            "Kurihara", 

            "Higashimatsushima", 

            "Kesennuma", 

            "Ōsaki", 

            "Tomiya", 

            "Miyazaki", 

            "Miyakonojō", 

            "Nobeoka", 

            "Nichinan", 

            "Kobayashi", 

            "Hyūga", 

            "Kushima", 

            "Saito", 

            "Ebino", 

            "Matsumoto", 

            "Okaya", 

            "Suwa", 

            "Suzaka", 

            "Komoro", 

            "Komagane", 

            "Ōmachi", 

            "Iiyama", 

            "Iida", 

            "Chino", 

            "Shiojiri", 

            "Nagano", 

            "Chikuma", 

            "Tōmi", 

            "Nakano", 

            "Saku", 

            "Azumino", 

            "Ueda", 

            "Ina", 

            "Nagasaki", 

            "Sasebo", 

            "Shimabara", 

            "Ōmura", 

            "Tsushima", 

            "Iki", 

            "Gotō", 

            "Isahaya", 

            "Saikai", 

            "Hirado", 

            "Unzen", 

            "Matsuura", 

            "Minamishimabara", 

            "Nara", 

            "Yamatotakada", 

            "Yamatokōriyama", 

            "Tenri", 

            "Kashihara", 

            "Sakurai", 

            "Gojō", 

            "Gose", 

            "Ikoma", 

            "Kashiba", 

            "Katsuragi", 

            "Uda", 

            "Niigata", 

            "Nagaoka", 

            "Kashiwazaki", 

            "Shibata", 

            "Ojiya", 

            "Kamo", 

            "Mitsuke", 

            "Murakami", 

            "Myōkō", 

            "Jōetsu", 

            "Sado", 

            "Agano", 

            "Uonuma", 

            "Minami-Uonuma", 

            "Itoigawa", 

            "Tōkamachi", 

            "Sanjō", 

            "Tainai", 

            "Gosen", 

            "Tsubame", 

            "Ōita", 

            "Beppu", 

            "Nakatsu", 

            "Hita", 

            "Saiki", 

            "Usuki", 

            "Tsukumi", 

            "Taketa", 

            "Bungotakada", 

            "Usa", 

            "Bungo-ōno", 

            "Kitsuki", 

            "Yufu", 

            "Kunisaki", 

            "Okayama", 

            "Kurashiki", 

            "Tsuyama", 

            "Tamano", 

            "Kasaoka", 

            "Ibara", 

            "Sōja", 

            "Takahashi", 

            "Niimi", 

            "Bizen", 

            "Setouchi", 

            "Akaiwa", 

            "Maniwa", 

            "Mimasaka", 

            "Asakuchi", 

            "Naha", 

            "Ishigaki", 

            "Ginowan", 

            "Urasoe", 

            "Nago", 

            "Itoman", 

            "Okinawa", 

            "Tomigusuku", 

            "Uruma", 

            "Miyakojima", 

            "Nanjō", 

            "Osaka", 

            "Sakai", 

            "Kishiwada", 

            "Toyonaka", 

            "Ikeda", 

            "Suita", 

            "Izumiōtsu", 

            "Takatsuki", 

            "Kaizuka", 

            "Moriguchi", 

            "Hirakata", 

            "Ibaraki", 

            "Yao", 

            "Izumisano", 

            "Tondabayashi", 

            "Neyagawa", 

            "Kawachinagano", 

            "Matsubara", 

            "Daitō", 

            "Izumi", 

            "Minoh", 

            "Kashiwara", 

            "Habikino", 

            "Kadoma", 

            "Settsu", 

            "Takaishi", 

            "Fujiidera", 

            "Higashiōsaka", 

            "Sennan", 

            "Shijōnawate", 

            "Katano", 

            "Ōsakasayama", 

            "Hannan", 

            "Tosu", 

            "Imari", 

            "Kashima", 

            "Taku", 

            "Karatsu", 

            "Ogi", 

            "Saga", 

            "Ureshino", 

            "Takeo", 

            "Kanzaki", 

            "Kawagoe", 

            "Kawaguchi", 

            "Gyōda", 

            "Chichibu", 

            "Tokorozawa", 

            "Hannō", 

            "Kazo", 

            "Higashimatsuyama", 

            "Sayama", 

            "Hanyū", 

            "Kōnosu", 

            "Ageo", 

            "Sōka", 

            "Koshigaya", 

            "Warabi", 

            "Toda", 

            "Iruma", 

            "Asaka", 

            "Shiki", 

            "Wakō", 

            "Niiza", 

            "Okegawa", 

            "Kuki", 

            "Kitamoto", 

            "Yashio", 

            "Fujimi", 

            "Misato", 

            "Hasuda", 

            "Sakado", 

            "Satte", 

            "Tsurugashima", 

            "Hidaka", 

            "Yoshikawa", 

            "Saitama", 

            "Kumagaya", 

            "Kasukabe", 

            "Fujimino", 

            "Fukaya", 

            "Honjō", 

            "Shiraoka", 

            "Ōtsu", 

            "Hikone", 

            "Kusatsu", 

            "Moriyama", 

            "Rittō", 

            "Kōka", 

            "Yasu", 

            "Konan", 

            "Takashima", 

            "Higashiōmi", 

            "Maibara", 

            "Nagahama", 

            "Ōmihachiman", 

            "Matsue", 

            "Izumo", 

            "Masuda", 

            "Yasugi", 

            "Gōtsu", 

            "Unnan", 

            "Hamada", 

            "Ōda", 

            "Shizuoka", 

            "Hamamatsu", 

            "Numazu", 

            "Atami", 

            "Mishima", 

            "Fujinomiya", 

            "Itō", 

            "Shimada", 

            "Iwata", 

            "Yaizu", 

            "Kakegawa", 

            "Fujieda", 

            "Gotenba", 

            "Fukuroi", 

            "Fuji", 

            "Shimoda", 

            "Susono", 

            "Kosai", 

            "Izu", 

            "Omaezaki", 

            "Kikugawa", 

            "Izunokuni", 

            "Makinohara", 

            "Utsunomiya", 

            "Ashikaga", 

            "Tochigi", 

            "Kanuma", 

            "Oyama", 

            "Mooka", 

            "Ōtawara", 

            "Yaita", 

            "Nasushiobara", 

            "Sano", 

            "Sakura", 

            "Nasukarasuyama", 

            "Shimotsuke", 

            "Nikkō", 

            "Tokushima", 

            "Naruto", 

            "Komatsushima", 

            "Anan", 

            "Yoshinogawa", 

            "Mima", 

            "Awa", 

            "Miyoshi", 

            "Hachiōji", 

            "Tachikawa", 

            "Musashino", 

            "Mitaka", 

            "Ōme", 

            "Fuchū", 

            "Akishima", 

            "Chōfu", 

            "Machida", 

            "Koganei", 

            "Kodaira", 

            "Hino", 

            "Higashimurayama", 

            "Kokubunji", 

            "Kunitachi", 

            "Fussa", 

            "Komae", 

            "Higashiyamato", 

            "Kiyose", 

            "Higashikurume", 

            "Musashimurayama", 

            "Tama", 

            "Inagi", 

            "Hamura", 

            "Akiruno", 

            "Nishitōkyō", 

            "Adachi", 

            "Arakawa", 

            "Bunkyō", 

            "Chiyoda", 

            "Chūō", 

            "Edogawa", 

            "Itabashi", 

            "Katsushika", 

            "Kita", 

            "Kōtō", 

            "Meguro", 

            "Minato", 

            "Nakano", 

            "Nerima", 

            "Ōta", 

            "Setagaya", 

            "Shibuya", 

            "Shinagawa", 

            "Shinjuku", 

            "Suginami", 

            "Sumida", 

            "Taitō", 

            "Toshima", 

            "Tottori", 

            "Yonago", 

            "Kurayoshi", 

            "Sakaiminato", 

            "Toyama", 

            "Uozu", 

            "Himi", 

            "Namerikawa", 

            "Tonami", 

            "Oyabe", 

            "Nanto", 

            "Takaoka", 

            "Imizu", 

            "Kurobe", 

            "Wakayama", 

            "Kainan", 

            "Tanabe", 

            "Gobō", 

            "Arida", 

            "Shingū", 

            "Kinokawa", 

            "Hashimoto", 

            "Iwade", 

            "Yamagata", 

            "Yonezawa", 

            "Shinjō", 

            "Sagae", 

            "Kaminoyama", 

            "Murayama", 

            "Nagai", 

            "Tendō", 

            "Higashine", 

            "Obanazawa", 

            "Nan'yō", 

            "Tsuruoka", 

            "Sakata", 

            "Ube", 

            "Hōfu", 

            "Kudamatsu", 

            "Shūnan", 

            "Hikari", 

            "Shimonoseki", 

            "Yanai", 

            "Hagi", 

            "Nagato", 

            "San'yō-Onoda", 

            "Yamaguchi", 

            "Iwakuni", 

            "Mine", 

            "Kōfu", 

            "Fujiyoshida", 

            "Tsuru", 

            "Ōtsuki", 

            "Nirasaki", 

            "Minami-Alps", 

            "Kai", 

            "Fuefuki", 

            "Hokuto", 

            "Uenohara", 

            "Yamanashi", 

            "Kōshū", 

            "Chūō"

        ]

    },

    "Jordan":{

        "cities":[]

    },

    "Kazakhstan":{

        "cities":[]

    },

    "Kenya":{

        "cities":[

            "Baragoi",

            "Bungoma",

            "Busia",

            "Butere",

            "Dadaab",

            "Diani Beach",

            "Eldoret",

            "Emali",

            "Embu",

            "Garissa",

            "Gede",

            "Hola",

            "Homa Bay",

            "Isiolo",

            "Kitui",

            "Kibwezi",

            "Kajiado",

            "Kakamega",

            "Kakuma",

            "Kapenguria",

            "Kericho",

            "Keroka",

            "Kiambu",

            "Kilifi",

            "Kisii",

            "Kisumu",

            "Kitale",

            "Lamu",

            "Langata",

            "Litein",

            "Lodwar",

            "Lokichoggio",

            "Londiani",

            "Loyangalani",

            "Machakos",

            "Makindu",

            "Malindi",

            "Mandera",

            "Maralal",

            "Marsabit",

            "Meru",

            "Mombasa",

            "Moyale",

            "Mumias",

            "Muranga",

            "Mutomo",

            "Nairobi",

            "Naivasha",

            "Nakuru",

            "Namanga",

            "Nanyuki",

            "Naro Moru",

            "Narok",

            "Nyahururu",

            "Nyeri",

            "Ruiru",

            "Shimoni",

            "Takaungu",

            "Thika",

            "Vihiga",

            "Voi",

            "Wajir",

            "Watamu",

            "Webuye",

            "Wote",

            "Wundanyi"

        ]

    },

    "Kiribati":{

        "cities":[]

    },

    "Kuwait":{

        "cities":[]

    },

    "Kyrgyzstan":{

        "cities":[]

    },

    "Laos":{

        "cities":[]

    },

    "Latvia":{

        "cities":[]

    },

    "Lebanon":{

        "cities":[]

    },

    "Lesotho":{

        "cities":[]

    },

    "Liberia":{

        "cities":[]

    },

    "Libya":{

        "cities":[]

    },

    "Liechtenstein":{

        "cities":[]

    },

    "Lithuania":{

        "cities":[]

    },

    "Luxembourg":{

        "cities":[]

    },

    "Madagascar":{

        "cities":[]

    },

    "Malawi":{

        "cities":[]

    },

    "Malaysia":{

        "cities":[]

    },

    "Maldives":{

        "cities":[]

    },

    "Mali":{

        "cities":[]

    },

    "Malta":{

        "cities":[]

    },

    "Marshall Islands":{

        "cities":[]

    },

    "Mauritania":{

        "cities":[]

    },

    "Mauritius":{

        "cities":[]

    },

    "Mexico":{

        "cities":[]

    },

    "Micronesia":{

        "cities":[]

    },

    "Moldova":{

        "cities":[]

    },

    "Monaco":{

        "cities":[]

    },

    "Mongolia":{

        "cities":[]

    },

    "Montenegro":{

        "cities":[]

    },

    "Morocco":{

        "cities":[]

    },

    "Mozambique":{

        "cities":[]

    },

    "Myanmar":{

        "cities":[]

    },

    "Namibia":{

        "cities":[]

    },

    "Nauru":{

        "cities":[]

    },

    "Nepal":{

        "cities":[]

    },

    "Netherlands":{

        "cities":[]

    },

    "New Zealand":{

        "cities":[]

    },

    "Nicaragua":{

        "cities":[]

    },

    "Niger":{

        "cities":[]

    },

    "Nigeria":{

        "cities":[]

    },

    "North Korea":{

        "cities":[]

    },

    "North Macedonia":{

        "cities":[]

    },

    "Norway":{

        "cities":[]

    },

    "Oman":{

        "cities":[]

    },

    "Pakistan":{

        "cities":[]

    },

    "Palau":{

        "cities":[]

    },

    "Panama":{

        "cities":[]

    },

    "Papua New Guinea":{

        "cities":[]

    },

    "Paraguay":{

        "cities":[]

    },

    "Peru":{

        "cities":[]

    },

    "Philippines":{

        "cities":[]

    },

    "Poland":{

        "cities":[]

    },

    "Portugal":{

        "cities":[]

    },

    "Qatar":{

        "cities":[]

    },

    "Romania":{

        "cities":[]

    },

    "Russia":{

        "cities":[

            "Abakan",

            "Abakan City",

            "Abaza",

            "Abaza City",

            "Abdulino",

            "Abdulino City",

            "Abinsk",

            "Abinsk City",

            "Achinsk",

            "Achinsk City",

            "Adygeysk",

            "Adygeysk City",

            "Agidel",

            "Agidel City",

            "Agryz",

            "Agryz City",

            "Ak-Dovurak",

            "Ak-Dovurak City",

            "Akhtubinsk",

            "Akhtubinsk City",

            "Aksay",

            "Aksay City",

            "Alagir",

            "Alagir City",

            "Alapayevsk",

            "Alapayevsk City",

            "Alatyr",

            "Alatyr City",

            "Aldan",

            "Aldan City",

            "Aleksin",

            "Aleksin City",

            "Alexandrov",

            "Alexandrov City",

            "Alexandrovsk",

            "Alexandrovsk City",

            "Alexandrovsk-Sakhalinsky",

            "Alexandrovsk-Sakhalinsky City",

            "Alexeyevka",

            "Alexeyevka City",

            "Aleysk",

            "Aleysk City",

            "Almetyevsk",

            "Almetyevsk City",

            "Alzamay",

            "Alzamay City",

            "Amursk",

            "Amursk City",

            "Anadyr",

            "Anadyr City",

            "Anapa",

            "Anapa City",

            "Andreapol",

            "Andreapol City",

            "Angarsk",

            "Angarsk City",

            "Aniva",

            "Aniva City",

            "Anzhero-Sudzhensk",

            "Anzhero-Sudzhensk City",

            "Apatity",

            "Apatity City",

            "Aprelevka",

            "Aprelevka City",

            "Apsheronsk",

            "Apsheronsk City",

            "Aramil",

            "Aramil City",

            "Ardatov",

            "Ardatov City",

            "Ardon",

            "Ardon City",

            "Argun",

            "Argun City",

            "Arkadak",

            "Arkadak City",

            "Arkhangelsk",

            "Arkhangelsk City",

            "Armavir",

            "Armavir City",

            "Arsenyev",

            "Arsenyev City",

            "Arsk",

            "Arsk City",

            "Artyom",

            "Artyom City",

            "Artyomovsk",

            "Artyomovsk City",

            "Artyomovsky",

            "Artyomovsky City",

            "Arzamas",

            "Arzamas City",

            "Asbest",

            "Asbest City",

            "Asha",

            "Asha City",

            "Asino",

            "Asino City",

            "Astrakhan",

            "Astrakhan City",

            "Atkarsk",

            "Atkarsk City",

            "Aznakayevo",

            "Aznakayevo City",

            "Azov",

            "Azov City",

            "Babayevo",

            "Babayevo City",

            "Babushkin",

            "Babushkin City",

            "Bagrationovsk",

            "Bagrationovsk City",

            "Bakal",

            "Bakal City",

            "Baksan",

            "Baksan City",

            "Balabanovo",

            "Balabanovo City",

            "Balakhna",

            "Balakhna City",

            "Balakovo",

            "Balakovo City",

            "Balashikha",

            "Balashikha City",
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            "Mozhaysk",

            "Mozhaysk City",

            "Mozhga",

            "Mozhga City",

            "Mtsensk",

            "Mtsensk City",

            "Murashi",

            "Murashi City",

            "Muravlenko",

            "Muravlenko City",

            "Murmansk",

            "Murmansk City",

            "Murom",

            "Murom City",

            "Myshkin",

            "Myshkin City",

            "Myski",

            "Myski City",

            "Mytishchi",

            "Mytishchi City",

            "Naberezhnye Chelny",

            "Naberezhnye Chelny City",

            "Nadym",

            "Nadym City",

            "Nakhodka",

            "Nakhodka City",

            "Nalchik",

            "Nalchik City",

            "Narimanov",

            "Narimanov City",

            "Naro-Fominsk",

            "Naro-Fominsk City",

            "Nartkala",

            "Nartkala City",

            "Naryan-Mar",

            "Naryan-Mar City",

            "Navashino",

            "Navashino City",

            "Navoloki",

            "Navoloki City",

            "Nazarovo",

            "Nazarovo City",

            "Nazran",

            "Nazran City",

            "Nazyvayevsk",

            "Nazyvayevsk City",

            "Neftegorsk, Samara Oblast",

            "Neftegorsk, Samara Oblast City",

            "Neftekamsk",

            "Neftekamsk City",

            "Neftekumsk",

            "Neftekumsk City",

            "Nefteyugansk",

            "Nefteyugansk City",

            "Nelidovo",

            "Nelidovo City",

            "Neman",

            "Neman City",

            "Nerchinsk",

            "Nerchinsk City",

            "Nerekhta",

            "Nerekhta City",

            "Neryungri",

            "Neryungri City",

            "Nesterov",

            "Nesterov City",

            "Nevel",

            "Nevel City",

            "Nevelsk",

            "Nevelsk City",

            "Nevinnomyssk",

            "Nevinnomyssk City",

            "Nevyansk",

            "Nevyansk City",

            "Neya",

            "Neya City",

            "Nikolayevsk",

            "Nikolayevsk City",

            "Nikolayevsk-on-Amur",

            "Nikolayevsk-on-Amur City",

            "Nikolsk",

            "Nikolsk",

            "Nikolsk City",

            "Nikolsk City",

            "Nikolskoye",

            "Nikolskoye City",

            "Nizhnekamsk",

            "Nizhnekamsk City",

            "Nizhneudinsk",

            "Nizhneudinsk City",

            "Nizhnevartovsk",

            "Nizhnevartovsk City",

            "Nizhniye Sergi",

            "Nizhniye Sergi City",

            "Nizhny Lomov",

            "Nizhny Lomov City",

            "Nizhny Novgorod",

            "Nizhny Novgorod City",

            "Nizhny Tagil",

            "Nizhny Tagil City",

            "Nizhnyaya Salda",

            "Nizhnyaya Salda City",

            "Nizhnyaya Tura",

            "Nizhnyaya Tura City",

            "Noginsk",

            "Noginsk City",

            "Nolinsk",

            "Nolinsk City",

            "Norilsk",

            "Norilsk City",

            "Novaya Ladoga",

            "Novaya Ladoga City",

            "Novaya Lyalya",

            "Novaya Lyalya City",

            "Novoalexandrovsk",

            "Novoalexandrovsk City",

            "Novoaltaysk",

            "Novoaltaysk City",

            "Novoanninsky",

            "Novoanninsky City",

            "Novocheboksarsk",

            "Novocheboksarsk City",

            "Novocherkassk",

            "Novocherkassk City",

            "Novodvinsk",

            "Novodvinsk City",

            "Novokhopyorsk",

            "Novokhopyorsk City",

            "Novokubansk",

            "Novokubansk City",

            "Novokuybyshevsk",

            "Novokuybyshevsk City",

            "Novokuznetsk",

            "Novokuznetsk City",

            "Novomichurinsk",

            "Novomichurinsk City",

            "Novomoskovsk",

            "Novomoskovsk City",

            "Novopavlovsk",

            "Novopavlovsk City",

            "Novorossiysk",

            "Novorossiysk City",

            "Novorzhev",

            "Novorzhev City",

            "Novoshakhtinsk",

            "Novoshakhtinsk City",

            "Novosibirsk",

            "Novosibirsk City",

            "Novosil",

            "Novosil City",

            "Novosokolniki",

            "Novosokolniki City",

            "Novotroitsk",

            "Novotroitsk City",

            "Novoulyanovsk",

            "Novoulyanovsk City",

            "Novouralsk",

            "Novouralsk City",

            "Novouzensk",

            "Novouzensk City",

            "Novovoronezh",

            "Novovoronezh City",

            "Novozybkov",

            "Novozybkov City",

            "Novy Oskol",

            "Novy Oskol City",

            "Novy Urengoy",

            "Novy Urengoy City",

            "Noyabrsk",

            "Noyabrsk City",

            "Nurlat",

            "Nurlat City",

            "Nyagan",

            "Nyagan City",

            "Nyandoma",

            "Nyandoma City",

            "Nyazepetrovsk",

            "Nyazepetrovsk City",

            "Nytva",

            "Nytva City",

            "Nyurba",

            "Nyurba City",

            "Ob",

            "Ob City",

            "Obluchye",

            "Obluchye City",

            "Obninsk",

            "Obninsk City",

            "Oboyan",

            "Oboyan City",

            "Ochyor",

            "Ochyor City",

            "Odintsovo",

            "Odintsovo City",

            "Okha",

            "Okha City",

            "Okhansk",

            "Okhansk City",

            "Oktyabrsk",

            "Oktyabrsk City",

            "Oktyabrsky",

            "Oktyabrsky City",

            "Okulovka",

            "Okulovka City",

            "Olenegorsk",

            "Olenegorsk City",

            "Olonets",

            "Olonets City",

            "Olyokminsk",

            "Olyokminsk City",

            "Omsk",

            "Omsk City",

            "Omutninsk",

            "Omutninsk City",

            "Onega",

            "Onega City",

            "Opochka",

            "Opochka City",

            "Orekhovo-Zuyevo",

            "Orekhovo-Zuyevo City",

            "Orenburg",

            "Orenburg City",

            "Orlov",

            "Orlov City",

            "Orsk",

            "Orsk City",

            "Oryol",

            "Oryol City",

            "Osa",

            "Osa City",

            "Osinniki",

            "Osinniki City",

            "Ostashkov",

            "Ostashkov City",

            "Ostrogozhsk",

            "Ostrogozhsk City",

            "Ostrov",

            "Ostrov City",

            "Ostrovnoy",

            "Ostrovnoy City",

            "Otradnoye",

            "Otradnoye City",

            "Otradny",

            "Otradny City",

            "Ozherelye",

            "Ozherelye City",

            "Ozyorsk",

            "Ozyorsk",

            "Ozyorsk City",

            "Ozyorsk City",

            "Ozyory",

            "Ozyory City",

            "Pallasovka",

            "Pallasovka City",

            "Partizansk",

            "Partizansk City",

            "Pavlovo",

            "Pavlovo City",

            "Pavlovsk",

            "Pavlovsk",

            "Pavlovsk City",

            "Pavlovsk City",

            "Pavlovsky Posad",

            "Pavlovsky Posad City",

            "Pechora",

            "Pechora City",

            "Pechory",

            "Pechory City",

            "Penza",

            "Penza City",

            "Pereslavl-Zalessky",

            "Pereslavl-Zalessky City",

            "Peresvet",

            "Peresvet City",

            "Perevoz",

            "Perevoz City",

            "Perm",

            "Perm City",

            "Pervomaysk",

            "Pervomaysk City",

            "Pervouralsk",

            "Pervouralsk City",

            "Pestovo",

            "Pestovo City",

            "Petergof",

            "Petergof City",

            "Petropavlovsk-Kamchatsky",

            "Petropavlovsk-Kamchatsky City",

            "Petrov Val",

            "Petrov Val City",

            "Petrovsk",

            "Petrovsk City",

            "Petrovsk-Zabaykalsky",

            "Petrovsk-Zabaykalsky City",

            "Petrozavodsk",

            "Petrozavodsk City",

            "Petukhovo",

            "Petukhovo City",

            "Petushki",

            "Petushki City",

            "Pevek",

            "Pevek City",

            "Pikalyovo",

            "Pikalyovo City",

            "Pionersky",

            "Pionersky City",

            "Pitkyaranta",

            "Pitkyaranta City",

            "Plast",

            "Plast City",

            "Plavsk",

            "Plavsk City",

            "Plyos",

            "Plyos City",

            "Pochep",

            "Pochep City",

            "Pochinok",

            "Pochinok City",

            "Podolsk",

            "Podolsk City",

            "Podporozhye",

            "Podporozhye City",

            "Pokachi",

            "Pokachi City",

            "Pokhvistnevo",

            "Pokhvistnevo City",

            "Pokrov",

            "Pokrov City",

            "Pokrovsk",

            "Pokrovsk City",

            "Polessk",

            "Polessk City",

            "Polevskoy",

            "Polevskoy City",

            "Polyarny",

            "Polyarny City",

            "Polyarnye Zori",

            "Polyarnye Zori City",

            "Polysayevo",

            "Polysayevo City",

            "Porkhov",

            "Porkhov City",

            "Poronaysk",

            "Poronaysk City",

            "Poshekhonye",

            "Poshekhonye City",

            "Povorino",

            "Povorino City",

            "Pravdinsk",

            "Pravdinsk City",

            "Primorsk",

            "Primorsk City",

            "Primorsko-Akhtarsk",

            "Primorsko-Akhtarsk City",

            "Priozersk",

            "Priozersk City",

            "Privolzhsk",

            "Privolzhsk City",

            "Prokhladny",

            "Prokhladny City",

            "Prokopyevsk",

            "Prokopyevsk City",

            "Proletarsk",

            "Proletarsk City",

            "Protvino",

            "Protvino City",

            "Pskov",

            "Pskov City",

            "Puchezh",

            "Puchezh City",

            "Pudozh",

            "Pudozh City",

            "Pugachyov",

            "Pugachyov City",

            "Pushchino",

            "Pushchino City",

            "Pushkin",

            "Pushkin City",

            "Pushkino",

            "Pushkino City",

            "Pustoshka",

            "Pustoshka City",

            "Pyatigorsk",

            "Pyatigorsk City",

            "Pyt-Yakh",

            "Pyt-Yakh City",

            "Pytalovo",

            "Pytalovo City",

            "Raduzhny",

            "Raduzhny",

            "Raduzhny City",

            "Raduzhny City",

            "Ramenskoye",

            "Ramenskoye City",

            "Rasskazovo",

            "Rasskazovo City",

            "Raychikhinsk",

            "Raychikhinsk City",

            "Reutov",

            "Reutov City",

            "Revda",

            "Revda City",

            "Rezh",

            "Rezh City",

            "Rodniki",

            "Rodniki City",

            "Roshal",

            "Roshal City",

            "Roslavl",

            "Roslavl City",

            "Rossosh",

            "Rossosh City",

            "Rostov",

            "Rostov City",

            "Rostov-on-Don",

            "Rostov-on-Don City",

            "Rtishchevo",

            "Rtishchevo City",

            "Rubtsovsk",

            "Rubtsovsk City",

            "Rudnya",

            "Rudnya City",

            "Ruza",

            "Ruza City",

            "Ruzayevka",

            "Ruzayevka City",

            "Ryazan",

            "Ryazan City",

            "Ryazhsk",

            "Ryazhsk City",

            "Rybinsk",

            "Rybinsk City",

            "Rybnoye",

            "Rybnoye City",

            "Rylsk",

            "Rylsk City",

            "Rzhev",

            "Rzhev City",

            "Safonovo",

            "Safonovo City",

            "Saint Petersburg",

            "Saint Petersburg City",

            "Salair",

            "Salair City",

            "Salavat",

            "Salavat City",

            "Salekhard",

            "Salekhard City",

            "Salsk",

            "Salsk City",

            "Samara",

            "Samara City",

            "Saransk",

            "Saransk City",

            "Sarapul",

            "Sarapul City",

            "Saratov",

            "Saratov City",

            "Sarov",

            "Sarov City",

            "Sasovo",

            "Sasovo City",

            "Satka",

            "Satka City",

            "Sayanogorsk",

            "Sayanogorsk City",

            "Sayansk",

            "Sayansk City",

            "Sebezh",

            "Sebezh City",

            "Segezha",

            "Segezha City",

            "Seltso",

            "Seltso City",

            "Semikarakorsk",

            "Semikarakorsk City",

            "Semiluki",

            "Semiluki City",

            "Semyonov",

            "Semyonov City",

            "Sengiley",

            "Sengiley City",

            "Serafimovich",

            "Serafimovich City",

            "Serdobsk",

            "Serdobsk City",

            "Sergach",

            "Sergach City",

            "Sergiyev Posad",

            "Sergiyev Posad City",

            "Serov",

            "Serov City",

            "Serpukhov",

            "Serpukhov City",

            "Sertolovo",

            "Sertolovo City",

            "Sestroretsk",

            "Sestroretsk City",

            "Severo-Kurilsk",

            "Severo-Kurilsk City",

            "Severobaykalsk",

            "Severobaykalsk City",

            "Severodvinsk",

            "Severodvinsk City",

            "Severomorsk",

            "Severomorsk City",

            "Severouralsk",

            "Severouralsk City",

            "Seversk",

            "Seversk City",

            "Sevsk",

            "Sevsk City",

            "Shadrinsk",

            "Shadrinsk City",

            "Shagonar",

            "Shagonar City",

            "Shakhty",

            "Shakhty City",

            "Shakhtyorsk",

            "Shakhtyorsk City",

            "Shakhunya",

            "Shakhunya City",

            "Shali",

            "Shali City",

            "Sharya",

            "Sharya City",

            "Sharypovo",

            "Sharypovo City",

            "Shatsk",

            "Shatsk City",

            "Shatura",

            "Shatura City",

            "Shcherbinka",

            "Shcherbinka City",

            "Shchigry",

            "Shchigry City",

            "Shchuchye",

            "Shchuchye City",

            "Shchyokino",

            "Shchyokino City",

            "Shchyolkovo",

            "Shchyolkovo City",

            "Shebekino",

            "Shebekino City",

            "Shelekhov",

            "Shelekhov City",

            "Shenkursk",

            "Shenkursk City",

            "Shikhany",

            "Shikhany City",

            "Shilka",

            "Shilka City",

            "Shimanovsk",

            "Shimanovsk City",

            "Shlisselburg",

            "Shlisselburg City",

            "Shumerlya",

            "Shumerlya City",

            "Shumikha",

            "Shumikha City",

            "Shuya",

            "Shuya City",

            "Sibay",

            "Sibay City",

            "Sim",

            "Sim City",

            "Skopin",

            "Skopin City",

            "Skovorodino",

            "Skovorodino City",

            "Slantsy",

            "Slantsy City",

            "Slavgorod",

            "Slavgorod City",

            "Slavsk",

            "Slavsk City",

            "Slavyansk-na-Kubani",

            "Slavyansk-na-Kubani City",

            "Slobodskoy",

            "Slobodskoy City",

            "Slyudyanka",

            "Slyudyanka City",

            "Smolensk",

            "Smolensk City",

            "Snezhinsk",

            "Snezhinsk City",

            "Snezhnogorsk",

            "Snezhnogorsk City",

            "Sobinka",

            "Sobinka City",

            "Sochi",

            "Sochi City",

            "Sokol",

            "Sokol City",

            "Sokolniki",

            "Sokolniki City",

            "Sol-Iletsk",

            "Sol-Iletsk City",

            "Soligalich",

            "Soligalich City",

            "Solikamsk",

            "Solikamsk City",

            "Solnechnogorsk",

            "Solnechnogorsk City",

            "Soltsy",

            "Soltsy City",

            "Solvychegodsk",

            "Solvychegodsk City",

            "Sorochinsk",

            "Sorochinsk City",

            "Sorsk",

            "Sorsk City",

            "Sortavala",

            "Sortavala City",

            "Sosensky",

            "Sosensky City",

            "Sosnogorsk",

            "Sosnogorsk City",

            "Sosnovka",

            "Sosnovka City",

            "Sosnovoborsk",

            "Sosnovoborsk City",

            "Sosnovy Bor",

            "Sosnovy Bor City",

            "Sovetsk",

            "Sovetsk",

            "Sovetsk",

            "Sovetsk City",

            "Sovetsk City",

            "Sovetsk City",

            "Sovetskaya Gavan",

            "Sovetskaya Gavan City",

            "Sovetsky",

            "Sovetsky City",

            "Spas-Demensk",

            "Spas-Demensk City",

            "Spas-Klepiki",

            "Spas-Klepiki City",

            "Spassk",

            "Spassk City",

            "Spassk-Dalny",

            "Spassk-Dalny City",

            "Spassk-Ryazansky",

            "Spassk-Ryazansky City",

            "Srednekolymsk",

            "Srednekolymsk City",

            "Sredneuralsk",

            "Sredneuralsk City",

            "Sretensk",

            "Sretensk City",

            "Staraya Kupavna",

            "Staraya Kupavna City",

            "Staraya Russa",

            "Staraya Russa City",

            "Staritsa",

            "Staritsa City",

            "Starodub",

            "Starodub City",

            "Stary Oskol",

            "Stary Oskol City",

            "Stavropol",

            "Stavropol City",

            "Sterlitamak",

            "Sterlitamak City",

            "Strezhevoy",

            "Strezhevoy City",

            "Stroitel",

            "Stroitel City",

            "Strunino",

            "Strunino City",

            "Stupino",

            "Stupino City",

            "Sudogda",

            "Sudogda City",

            "Sudzha",

            "Sudzha City",

            "Sukhinichi",

            "Sukhinichi City",

            "Sukhoy Log",

            "Sukhoy Log City",

            "Suoyarvi",

            "Suoyarvi City",

            "Surazh",

            "Surazh City",

            "Surgut",

            "Surgut City",

            "Surovikino",

            "Surovikino City",

            "Sursk",

            "Sursk City",

            "Susuman",

            "Susuman City",

            "Suvorov",

            "Suvorov City",

            "Suzdal",

            "Suzdal City",

            "Svetlogorsk",

            "Svetlogorsk City",

            "Svetlograd",

            "Svetlograd City",

            "Svetly",

            "Svetly City",

            "Svetogorsk",

            "Svetogorsk City",

            "Svirsk",

            "Svirsk City",

            "Svobodny",

            "Svobodny City",

            "Syasstroy",

            "Syasstroy City",

            "Sychyovka",

            "Sychyovka City",

            "Syktyvkar",

            "Syktyvkar City",

            "Sysert",

            "Sysert City",

            "Syzran",

            "Syzran City",

            "Taganrog",

            "Taganrog City",

            "Taldom",

            "Taldom City",

            "Talitsa",

            "Talitsa City",

            "Tambov",

            "Tambov City",

            "Tara",

            "Tara City",

            "Tarko-Sale",

            "Tarko-Sale City",

            "Tarusa",

            "Tarusa City",

            "Tashtagol",

            "Tashtagol City",

            "Tatarsk",

            "Tatarsk City",

            "Tavda",

            "Tavda City",

            "Tayga",

            "Tayga City",

            "Tayshet",

            "Tayshet City",

            "Teberda",

            "Teberda City",

            "Temnikov",

            "Temnikov City",

            "Temryuk",

            "Temryuk City",

            "Terek",

            "Terek City",

            "Tetyushi",

            "Tetyushi City",

            "Teykovo",

            "Teykovo City",

            "Tikhoretsk",

            "Tikhoretsk City",

            "Tikhvin",

            "Tikhvin City",

            "Timashyovsk",

            "Timashyovsk City",

            "Tobolsk",

            "Tobolsk City",

            "Toguchin",

            "Toguchin City",

            "Tolyatti",

            "Tolyatti City",

            "Tomari",

            "Tomari City",

            "Tommot",

            "Tommot City",

            "Tomsk",

            "Tomsk City",

            "Topki",

            "Topki City",

            "Toropets",

            "Toropets City",

            "Torzhok",

            "Torzhok City",

            "Tosno",

            "Tosno City",

            "Totma",

            "Totma City",

            "Troitsk",

            "Troitsk",

            "Troitsk City",

            "Troitsk City",

            "Trubchevsk",

            "Trubchevsk City",

            "Tryokhgorny",

            "Tryokhgorny City",

            "Tsimlyansk",

            "Tsimlyansk City",

            "Tsivilsk",

            "Tsivilsk City",

            "Tuapse",

            "Tuapse City",

            "Tula",

            "Tula City",

            "Tulun",

            "Tulun City",

            "Turan",

            "Turan City",

            "Turinsk",

            "Turinsk City",

            "Tutayev",

            "Tutayev City",

            "Tuymazy",

            "Tuymazy City",

            "Tver",

            "Tver City",

            "Tynda",

            "Tynda City",

            "Tyrnyauz",

            "Tyrnyauz City",

            "Tyukalinsk",

            "Tyukalinsk City",

            "Tyumen",

            "Tyumen City",

            "Uchaly",

            "Uchaly City",

            "Udachny",

            "Udachny City",

            "Udomlya",

            "Udomlya City",

            "Ufa",

            "Ufa City",

            "Uglegorsk",

            "Uglegorsk City",

            "Uglich",

            "Uglich City",

            "Ukhta",

            "Ukhta City",

            "Ulan-Ude",

            "Ulan-Ude City",

            "Ulyanovsk",

            "Ulyanovsk City",

            "Unecha",

            "Unecha City",

            "Uray",

            "Uray City",

            "Uren",

            "Uren City",

            "Urus-Martan",

            "Urus-Martan City",

            "Uryupinsk",

            "Uryupinsk City",

            "Urzhum",

            "Urzhum City",

            "Usinsk",

            "Usinsk City",

            "Usman",

            "Usman City",

            "Usolye",

            "Usolye City",

            "Usolye-Sibirskoye",

            "Usolye-Sibirskoye City",

            "Ussuriysk",

            "Ussuriysk City",

            "Ust-Dzheguta",

            "Ust-Dzheguta City",

            "Ust-Ilimsk",

            "Ust-Ilimsk City",

            "Ust-Katav",

            "Ust-Katav City",

            "Ust-Kut",

            "Ust-Kut City",

            "Ust-Labinsk",

            "Ust-Labinsk City",

            "Ustyuzhna",

            "Ustyuzhna City",

            "Uvarovo",

            "Uvarovo City",

            "Uyar",

            "Uyar City",

            "Uzhur",

            "Uzhur City",

            "Uzlovaya",

            "Uzlovaya City",

            "Valday",

            "Valday City",

            "Valuyki",

            "Valuyki City",

            "Velikiye Luki",

            "Velikiye Luki City",

            "Veliky Novgorod",

            "Veliky Novgorod City",

            "Veliky Ustyug",

            "Veliky Ustyug City",

            "Velizh",

            "Velizh City",

            "Velsk",

            "Velsk City",

            "Venyov",

            "Venyov City",

            "Vereshchagino",

            "Vereshchagino City",

            "Vereya",

            "Vereya City",

            "Verkhneuralsk",

            "Verkhneuralsk City",

            "Verkhny Tagil",

            "Verkhny Tagil City",

            "Verkhny Ufaley",

            "Verkhny Ufaley City",

            "Verkhnyaya Pyshma",

            "Verkhnyaya Pyshma City",

            "Verkhnyaya Salda",

            "Verkhnyaya Salda City",

            "Verkhnyaya Tura",

            "Verkhnyaya Tura City",

            "Verkhoturye",

            "Verkhoturye City",

            "Verkhoyansk",

            "Verkhoyansk City",

            "Vesyegonsk",

            "Vesyegonsk City",

            "Vetluga",

            "Vetluga City",

            "Vichuga",

            "Vichuga City",

            "Vidnoye",

            "Vidnoye City",

            "Vikhorevka",

            "Vikhorevka City",

            "Vilyuchinsk",

            "Vilyuchinsk City",

            "Vilyuysk",

            "Vilyuysk City",

            "Vladikavkaz",

            "Vladikavkaz City",

            "Vladimir",

            "Vladimir City",

            "Vladivostok",

            "Vladivostok City",

            "Volchansk",

            "Volchansk City",

            "Volgodonsk",

            "Volgodonsk City",

            "Volgograd",

            "Volgograd City",

            "Volgorechensk",

            "Volgorechensk City",

            "Volkhov",

            "Volkhov City",

            "Volodarsk",

            "Volodarsk City",

            "Vologda",

            "Vologda City",

            "Volokolamsk",

            "Volokolamsk City",

            "Volosovo",

            "Volosovo City",

            "Volsk",

            "Volsk City",

            "Volzhsk",

            "Volzhsk City",

            "Volzhsky",

            "Volzhsky City",

            "Vorkuta",

            "Vorkuta City",

            "Voronezh",

            "Voronezh City",

            "Vorsma",

            "Vorsma City",

            "Voskresensk",

            "Voskresensk City",

            "Votkinsk",

            "Votkinsk City",

            "Vsevolozhsk",

            "Vsevolozhsk City",

            "Vuktyl",

            "Vuktyl City",

            "Vyatskiye Polyany",

            "Vyatskiye Polyany City",

            "Vyazemsky",

            "Vyazemsky City",

            "Vyazma",

            "Vyazma City",

            "Vyazniki",

            "Vyazniki City",

            "Vyborg",

            "Vyborg City",

            "Vyksa",

            "Vyksa City",

            "Vyshny Volochyok",

            "Vyshny Volochyok City",

            "Vysokovsk",

            "Vysokovsk City",

            "Vysotsk",

            "Vysotsk City",

            "Vytegra",

            "Vytegra City",

            "Yadrin",

            "Yadrin City",

            "Yakhroma",

            "Yakhroma City",

            "Yakutsk",

            "Yakutsk City",

            "Yalutorovsk",

            "Yalutorovsk City",

            "Yanaul",

            "Yanaul City",

            "Yaransk",

            "Yaransk City",

            "Yaroslavl",

            "Yaroslavl City",

            "Yarovoye",

            "Yarovoye City",

            "Yartsevo",

            "Yartsevo City",

            "Yasnogorsk",

            "Yasnogorsk City",

            "Yasny",

            "Yasny City",

            "Yefremov",

            "Yefremov City",

            "Yegoryevsk",

            "Yegoryevsk City",

            "Yekaterinburg",

            "Yekaterinburg City",

            "Yelabuga",

            "Yelabuga City",

            "Yelets",

            "Yelets City",

            "Yelizovo",

            "Yelizovo City",

            "Yelnya",

            "Yelnya City",

            "Yemanzhelinsk",

            "Yemanzhelinsk City",

            "Yemva",

            "Yemva City",

            "Yeniseysk",

            "Yeniseysk City",

            "Yermolino",

            "Yermolino City",

            "Yershov",

            "Yershov City",

            "Yessentuki",

            "Yessentuki City",

            "Yeysk",

            "Yeysk City",

            "Yoshkar-Ola",

            "Yoshkar-Ola City",

            "Yubileyny",

            "Yubileyny City",

            "Yugorsk",

            "Yugorsk City",

            "Yukhnov",

            "Yukhnov City",

            "Yurga",

            "Yurga City",

            "Yuryev-Polsky",

            "Yuryev-Polsky City",

            "Yuryevets",

            "Yuryevets City",

            "Yuryuzan",

            "Yuryuzan City",

            "Yuzha",

            "Yuzha City",

            "Yuzhno-Sakhalinsk",

            "Yuzhno-Sakhalinsk City",

            "Yuzhno-Sukhokumsk",

            "Yuzhno-Sukhokumsk City",

            "Yuzhnouralsk",

            "Yuzhnouralsk City",

            "Zadonsk",

            "Zadonsk City",

            "Zainsk",

            "Zainsk City",

            "Zakamensk",

            "Zakamensk City",

            "Zaozyorny",

            "Zaozyorny City",

            "Zaozyorsk",

            "Zaozyorsk City",

            "Zapadnaya Dvina",

            "Zapadnaya Dvina City",

            "Zapolyarny",

            "Zapolyarny City",

            "Zaraysk",

            "Zaraysk City",

            "Zarechny",

            "Zarechny",

            "Zarechny City",

            "Zarechny City",

            "Zarinsk",

            "Zarinsk City",

            "Zavitinsk",

            "Zavitinsk City",

            "Zavodoukovsk",

            "Zavodoukovsk City",

            "Zavolzhsk",

            "Zavolzhsk City",

            "Zavolzhye",

            "Zavolzhye City",

            "Zelenodolsk",

            "Zelenodolsk City",

            "Zelenogorsk",

            "Zelenogorsk",

            "Zelenogorsk City",

            "Zelenogorsk City",

            "Zelenograd",

            "Zelenograd City",

            "Zelenogradsk",

            "Zelenogradsk City",

            "Zelenokumsk",

            "Zelenokumsk City",

            "Zernograd",

            "Zernograd City",

            "Zeya",

            "Zeya City",

            "Zheleznodorozhny",

            "Zheleznodorozhny City",

            "Zheleznogorsk",

            "Zheleznogorsk",

            "Zheleznogorsk City",

            "Zheleznogorsk City",

            "Zheleznogorsk-Ilimsky",

            "Zheleznogorsk-Ilimsky City",

            "Zheleznovodsk",

            "Zheleznovodsk City",

            "Zherdevka",

            "Zherdevka City",

            "Zhigulyovsk",

            "Zhigulyovsk City",

            "Zhirnovsk",

            "Zhirnovsk City",

            "Zhizdra",

            "Zhizdra City",

            "Zhukov",

            "Zhukov City",

            "Zhukovka",

            "Zhukovka City",

            "Zhukovsky",

            "Zhukovsky City",

            "Zima",

            "Zima City",

            "Zlatoust",

            "Zlatoust City",

            "Zlynka",

            "Zlynka City",

            "Zmeinogorsk",

            "Zmeinogorsk City",

            "Znamensk",

            "Znamensk City",

            "Zubtsov",

            "Zubtsov City",

            "Zuyevka",

            "Zuyevka City",

            "Zvenigorod",

            "Zvenigorod City",

            "Zvenigovo",

            "Zvenigovo City",

            "Zverevo",

            "Zverevo City"

        ]

    },

    "Rwanda":{

        "cities":[]

    },

    "Saint Kitts & Nevis":{

        "cities":[]

    },

    "Saint Lucia":{

        "cities":[]

    },

    "Samoa":{

        "cities":[]

    },

    "San Marino":{

        "cities":[]

    },

    "Sao Tome & Principe":{

        "cities":[]

    },

    "Saudi Arabia":{

        "cities":[]

    },

    "Senegal":{

        "cities":[]

    },

    "Serbia":{

        "cities":[]

    },

    "Seychelles":{

        "cities":[]

    },

    "Sierra Leone":{

        "cities":[]

    },

    "Singapore":{

        "cities":[

            "Singapore"

        ]

    },

    "Slovakia":{

        "cities":[]

    },

    "Slovenia":{

        "cities":[]

    },

    "Solomon Islands":{

        "cities":[]

    },

    "Somalia":{

        "cities":[]

    },

    "South Africa":{

        "cities":[]

    },

    "South Korea":{

        "cities":[

            "Andong", 

            "Ansan", 

            "Anseong", 

            "Anyang", 

            "Asan", 

            "Boryeong", 

            "Bucheon", 

            "Busan", 

            "Changwon", 

            "Cheonan", 

            "Cheongju", 

            "Chuncheon", 

            "Chungju", 

            "Daegu", 

            "Daejeon", 

            "Dangjin", 

            "Dongducheon", 

            "Donghae", 

            "Gangneung", 

            "Geoje", 

            "Gimcheon", 

            "Gimhae", 

            "Gimje", 

            "Gimpo", 

            "Gongju", 

            "Goyang", 

            "Gumi", 

            "Gunpo", 

            "Gunsan", 

            "Guri", 

            "Gwacheon", 

            "Gwangju", 

            "Gwangmyeong", 

            "Gwangyang", 

            "Gyeongju", 

            "Gyeongsan", 

            "Gyeryong", 

            "Hanam", 

            "Hwaseong", 

            "Icheon", 

            "Iksan", 

            "Incheon", 

            "Jecheon", 

            "Jeju", 

            "Jeongeup", 

            "Jeonju", 

            "Jinju", 

            "Miryang", 

            "Mokpo", 

            "Mungyeong", 

            "Naju", 

            "Namwon", 

            "Namyangju", 

            "Nonsan", 

            "Osan", 

            "Paju", 

            "Pocheon", 

            "Pohang", 

            "Pyeongtaek", 

            "Sacheon", 

            "Samcheok", 

            "Sangju", 

            "Sejong", 

            "Seogwipo", 

            "Seongnam", 

            "Seosan", 

            "Seoul", 

            "Siheung", 

            "Sokcho", 

            "Suncheon", 

            "Suwon", 

            "Taebaek", 

            "Tongyeong", 

            "Uijeongbu", 

            "Uiwang", 

            "Ulsan", 

            "Wonju", 

            "Yangju", 

            "Yangsan", 

            "Yeoju", 

            "Yeongcheon", 

            "Yeongju", 

            "Yeosu", 

            "Yongin"

        ]

    },

    "South Sudan":{

        "cities":[]

    },

    "Spain":{

        "cities":[]

    },

    "Sri Lanka":{

        "cities":[]

    },

    "St. Vincent & Grenadines":{

        "cities":[]

    },

    "State of Palestine":{

        "cities":[]

    },

    "Sudan":{

        "cities":[]

    },

    "Suriname":{

        "cities":[]

    },

    "Sweden":{

        "cities":[]

    },

    "Switzerland":{

        "cities":[

            "Basel", 

            "Bern", 

            "Biel", 

            "Biel/Bienne", 

            "Bienne", 

            "Chur", 

            "Fribourg", 

            "Geneva", 

            "Köniz", 

            "La Chaux-de-Fonds", 

            "Lausanne", 

            "Lucerne", 

            "Lugano", 

            "Neuchâtel", 

            "Schaffhausen", 

            "Sion", 

            "St. Gallen", 

            "Sankt Gallen", 

            "Saint Gallen", 

            "Thun", 

            "Uster", 

            "Vernier", 

            "Winterthur", 

            "Zürich"

        ]

    },

    "Syria":{

        "cities":[]

    },

    "Tajikistan":{

        "cities":[]

    },

    "Tanzania":{

        "cities":[]

    },

    "Thailand":{

        "cities":[]

    },

    "Timor-Leste":{

        "cities":[]

    },

    "Togo":{

        "cities":[]

    },

    "Tonga":{

        "cities":[]

    },

    "Trinidad and Tobago":{

        "cities":[]

    },

    "Tunisia":{

        "cities":[]

    },

    "Turkey":{

        "cities":[]

    },

    "Turkmenistan":{

        "cities":[]

    },

    "Tuvalu":{

        "cities":[]

    },

    "Uganda":{

        "cities":[]

    },

    "Ukraine":{

        "cities":[]

    },

    "United Arab Emirates":{

        "cities":[]

    },

    "United Kingdom":{

        "cities":[

            "England", 

            "Bath and North East Somerset", 

            "Bedford", 

            "Blackburn with Darwen", 

            "Blackpool", 

            "Bournemouth", 

            "Bracknell Forest", 

            "Brighton and Hove", 

            "Bristol", 

            "Buckinghamshire", 

            "Cambridgeshire", 

            "Central Bedfordshire", 

            "Cheshire East", 

            "Cheshire West and Chester", 

            "Cornwall", 

            "Cumbria", 

            "Darlington", 

            "Derby", 

            "Derbyshire", 

            "Devon", 

            "Dorset", 

            "Durham", 

            "East Riding of Yorkshire", 

            "East Sussex", 

            "Essex", 

            "Gloucestershire", 

            "Greater London", 

            "Greater Manchester", 

            "Halton", 

            "Hampshire", 

            "Hartlepool", 

            "Herefordshire", 

            "Hertfordshire", 

            "Isle of Wight", 

            "Isles of Scilly", 

            "Kent", 

            "Kingston upon Hull", 

            "Lancashire", 

            "Leicester", 

            "Leicestershire", 

            "Lincolnshire", 

            "Luton", 

            "Medway", 

            "Merseyside", 

            "Middlesbrough", 

            "Milton Keynes", 

            "Norfolk", 

            "North East Lincolnshire", 

            "North Lincolnshire", 

            "North Somerset", 

            "North Yorkshire", 

            "Northamptonshire", 

            "Northumberland", 

            "Nottingham", 

            "Nottinghamshire", 

            "Oxfordshire", 

            "Peterborough", 

            "Plymouth", 

            "Poole", 

            "Portsmouth", 

            "Reading", 

            "Redcar and Cleveland", 

            "Rutland", 

            "Shropshire", 

            "Slough", 

            "Somerset", 

            "South Gloucestershire", 

            "South Yorkshire", 

            "Southampton", 

            "Southend-on-Sea", 

            "Staffordshire", 

            "Stockton-on-Tees", 

            "Stoke-on-Trent", 

            "Suffolk", 

            "Surrey", 

            "Swindon", 

            "Telford and Wrekin", 

            "Thurrock", 

            "Torbay", 

            "Tyne and Wear", 

            "Warrington", 

            "Warwickshire", 

            "West Berkshire", 

            "West Midlands", 

            "West Sussex", 

            "West Yorkshire", 

            "Wiltshire", 

            "Windsor and Maidenhead", 

            "Wokingham", 

            "Worcestershire", 

            "York", 

            "Northern Ireland", 

            "Antrim and Newtownabbey", 

            "Ards and North Down", 

            "Armagh, Banbridge, and Craigavon", 

            "Belfast", 

            "Causeway Coast and Glens", 

            "Derry and Strabane", 

            "Fermanagh and Omagh", 

            "Lisburn and Castlereagh", 

            "Mid and East Antrim", 

            "Mid Ulster", 

            "Newry, Mourne, and Down", 

            "Scotland", 

            "Aberdeen", 

            "Aberdeenshire", 

            "Angus", 

            "Argyll and Bute", 

            "Clackmannanshire", 

            "Dumfries and Galloway", 

            "Dundee", 

            "East Ayrshire", 

            "East Dunbartonshire", 

            "East Lothian", 

            "East Renfrewshire", 

            "Edinburgh", 

            "Falkirk", 

            "Fife", 

            "Glasgow", 

            "Highland", 

            "Inverclyde", 

            "Midlothian", 

            "Moray", 

            "North Ayrshire", 

            "North Lanarkshire", 

            "Orkney Islands", 

            "Perth and Kinross", 

            "Renfrewshire", 

            "Scottish Borders", 

            "Shetland Islands", 

            "South Ayrshire", 

            "South Lanarkshire", 

            "Stirling", 

            "West Dunbartonshire", 

            "West Lothian", 

            "Western Isles", 

            "Wales", 

            "Blaenau Gwent", 

            "Bridgend", 

            "Caerphilly", 

            "Cardiff", 

            "Carmarthenshire", 

            "Ceredigion", 

            "Conwy", 

            "Denbighshire", 

            "Flintshire", 

            "Gwynedd", 

            "Isle of Anglesey", 

            "Merthyr Tydfil", 

            "Monmouthshire", 

            "Neath Port Talbot", 

            "Newport", 

            "Pembrokeshire", 

            "Powys", 

            "Rhondda Cynon Taf", 

            "Swansea", 

            "Torfaen", 

            "Vale of Glamorgan", 

            "Wrexham"

        ]

    },

    "United States":{

        "cities":[

            "Alexander City, AL", 

            "Andalusia, AL", 

            "Anniston, AL", 

            "Athens, AL", 

            "Atmore, AL", 

            "Auburn, AL", 

            "Bessemer, AL", 

            "Birmingham, AL", 

            "Chickasaw, AL", 

            "Clanton, AL", 

            "Cullman, AL", 

            "Decatur, AL", 

            "Demopolis, AL", 

            "Dothan, AL", 

            "Enterprise, AL", 

            "Eufaula, AL", 

            "Florence, AL", 

            "Fort Payne, AL", 

            "Gadsden, AL", 

            "Greenville, AL", 

            "Guntersville, AL", 

            "Huntsville, AL", 

            "Jasper, AL", 

            "Marion, AL", 

            "Mobile, AL", 

            "Montgomery, AL", 

            "Opelika, AL", 

            "Ozark, AL", 

            "Phenix City, AL", 

            "Prichard, AL", 

            "Scottsboro, AL", 

            "Selma, AL", 

            "Sheffield, AL", 

            "Sylacauga, AL", 

            "Talladega, AL", 

            "Troy, AL", 

            "Tuscaloosa, AL", 

            "Tuscumbia, AL", 

            "Tuskegee, AL", 

            "Anchorage, AK", 

            "Cordova, AK", 

            "Fairbanks, AK", 

            "Haines, AK", 

            "Homer, AK", 

            "Juneau, AK", 

            "Ketchikan, AK", 

            "Kodiak, AK", 

            "Kotzebue, AK", 

            "Nome, AK", 

            "Palmer, AK", 

            "Seward, AK", 

            "Sitka, AK", 

            "Skagway, AK", 

            "Valdez, AK", 

            "Ajo, AZ", 

            "Avondale, AZ", 

            "Bisbee, AZ", 

            "Casa Grande, AZ", 

            "Chandler, AZ", 

            "Clifton, AZ", 

            "Douglas, AZ", 

            "Flagstaff, AZ", 

            "Florence, AZ", 

            "Gila Bend, AZ", 

            "Glendale, AZ", 

            "Globe, AZ", 

            "Kingman, AZ", 

            "Lake Havasu City, AZ", 

            "Mesa, AZ", 

            "Nogales, AZ", 

            "Oraibi, AZ", 

            "Phoenix, AZ", 

            "Prescott, AZ", 

            "Scottsdale, AZ", 

            "Sierra Vista, AZ", 

            "Tempe, AZ", 

            "Tombstone, AZ", 

            "Tucson, AZ", 

            "Walpi, AZ", 

            "Window Rock, AZ", 

            "Winslow, AZ", 

            "Yuma, AZ", 

            "Arkadelphia, AR", 

            "Arkansas Post, AR", 

            "Batesville, AR", 

            "Benton, AR", 

            "Blytheville, AR", 

            "Camden, AR", 

            "Conway, AR", 

            "Crossett, AR", 

            "El Dorado, AR", 

            "Fayetteville, AR", 

            "Forrest City, AR", 

            "Fort Smith, AR", 

            "Harrison, AR", 

            "Helena, AR", 

            "Hope, AR", 

            "Hot Springs, AR", 

            "Jacksonville, AR", 

            "Jonesboro, AR", 

            "Little Rock, AR", 

            "Magnolia, AR", 

            "Morrilton, AR", 

            "Newport, AR", 

            "North Little Rock, AR", 

            "Osceola, AR", 

            "Pine Bluff, AR", 

            "Rogers, AR", 

            "Searcy, AR", 

            "Stuttgart, AR", 

            "Van Buren, AR", 

            "West Memphis, AR", 

            "Alameda, CA", 

            "Alhambra, CA", 

            "Anaheim, CA", 

            "Antioch, CA", 

            "Arcadia, CA", 

            "Bakersfield, CA", 

            "Barstow, CA", 

            "Belmont, CA", 

            "Berkeley, CA", 

            "Beverly Hills, CA", 

            "Brea, CA", 

            "Buena Park, CA", 

            "Burbank, CA", 

            "Calexico, CA", 

            "Calistoga, CA", 

            "Carlsbad, CA", 

            "Carmel, CA", 

            "Chico, CA", 

            "Chula Vista, CA", 

            "Claremont, CA", 

            "Compton, CA", 

            "Concord, CA", 

            "Corona, CA", 

            "Coronado, CA", 

            "Costa Mesa, CA", 

            "Culver City, CA", 

            "Daly City, CA", 

            "Davis, CA", 

            "Downey, CA", 

            "El Centro, CA", 

            "El Cerrito, CA", 

            "El Monte, CA", 

            "Escondido, CA", 

            "Eureka, CA", 

            "Fairfield, CA", 

            "Fontana, CA", 

            "Fremont, CA", 

            "Fresno, CA", 

            "Fullerton, CA", 

            "Garden Grove, CA", 

            "Glendale, CA", 

            "Hayward, CA", 

            "Hollywood, CA", 

            "Huntington Beach, CA", 

            "Indio, CA", 

            "Inglewood, CA", 

            "Irvine, CA", 

            "La Habra, CA", 

            "Laguna Beach, CA", 

            "Lancaster, CA", 

            "Livermore, CA", 

            "Lodi, CA", 

            "Lompoc, CA", 

            "Long Beach, CA", 

            "Los Angeles, CA", 

            "Malibu, CA", 

            "Martinez, CA", 

            "Marysville, CA", 

            "Menlo Park, CA", 

            "Merced, CA", 

            "Modesto, CA", 

            "Monterey, CA", 

            "Mountain View, CA", 

            "Napa, CA", 

            "Needles, CA", 

            "Newport Beach, CA", 

            "Norwalk, CA", 

            "Novato, CA", 

            "Oakland, CA", 

            "Oceanside, CA", 

            "Ojai, CA", 

            "Ontario, CA", 

            "Orange, CA", 

            "Oroville, CA", 

            "Oxnard, CA", 

            "Pacific Grove, CA", 

            "Palm Springs, CA", 

            "Palmdale, CA", 

            "Palo Alto, CA", 

            "Pasadena, CA", 

            "Petaluma, CA", 

            "Pomona, CA", 

            "Port Hueneme, CA", 

            "Rancho Cucamonga, CA", 

            "Red Bluff, CA", 

            "Redding, CA", 

            "Redlands, CA", 

            "Redondo Beach, CA", 

            "Redwood City, CA", 

            "Richmond, CA", 

            "Riverside, CA", 

            "Roseville, CA", 

            "Sacramento, CA", 

            "Salinas, CA", 

            "San Bernardino, CA", 

            "San Clemente, CA", 

            "San Diego, CA", 

            "San Fernando, CA", 

            "San Francisco, CA", 

            "San Gabriel, CA", 

            "San Jose, CA", 

            "San Juan Capistrano, CA", 

            "San Leandro, CA", 

            "San Luis Obispo, CA", 

            "San Marino, CA", 

            "San Mateo, CA", 

            "San Pedro, CA", 

            "San Rafael, CA", 

            "San Simeon, CA", 

            "Santa Ana, CA", 

            "Santa Barbara, CA", 

            "Santa Clara, CA", 

            "Santa Clarita, CA", 

            "Santa Cruz, CA", 

            "Santa Monica, CA", 

            "Santa Rosa, CA", 

            "Sausalito, CA", 

            "Simi Valley, CA", 

            "Sonoma, CA", 

            "South San Francisco, CA", 

            "Stockton, CA", 

            "Sunnyvale, CA", 

            "Susanville, CA", 

            "Thousand Oaks, CA", 

            "Torrance, CA", 

            "Turlock, CA", 

            "Ukiah, CA", 

            "Vallejo, CA", 

            "Ventura, CA", 

            "Victorville, CA", 

            "Visalia, CA", 

            "Walnut Creek, CA", 

            "Watts, CA", 

            "West Covina, CA", 

            "Whittier, CA", 

            "Woodland, CA", 

            "Yorba Linda, CA", 

            "Yuba City, CA", 

            "Alamosa, CO", 

            "Aspen, CO", 

            "Aurora, CO", 

            "Boulder, CO", 

            "Breckenridge, CO", 

            "Brighton, CO", 

            "Canon City, CO", 

            "Central City, CO", 

            "Climax, CO", 

            "Colorado Springs, CO", 

            "Cortez, CO", 

            "Cripple Creek, CO", 

            "Denver, CO", 

            "Durango, CO", 

            "Englewood, CO", 

            "Estes Park, CO", 

            "Fort Collins, CO", 

            "Fort Morgan, CO", 

            "Georgetown, CO", 

            "Glenwood Springs, CO", 

            "Golden, CO", 

            "Grand Junction, CO", 

            "Greeley, CO", 

            "Gunnison, CO", 

            "La Junta, CO", 

            "Leadville, CO", 

            "Littleton, CO", 

            "Longmont, CO", 

            "Loveland, CO", 

            "Montrose, CO", 

            "Ouray, CO", 

            "Pagosa Springs, CO", 

            "Pueblo, CO", 

            "Silverton, CO", 

            "Steamboat Springs, CO", 

            "Sterling, CO", 

            "Telluride, CO", 

            "Trinidad, CO", 

            "Vail, CO", 

            "Walsenburg, CO", 

            "Westminster, CO", 

            "Ansonia, CT", 

            "Berlin, CT", 

            "Bloomfield, CT", 

            "Branford, CT", 

            "Bridgeport, CT", 

            "Bristol, CT", 

            "Coventry, CT", 

            "Danbury, CT", 

            "Darien, CT", 

            "Derby, CT", 

            "East Hartford, CT", 

            "East Haven, CT", 

            "Enfield, CT", 

            "Fairfield, CT", 

            "Farmington, CT", 

            "Greenwich, CT", 

            "Groton, CT", 

            "Guilford, CT", 

            "Hamden, CT", 

            "Hartford, CT", 

            "Lebanon, CT", 

            "Litchfield, CT", 

            "Manchester, CT", 

            "Mansfield, CT", 

            "Meriden, CT", 

            "Middletown, CT", 

            "Milford, CT", 

            "Mystic, CT", 

            "Naugatuck, CT", 

            "New Britain, CT", 

            "New Haven, CT", 

            "New London, CT", 

            "North Haven, CT", 

            "Norwalk, CT", 

            "Norwich, CT", 

            "Old Saybrook, CT", 

            "Orange, CT", 

            "Seymour, CT", 

            "Shelton, CT", 

            "Simsbury, CT", 

            "Southington, CT", 

            "Stamford, CT", 

            "Stonington, CT", 

            "Stratford, CT", 

            "Torrington, CT", 

            "Wallingford, CT", 

            "Waterbury, CT", 

            "Waterford, CT", 

            "Watertown, CT", 

            "West Hartford, CT", 

            "West Haven, CT", 

            "Westport, CT", 

            "Wethersfield, CT", 

            "Willimantic, CT", 

            "Windham, CT", 

            "Windsor, CT", 

            "Windsor Locks, CT", 

            "Winsted, CT", 

            "Dover, DE", 

            "Lewes, DE", 

            "Milford, DE", 

            "New Castle, DE", 

            "Newark, DE", 

            "Smyrna, DE", 

            "Wilmington, DE", 

            "Apalachicola, FL", 

            "Bartow, FL", 

            "Belle Glade, FL", 

            "Boca Raton, FL", 

            "Bradenton, FL", 

            "Cape Coral, FL", 

            "Clearwater, FL", 

            "Cocoa Beach, FL", 

            "Cocoa-Rockledge, FL", 

            "Coral Gables, FL", 

            "Daytona Beach, FL", 

            "De Land, FL", 

            "Deerfield Beach, FL", 

            "Delray Beach, FL", 

            "Fernandina Beach, FL", 

            "Fort Lauderdale, FL", 

            "Fort Myers, FL", 

            "Fort Pierce, FL", 

            "Fort Walton Beach, FL", 

            "Gainesville, FL", 

            "Hallandale Beach, FL", 

            "Hialeah, FL", 

            "Hollywood, FL", 

            "Homestead, FL", 

            "Jacksonville, FL", 

            "Key West, FL", 

            "Lake City, FL", 

            "Lake Wales, FL", 

            "Lakeland, FL", 

            "Largo, FL", 

            "Melbourne, FL", 

            "Miami, FL", 

            "Miami Beach, FL", 

            "Naples, FL", 

            "New Smyrna Beach, FL", 

            "Ocala, FL", 

            "Orlando, FL", 

            "Ormond Beach, FL", 

            "Palatka, FL", 

            "Palm Bay, FL", 

            "Palm Beach, FL", 

            "Panama City, FL", 

            "Pensacola, FL", 

            "Pompano Beach, FL", 

            "Saint Augustine, FL", 

            "Saint Petersburg, FL", 

            "Sanford, FL", 

            "Sarasota, FL", 

            "Sebring, FL", 

            "Tallahassee, FL", 

            "Tampa, FL", 

            "Tarpon Springs, FL", 

            "Titusville, FL", 

            "Venice, FL", 

            "West Palm Beach, FL", 

            "White Springs, FL", 

            "Winter Haven, FL", 

            "Winter Park, FL", 

            "Albany, GA", 

            "Americus, GA", 

            "Andersonville, GA", 

            "Athens, GA", 

            "Atlanta, GA", 

            "Augusta, GA", 

            "Bainbridge, GA", 

            "Blairsville, GA", 

            "Brunswick, GA", 

            "Calhoun, GA", 

            "Carrollton, GA", 

            "Columbus, GA", 

            "Dahlonega, GA", 

            "Dalton, GA", 

            "Darien, GA", 

            "Decatur, GA", 

            "Douglas, GA", 

            "East Point, GA", 

            "Fitzgerald, GA", 

            "Fort Valley, GA", 

            "Gainesville, GA", 

            "La Grange, GA", 

            "Macon, GA", 

            "Marietta, GA", 

            "Milledgeville, GA", 

            "Plains, GA", 

            "Rome, GA", 

            "Savannah, GA", 

            "Toccoa, GA", 

            "Valdosta, GA", 

            "Warm Springs, GA", 

            "Warner Robins, GA", 

            "Washington, GA", 

            "Waycross, GA", 

            "Hanalei, HI", 

            "Hilo, HI", 

            "Honaunau, HI", 

            "Honolulu, HI", 

            "Kahului, HI", 

            "Kaneohe, HI", 

            "Kapaa, HI", 

            "Kawaihae, HI", 

            "Lahaina, HI", 

            "Laie, HI", 

            "Wahiawa, HI", 

            "Wailuku, HI", 

            "Waimea, HI", 

            "Blackfoot, ID", 

            "Boise, ID", 

            "Bonners Ferry, ID", 

            "Caldwell, ID", 

            "Coeur d’Alene, ID", 

            "Idaho City, ID", 

            "Idaho Falls, ID", 

            "Kellogg, ID", 

            "Lewiston, ID", 

            "Moscow, ID", 

            "Nampa, ID", 

            "Pocatello, ID", 

            "Priest River, ID", 

            "Rexburg, ID", 

            "Sun Valley, ID", 

            "Twin Falls, ID", 

            "Alton, IL", 

            "Arlington Heights, IL", 

            "Arthur, IL", 

            "Aurora, IL", 

            "Belleville, IL", 

            "Belvidere, IL", 

            "Bloomington, IL", 

            "Brookfield, IL", 

            "Cahokia, IL", 

            "Cairo, IL", 

            "Calumet City, IL", 

            "Canton, IL", 

            "Carbondale, IL", 

            "Carlinville, IL", 

            "Carthage, IL", 

            "Centralia, IL", 

            "Champaign, IL", 

            "Charleston, IL", 

            "Chester, IL", 

            "Chicago, IL", 

            "Chicago Heights, IL", 

            "Cicero, IL", 

            "Collinsville, IL", 

            "Danville, IL", 

            "Decatur, IL", 

            "DeKalb, IL", 

            "Des Plaines, IL", 

            "Dixon, IL", 

            "East Moline, IL", 

            "East Saint Louis, IL", 

            "Effingham, IL", 

            "Elgin, IL", 

            "Elmhurst, IL", 

            "Evanston, IL", 

            "Freeport, IL", 

            "Galena, IL", 

            "Galesburg, IL", 

            "Glen Ellyn, IL", 

            "Glenview, IL", 

            "Granite City, IL", 

            "Harrisburg, IL", 

            "Herrin, IL", 

            "Highland Park, IL", 

            "Jacksonville, IL", 

            "Joliet, IL", 

            "Kankakee, IL", 

            "Kaskaskia, IL", 

            "Kewanee, IL", 

            "La Salle, IL", 

            "Lake Forest, IL", 

            "Libertyville, IL", 

            "Lincoln, IL", 

            "Lisle, IL", 

            "Lombard, IL", 

            "Macomb, IL", 

            "Mattoon, IL", 

            "Moline, IL", 

            "Monmouth, IL", 

            "Mount Vernon, IL", 

            "Mundelein, IL", 

            "Naperville, IL", 

            "Nauvoo, IL", 

            "Normal, IL", 

            "North Chicago, IL", 

            "Oak Park, IL", 

            "Oregon, IL", 

            "Ottawa, IL", 

            "Palatine, IL", 

            "Park Forest, IL", 

            "Park Ridge, IL", 

            "Pekin, IL", 

            "Peoria, IL", 

            "Petersburg, IL", 

            "Pontiac, IL", 

            "Quincy, IL", 

            "Rantoul, IL", 

            "River Forest, IL", 

            "Rock Island, IL", 

            "Rockford, IL", 

            "Salem, IL", 

            "Shawneetown, IL", 

            "Skokie, IL", 

            "South Holland, IL", 

            "Springfield, IL", 

            "Streator, IL", 

            "Summit, IL", 

            "Urbana, IL", 

            "Vandalia, IL", 

            "Virden, IL", 

            "Waukegan, IL", 

            "Wheaton, IL", 

            "Wilmette, IL", 

            "Winnetka, IL", 

            "Wood River, IL", 

            "Zion, IL", 

            "Anderson, IN", 

            "Bedford, IN", 

            "Bloomington, IN", 

            "Columbus, IN", 

            "Connersville, IN", 

            "Corydon, IN", 

            "Crawfordsville, IN", 

            "East Chicago, IN", 

            "Elkhart, IN", 

            "Elwood, IN", 

            "Evansville, IN", 

            "Fort Wayne, IN", 

            "French Lick, IN", 

            "Gary, IN", 

            "Geneva, IN", 

            "Goshen, IN", 

            "Greenfield, IN", 

            "Hammond, IN", 

            "Hobart, IN", 

            "Huntington, IN", 

            "Indianapolis, IN", 

            "Jeffersonville, IN", 

            "Kokomo, IN", 

            "Lafayette, IN", 

            "Madison, IN", 

            "Marion, IN", 

            "Michigan City, IN", 

            "Mishawaka, IN", 

            "Muncie, IN", 

            "Nappanee, IN", 

            "Nashville, IN", 

            "New Albany, IN", 

            "New Castle, IN", 

            "New Harmony, IN", 

            "Peru, IN", 

            "Plymouth, IN", 

            "Richmond, IN", 

            "Santa Claus, IN", 

            "Shelbyville, IN", 

            "South Bend, IN", 

            "Terre Haute, IN", 

            "Valparaiso, IN", 

            "Vincennes, IN", 

            "Wabash, IN", 

            "West Lafayette, IN", 

            "Amana Colonies, IA", 

            "Ames, IA", 

            "Boone, IA", 

            "Burlington, IA", 

            "Cedar Falls, IA", 

            "Cedar Rapids, IA", 

            "Charles City, IA", 

            "Cherokee, IA", 

            "Clinton, IA", 

            "Council Bluffs, IA", 

            "Davenport, IA", 

            "Des Moines, IA", 

            "Dubuque, IA", 

            "Estherville, IA", 

            "Fairfield, IA", 

            "Fort Dodge, IA", 

            "Grinnell, IA", 

            "Indianola, IA", 

            "Iowa City, IA", 

            "Keokuk, IA", 

            "Mason City, IA", 

            "Mount Pleasant, IA", 

            "Muscatine, IA", 

            "Newton, IA", 

            "Oskaloosa, IA", 

            "Ottumwa, IA", 

            "Sioux City, IA", 

            "Waterloo, IA", 

            "Webster City, IA", 

            "West Des Moines, IA", 

            "Abilene, KS", 

            "Arkansas City, KS", 

            "Atchison, KS", 

            "Chanute, KS", 

            "Coffeyville, KS", 

            "Council Grove, KS", 

            "Dodge City, KS", 

            "Emporia, KS", 

            "Fort Scott, KS", 

            "Garden City, KS", 

            "Great Bend, KS", 

            "Hays, KS", 

            "Hutchinson, KS", 

            "Independence, KS", 

            "Junction City, KS", 

            "Kansas City, KS", 

            "Lawrence, KS", 

            "Leavenworth, KS", 

            "Liberal, KS", 

            "Manhattan, KS", 

            "McPherson, KS", 

            "Medicine Lodge, KS", 

            "Newton, KS", 

            "Olathe, KS", 

            "Osawatomie, KS", 

            "Ottawa, KS", 

            "Overland Park, KS", 

            "Pittsburg, KS", 

            "Salina, KS", 

            "Shawnee, KS", 

            "Smith Center, KS", 

            "Topeka, KS", 

            "Wichita, KS", 

            "Ashland, KY", 

            "Barbourville, KY", 

            "Bardstown, KY", 

            "Berea, KY", 

            "Boonesborough, KY", 

            "Bowling Green, KY", 

            "Campbellsville, KY", 

            "Covington, KY", 

            "Danville, KY", 

            "Elizabethtown, KY", 

            "Frankfort, KY", 

            "Harlan, KY", 

            "Harrodsburg, KY", 

            "Hazard, KY", 

            "Henderson, KY", 

            "Hodgenville, KY", 

            "Hopkinsville, KY", 

            "Lexington, KY", 

            "Louisville, KY", 

            "Mayfield, KY", 

            "Maysville, KY", 

            "Middlesboro, KY", 

            "Newport, KY", 

            "Owensboro, KY", 

            "Paducah, KY", 

            "Paris, KY", 

            "Richmond, KY", 

            "Abbeville, LA", 

            "Alexandria, LA", 

            "Bastrop, LA", 

            "Baton Rouge, LA", 

            "Bogalusa, LA", 

            "Bossier City, LA", 

            "Gretna, LA", 

            "Houma, LA", 

            "Lafayette, LA", 

            "Lake Charles, LA", 

            "Monroe, LA", 

            "Morgan City, LA", 

            "Natchitoches, LA", 

            "New Iberia, LA", 

            "New Orleans, LA", 

            "Opelousas, LA", 

            "Ruston, LA", 

            "Saint Martinville, LA", 

            "Shreveport, LA", 

            "Thibodaux, LA", 

            "Auburn, ME", 

            "Augusta, ME", 

            "Bangor, ME", 

            "Bar Harbor, ME", 

            "Bath, ME", 

            "Belfast, ME", 

            "Biddeford, ME", 

            "Boothbay Harbor, ME", 

            "Brunswick, ME", 

            "Calais, ME", 

            "Caribou, ME", 

            "Castine, ME", 

            "Eastport, ME", 

            "Ellsworth, ME", 

            "Farmington, ME", 

            "Fort Kent, ME", 

            "Gardiner, ME", 

            "Houlton, ME", 

            "Kennebunkport, ME", 

            "Kittery, ME", 

            "Lewiston, ME", 

            "Lubec, ME", 

            "Machias, ME", 

            "Orono, ME", 

            "Portland, ME", 

            "Presque Isle, ME", 

            "Rockland, ME", 

            "Rumford, ME", 

            "Saco, ME", 

            "Scarborough, ME", 

            "Waterville, ME", 

            "York, ME", 

            "Aberdeen, MD", 

            "Annapolis, MD", 

            "Baltimore, MD", 

            "Bethesda-Chevy Chase, MD", 

            "Bowie, MD", 

            "Cambridge, MD", 

            "Catonsville, MD", 

            "College Park, MD", 

            "Columbia, MD", 

            "Cumberland, MD", 

            "Easton, MD", 

            "Elkton, MD", 

            "Emmitsburg, MD", 

            "Frederick, MD", 

            "Greenbelt, MD", 

            "Hagerstown, MD", 

            "Hyattsville, MD", 

            "Laurel, MD", 

            "Oakland, MD", 

            "Ocean City, MD", 

            "Rockville, MD", 

            "Saint Marys City, MD", 

            "Salisbury, MD", 

            "Silver Spring, MD", 

            "Takoma Park, MD", 

            "Towson, MD", 

            "Westminster, MD", 

            "Abington, MA", 

            "Adams, MA", 

            "Amesbury, MA", 

            "Amherst, MA", 

            "Andover, MA", 

            "Arlington, MA", 

            "Athol, MA", 

            "Attleboro, MA", 

            "Barnstable, MA", 

            "Bedford, MA", 

            "Beverly, MA", 

            "Boston, MA", 

            "Bourne, MA", 

            "Braintree, MA", 

            "Brockton, MA", 

            "Brookline, MA", 

            "Cambridge, MA", 

            "Canton, MA", 

            "Charlestown, MA", 

            "Chelmsford, MA", 

            "Chelsea, MA", 

            "Chicopee, MA", 

            "Clinton, MA", 

            "Cohasset, MA", 

            "Concord, MA", 

            "Danvers, MA", 

            "Dartmouth, MA", 

            "Dedham, MA", 

            "Dennis, MA", 

            "Duxbury, MA", 

            "Eastham, MA", 

            "Edgartown, MA", 

            "Everett, MA", 

            "Fairhaven, MA", 

            "Fall River, MA", 

            "Falmouth, MA", 

            "Fitchburg, MA", 

            "Framingham, MA", 

            "Gloucester, MA", 

            "Great Barrington, MA", 

            "Greenfield, MA", 

            "Groton, MA", 

            "Harwich, MA", 

            "Haverhill, MA", 

            "Hingham, MA", 

            "Holyoke, MA", 

            "Hyannis, MA", 

            "Ipswich, MA", 

            "Lawrence, MA", 

            "Lenox, MA", 

            "Leominster, MA", 

            "Lexington, MA", 

            "Lowell, MA", 

            "Ludlow, MA", 

            "Lynn, MA", 

            "Malden, MA", 

            "Marblehead, MA", 

            "Marlborough, MA", 

            "Medford, MA", 

            "Milton, MA", 

            "Nahant, MA", 

            "Natick, MA", 

            "New Bedford, MA", 

            "Newburyport, MA", 

            "Newton, MA", 

            "North Adams, MA", 

            "Northampton, MA", 

            "Norton, MA", 

            "Norwood, MA", 

            "Peabody, MA", 

            "Pittsfield, MA", 

            "Plymouth, MA", 

            "Provincetown, MA", 

            "Quincy, MA", 

            "Randolph, MA", 

            "Revere, MA", 

            "Salem, MA", 

            "Sandwich, MA", 

            "Saugus, MA", 

            "Somerville, MA", 

            "South Hadley, MA", 

            "Springfield, MA", 

            "Stockbridge, MA", 

            "Stoughton, MA", 

            "Sturbridge, MA", 

            "Sudbury, MA", 

            "Taunton, MA", 

            "Tewksbury, MA", 

            "Truro, MA", 

            "Watertown, MA", 

            "Webster, MA", 

            "Wellesley, MA", 

            "Wellfleet, MA", 

            "West Bridgewater, MA", 

            "West Springfield, MA", 

            "Westfield, MA", 

            "Weymouth, MA", 

            "Whitman, MA", 

            "Williamstown, MA", 

            "Woburn, MA", 

            "Woods Hole, MA", 

            "Worcester, MA", 

            "Adrian, MI", 

            "Alma, MI", 

            "Ann Arbor, MI", 

            "Battle Creek, MI", 

            "Bay City, MI", 

            "Benton Harbor, MI", 

            "Bloomfield Hills, MI", 

            "Cadillac, MI", 

            "Charlevoix, MI", 

            "Cheboygan, MI", 

            "Dearborn, MI", 

            "Detroit, MI", 

            "East Lansing, MI", 

            "Eastpointe, MI", 

            "Ecorse, MI", 

            "Escanaba, MI", 

            "Flint, MI", 

            "Grand Haven, MI", 

            "Grand Rapids, MI", 

            "Grayling, MI", 

            "Grosse Pointe, MI", 

            "Hancock, MI", 

            "Highland Park, MI", 

            "Holland, MI", 

            "Houghton, MI", 

            "Interlochen, MI", 

            "Iron Mountain, MI", 

            "Ironwood, MI", 

            "Ishpeming, MI", 

            "Jackson, MI", 

            "Kalamazoo, MI", 

            "Lansing, MI", 

            "Livonia, MI", 

            "Ludington, MI", 

            "Mackinaw City, MI", 

            "Manistee, MI", 

            "Marquette, MI", 

            "Menominee, MI", 

            "Midland, MI", 

            "Monroe, MI", 

            "Mount Clemens, MI", 

            "Mount Pleasant, MI", 

            "Muskegon, MI", 

            "Niles, MI", 

            "Petoskey, MI", 

            "Pontiac, MI", 

            "Port Huron, MI", 

            "Royal Oak, MI", 

            "Saginaw, MI", 

            "Saint Ignace, MI", 

            "Saint Joseph, MI", 

            "Sault Sainte Marie, MI", 

            "Traverse City, MI", 

            "Trenton, MI", 

            "Warren, MI", 

            "Wyandotte, MI", 

            "Ypsilanti, MI", 

            "Albert Lea, MN", 

            "Alexandria, MN", 

            "Austin, MN", 

            "Bemidji, MN", 

            "Bloomington, MN", 

            "Brainerd, MN", 

            "Crookston, MN", 

            "Duluth, MN", 

            "Ely, MN", 

            "Eveleth, MN", 

            "Faribault, MN", 

            "Fergus Falls, MN", 

            "Hastings, MN", 

            "Hibbing, MN", 

            "International Falls, MN", 

            "Little Falls, MN", 

            "Mankato, MN", 

            "Minneapolis, MN", 

            "Moorhead, MN", 

            "New Ulm, MN", 

            "Northfield, MN", 

            "Owatonna, MN", 

            "Pipestone, MN", 

            "Red Wing, MN", 

            "Rochester, MN", 

            "Saint Cloud, MN", 

            "Saint Paul, MN", 

            "Sauk Centre, MN", 

            "South Saint Paul, MN", 

            "Stillwater, MN", 

            "Virginia, MN", 

            "Willmar, MN", 

            "Winona, MN", 

            "Bay Saint Louis, MS", 

            "Biloxi, MS", 

            "Canton, MS", 

            "Clarksdale, MS", 

            "Columbia, MS", 

            "Columbus, MS", 

            "Corinth, MS", 

            "Greenville, MS", 

            "Greenwood, MS", 

            "Grenada, MS", 

            "Gulfport, MS", 

            "Hattiesburg, MS", 

            "Holly Springs, MS", 

            "Jackson, MS", 

            "Laurel, MS", 

            "Meridian, MS", 

            "Natchez, MS", 

            "Ocean Springs, MS", 

            "Oxford, MS", 

            "Pascagoula, MS", 

            "Pass Christian, MS", 

            "Philadelphia, MS", 

            "Port Gibson, MS", 

            "Starkville, MS", 

            "Tupelo, MS", 

            "Vicksburg, MS", 

            "West Point, MS", 

            "Yazoo City, MS", 

            "Boonville, MO", 

            "Branson, MO", 

            "Cape Girardeau, MO", 

            "Carthage, MO", 

            "Chillicothe, MO", 

            "Clayton, MO", 

            "Columbia, MO", 

            "Excelsior Springs, MO", 

            "Ferguson, MO", 

            "Florissant, MO", 

            "Fulton, MO", 

            "Hannibal, MO", 

            "Independence, MO", 

            "Jefferson City, MO", 

            "Joplin, MO", 

            "Kansas City, MO", 

            "Kirksville, MO", 

            "Lamar, MO", 

            "Lebanon, MO", 

            "Lexington, MO", 

            "Maryville, MO", 

            "Mexico, MO", 

            "Monett, MO", 

            "Neosho, MO", 

            "New Madrid, MO", 

            "Rolla, MO", 

            "Saint Charles, MO", 

            "Saint Joseph, MO", 

            "Saint Louis, MO", 

            "Sainte Genevieve, MO", 

            "Salem, MO", 

            "Sedalia, MO", 

            "Springfield, MO", 

            "Warrensburg, MO", 

            "West Plains, MO", 

            "Anaconda, MT", 

            "Billings, MT", 

            "Bozeman, MT", 

            "Butte, MT", 

            "Dillon, MT", 

            "Fort Benton, MT", 

            "Glendive, MT", 

            "Great Falls, MT", 

            "Havre, MT", 

            "Helena, MT", 

            "Kalispell, MT", 

            "Lewistown, MT", 

            "Livingston, MT", 

            "Miles City, MT", 

            "Missoula, MT", 

            "Virginia City, MT", 

            "Beatrice, NE", 

            "Bellevue, NE", 

            "Boys Town, NE", 

            "Chadron, NE", 

            "Columbus, NE", 

            "Fremont, NE", 

            "Grand Island, NE", 

            "Hastings, NE", 

            "Kearney, NE", 

            "Lincoln, NE", 

            "McCook, NE", 

            "Minden, NE", 

            "Nebraska City, NE", 

            "Norfolk, NE", 

            "North Platte, NE", 

            "Omaha, NE", 

            "Plattsmouth, NE", 

            "Red Cloud, NE", 

            "Sidney, NE", 

            "Boulder City, NV", 

            "Carson City, NV", 

            "Elko, NV", 

            "Ely, NV", 

            "Fallon, NV", 

            "Genoa, NV", 

            "Goldfield, NV", 

            "Henderson, NV", 

            "Las Vegas, NV", 

            "North Las Vegas, NV", 

            "Reno, NV", 

            "Sparks, NV", 

            "Virginia City, NV", 

            "Winnemucca, NV", 

            "Berlin, NH", 

            "Claremont, NH", 

            "Concord, NH", 

            "Derry, NH", 

            "Dover, NH", 

            "Durham, NH", 

            "Exeter, NH", 

            "Franklin, NH", 

            "Hanover, NH", 

            "Hillsborough, NH", 

            "Keene, NH", 

            "Laconia, NH", 

            "Lebanon, NH", 

            "Manchester, NH", 

            "Nashua, NH", 

            "Peterborough, NH", 

            "Plymouth, NH", 

            "Portsmouth, NH", 

            "Rochester, NH", 

            "Salem, NH", 

            "Somersworth, NH", 

            "Asbury Park, NJ", 

            "Atlantic City, NJ", 

            "Bayonne, NJ", 

            "Bloomfield, NJ", 

            "Bordentown, NJ", 

            "Bound Brook, NJ", 

            "Bridgeton, NJ", 

            "Burlington, NJ", 

            "Caldwell, NJ", 

            "Camden, NJ", 

            "Cape May, NJ", 

            "Clifton, NJ", 

            "Cranford, NJ", 

            "East Orange, NJ", 

            "Edison, NJ", 

            "Elizabeth, NJ", 

            "Englewood, NJ", 

            "Fort Lee, NJ", 

            "Glassboro, NJ", 

            "Hackensack, NJ", 

            "Haddonfield, NJ", 

            "Hoboken, NJ", 

            "Irvington, NJ", 

            "Jersey City, NJ", 

            "Lakehurst, NJ", 

            "Lakewood, NJ", 

            "Long Beach, NJ", 

            "Long Branch, NJ", 

            "Madison, NJ", 

            "Menlo Park, NJ", 

            "Millburn, NJ", 

            "Millville, NJ", 

            "Montclair, NJ", 

            "Morristown, NJ", 

            "Mount Holly, NJ", 

            "New Brunswick, NJ", 

            "New Milford, NJ", 

            "Newark, NJ", 

            "Ocean City, NJ", 

            "Orange, NJ", 

            "Parsippany–Troy Hills, NJ", 

            "Passaic, NJ", 

            "Paterson, NJ", 

            "Perth Amboy, NJ", 

            "Plainfield, NJ", 

            "Princeton, NJ", 

            "Ridgewood, NJ", 

            "Roselle, NJ", 

            "Rutherford, NJ", 

            "Salem, NJ", 

            "Somerville, NJ", 

            "South Orange Village, NJ", 

            "Totowa, NJ", 

            "Trenton, NJ", 

            "Union, NJ", 

            "Union City, NJ", 

            "Vineland, NJ", 

            "Wayne, NJ", 

            "Weehawken, NJ", 

            "West New York, NJ", 

            "West Orange, NJ", 

            "Willingboro, NJ", 

            "Woodbridge, NJ", 

            "Acoma, NM", 

            "Alamogordo, NM", 

            "Albuquerque, NM", 

            "Artesia, NM", 

            "Belen, NM", 

            "Carlsbad, NM", 

            "Clovis, NM", 

            "Deming, NM", 

            "Farmington, NM", 

            "Gallup, NM", 

            "Grants, NM", 

            "Hobbs, NM", 

            "Las Cruces, NM", 

            "Las Vegas, NM", 

            "Los Alamos, NM", 

            "Lovington, NM", 

            "Portales, NM", 

            "Raton, NM", 

            "Roswell, NM", 

            "Santa Fe, NM", 

            "Shiprock, NM", 

            "Silver City, NM", 

            "Socorro, NM", 

            "Taos, NM", 

            "Truth or Consequences, NM", 

            "Tucumcari, NM", 

            "Albany, NY", 

            "Amsterdam, NY", 

            "Auburn, NY", 

            "Babylon, NY", 

            "Batavia, NY", 

            "Beacon, NY", 

            "Bedford, NY", 

            "Binghamton, NY", 

            "Bronx, NY", 

            "Brooklyn, NY", 

            "Buffalo, NY", 

            "Chautauqua, NY", 

            "Cheektowaga, NY", 

            "Clinton, NY", 

            "Cohoes, NY", 

            "Coney Island, NY", 

            "Cooperstown, NY", 

            "Corning, NY", 

            "Cortland, NY", 

            "Crown Point, NY", 

            "Dunkirk, NY", 

            "East Aurora, NY", 

            "East Hampton, NY", 

            "Eastchester, NY", 

            "Elmira, NY", 

            "Flushing, NY", 

            "Forest Hills, NY", 

            "Fredonia, NY", 

            "Garden City, NY", 

            "Geneva, NY", 

            "Glens Falls, NY", 

            "Gloversville, NY", 

            "Great Neck, NY", 

            "Hammondsport, NY", 

            "Harlem, NY", 

            "Hempstead, NY", 

            "Herkimer, NY", 

            "Hudson, NY", 

            "Huntington, NY", 

            "Hyde Park, NY", 

            "Ilion, NY", 

            "Ithaca, NY", 

            "Jamestown, NY", 

            "Johnstown, NY", 

            "Kingston, NY", 

            "Lackawanna, NY", 

            "Lake Placid, NY", 

            "Levittown, NY", 

            "Lockport, NY", 

            "Mamaroneck, NY", 

            "Manhattan, NY", 

            "Massena, NY", 

            "Middletown, NY", 

            "Mineola, NY", 

            "Mount Vernon, NY", 

            "New Paltz, NY", 

            "New Rochelle, NY", 

            "New Windsor, NY", 

            "New York City, NY", 

            "New York, NY", 

            "Newburgh, NY", 

            "Niagara Falls, NY", 

            "North Hempstead, NY", 

            "Nyack, NY", 

            "Ogdensburg, NY", 

            "Olean, NY", 

            "Oneida, NY", 

            "Oneonta, NY", 

            "Ossining, NY", 

            "Oswego, NY", 

            "Oyster Bay, NY", 

            "Palmyra, NY", 

            "Peekskill, NY", 

            "Plattsburgh, NY", 

            "Port Washington, NY", 

            "Potsdam, NY", 

            "Poughkeepsie, NY", 

            "Queens, NY", 

            "Rensselaer, NY", 

            "Rochester, NY", 

            "Rome, NY", 

            "Rotterdam, NY", 

            "Rye, NY", 

            "Sag Harbor, NY", 

            "Saranac Lake, NY", 

            "Saratoga Springs, NY", 

            "Scarsdale, NY", 

            "Schenectady, NY", 

            "Seneca Falls, NY", 

            "Southampton, NY", 

            "Staten Island, NY", 

            "Stony Brook, NY", 

            "Stony Point, NY", 

            "Syracuse, NY", 

            "Tarrytown, NY", 

            "Ticonderoga, NY", 

            "Tonawanda, NY", 

            "Troy, NY", 

            "Utica, NY", 

            "Watertown, NY", 

            "Watervliet, NY", 

            "Watkins Glen, NY", 

            "West Seneca, NY", 

            "White Plains, NY", 

            "Woodstock, NY", 

            "Yonkers, NY", 

            "Asheboro, NC", 

            "Asheville, NC", 

            "Bath, NC", 

            "Beaufort, NC", 

            "Boone, NC", 

            "Burlington, NC", 

            "Chapel Hill, NC", 

            "Charlotte, NC", 

            "Concord, NC", 

            "Durham, NC", 

            "Edenton, NC", 

            "Elizabeth City, NC", 

            "Fayetteville, NC", 

            "Gastonia, NC", 

            "Goldsboro, NC", 

            "Greensboro, NC", 

            "Greenville, NC", 

            "Halifax, NC", 

            "Henderson, NC", 

            "Hickory, NC", 

            "High Point, NC", 

            "Hillsborough, NC", 

            "Jacksonville, NC", 

            "Kinston, NC", 

            "Kitty Hawk, NC", 

            "Lumberton, NC", 

            "Morehead City, NC", 

            "Morganton, NC", 

            "Nags Head, NC", 

            "New Bern, NC", 

            "Pinehurst, NC", 

            "Raleigh, NC", 

            "Rocky Mount, NC", 

            "Salisbury, NC", 

            "Shelby, NC", 

            "Washington, NC", 

            "Wilmington, NC", 

            "Wilson, NC", 

            "Winston-Salem, NC", 

            "Bismarck, ND", 

            "Devils Lake, ND", 

            "Dickinson, ND", 

            "Fargo, ND", 

            "Grand Forks, ND", 

            "Jamestown, ND", 

            "Mandan, ND", 

            "Minot, ND", 

            "Rugby, ND", 

            "Valley City, ND", 

            "Wahpeton, ND", 

            "Williston, ND", 

            "Akron, OH", 

            "Alliance, OH", 

            "Ashtabula, OH", 

            "Athens, OH", 

            "Barberton, OH", 

            "Bedford, OH", 

            "Bellefontaine, OH", 

            "Bowling Green, OH", 

            "Canton, OH", 

            "Chillicothe, OH", 

            "Cincinnati, OH", 

            "Cleveland, OH", 

            "Cleveland Heights, OH", 

            "Columbus, OH", 

            "Conneaut, OH", 

            "Cuyahoga Falls, OH", 

            "Dayton, OH", 

            "Defiance, OH", 

            "Delaware, OH", 

            "East Cleveland, OH", 

            "East Liverpool, OH", 

            "Elyria, OH", 

            "Euclid, OH", 

            "Findlay, OH", 

            "Gallipolis, OH", 

            "Greenville, OH", 

            "Hamilton, OH", 

            "Kent, OH", 

            "Kettering, OH", 

            "Lakewood, OH", 

            "Lancaster, OH", 

            "Lima, OH", 

            "Lorain, OH", 

            "Mansfield, OH", 

            "Marietta, OH", 

            "Marion, OH", 

            "Martins Ferry, OH", 

            "Massillon, OH", 

            "Mentor, OH", 

            "Middletown, OH", 

            "Milan, OH", 

            "Mount Vernon, OH", 

            "New Philadelphia, OH", 

            "Newark, OH", 

            "Niles, OH", 

            "North College Hill, OH", 

            "Norwalk, OH", 

            "Oberlin, OH", 

            "Painesville, OH", 

            "Parma, OH", 

            "Piqua, OH", 

            "Portsmouth, OH", 

            "Put-in-Bay, OH", 

            "Salem, OH", 

            "Sandusky, OH", 

            "Shaker Heights, OH", 

            "Springfield, OH", 

            "Steubenville, OH", 

            "Tiffin, OH", 

            "Toledo, OH", 

            "Urbana, OH", 

            "Warren, OH", 

            "Wooster, OH", 

            "Worthington, OH", 

            "Xenia, OH", 

            "Yellow Springs, OH", 

            "Youngstown, OH", 

            "Zanesville, OH", 

            "Ada, OK", 

            "Altus, OK", 

            "Alva, OK", 

            "Anadarko, OK", 

            "Ardmore, OK", 

            "Bartlesville, OK", 

            "Bethany, OK", 

            "Chickasha, OK", 

            "Claremore, OK", 

            "Clinton, OK", 

            "Cushing, OK", 

            "Duncan, OK", 

            "Durant, OK", 

            "Edmond, OK", 

            "El Reno, OK", 

            "Elk City, OK", 

            "Enid, OK", 

            "Eufaula, OK", 

            "Frederick, OK", 

            "Guthrie, OK", 

            "Guymon, OK", 

            "Hobart, OK", 

            "Holdenville, OK", 

            "Hugo, OK", 

            "Lawton, OK", 

            "McAlester, OK", 

            "Miami, OK", 

            "Midwest City, OK", 

            "Moore, OK", 

            "Muskogee, OK", 

            "Norman, OK", 

            "Oklahoma City, OK", 

            "Okmulgee, OK", 

            "Pauls Valley, OK", 

            "Pawhuska, OK", 

            "Perry, OK", 

            "Ponca City, OK", 

            "Pryor, OK", 

            "Sallisaw, OK", 

            "Sand Springs, OK", 

            "Sapulpa, OK", 

            "Seminole, OK", 

            "Shawnee, OK", 

            "Stillwater, OK", 

            "Tahlequah, OK", 

            "The Village, OK", 

            "Tulsa, OK", 

            "Vinita, OK", 

            "Wewoka, OK", 

            "Woodward, OK", 

            "Albany, OR", 

            "Ashland, OR", 

            "Astoria, OR", 

            "Baker City, OR", 

            "Beaverton, OR", 

            "Bend, OR", 

            "Brookings, OR", 

            "Burns, OR", 

            "Coos Bay, OR", 

            "Corvallis, OR", 

            "Eugene, OR", 

            "Grants Pass, OR", 

            "Hillsboro, OR", 

            "Hood River, OR", 

            "Jacksonville, OR", 

            "John Day, OR", 

            "Klamath Falls, OR", 

            "La Grande, OR", 

            "Lake Oswego, OR", 

            "Lakeview, OR", 

            "McMinnville, OR", 

            "Medford, OR", 

            "Newberg, OR", 

            "Newport, OR", 

            "Ontario, OR", 

            "Oregon City, OR", 

            "Pendleton, OR", 

            "Port Orford, OR", 

            "Portland, OR", 

            "Prineville, OR", 

            "Redmond, OR", 

            "Reedsport, OR", 

            "Roseburg, OR", 

            "Salem, OR", 

            "Seaside, OR", 

            "Springfield, OR", 

            "The Dalles, OR", 

            "Tillamook, OR", 

            "Abington, PA", 

            "Aliquippa, PA", 

            "Allentown, PA", 

            "Altoona, PA", 

            "Ambridge, PA", 

            "Bedford, PA", 

            "Bethlehem, PA", 

            "Bloomsburg, PA", 

            "Bradford, PA", 

            "Bristol, PA", 

            "Carbondale, PA", 

            "Carlisle, PA", 

            "Chambersburg, PA", 

            "Chester, PA", 

            "Columbia, PA", 

            "Easton, PA", 

            "Erie, PA", 

            "Franklin, PA", 

            "Germantown, PA", 

            "Gettysburg, PA", 

            "Greensburg, PA", 

            "Hanover, PA", 

            "Harmony, PA", 

            "Harrisburg, PA", 

            "Hazleton, PA", 

            "Hershey, PA", 

            "Homestead, PA", 

            "Honesdale, PA", 

            "Indiana, PA", 

            "Jeannette, PA", 

            "Jim Thorpe, PA", 

            "Johnstown, PA", 

            "Lancaster, PA", 

            "Lebanon, PA", 

            "Levittown, PA", 

            "Lewistown, PA", 

            "Lock Haven, PA", 

            "Lower Southampton, PA", 

            "McKeesport, PA", 

            "Meadville, PA", 

            "Middletown, PA", 

            "Monroeville, PA", 

            "Nanticoke, PA", 

            "New Castle, PA", 

            "New Hope, PA", 

            "New Kensington, PA", 

            "Norristown, PA", 

            "Oil City, PA", 

            "Philadelphia, PA", 

            "Phoenixville, PA", 

            "Pittsburgh, PA", 

            "Pottstown, PA", 

            "Pottsville, PA", 

            "Reading, PA", 

            "Scranton, PA", 

            "Shamokin, PA", 

            "Sharon, PA", 

            "State College, PA", 

            "Stroudsburg, PA", 

            "Sunbury, PA", 

            "Swarthmore, PA", 

            "Tamaqua, PA", 

            "Titusville, PA", 

            "Uniontown, PA", 

            "Warren, PA", 

            "Washington, PA", 

            "West Chester, PA", 

            "Wilkes-Barre, PA", 

            "Williamsport, PA", 

            "York, PA", 

            "Barrington, RI", 

            "Bristol, RI", 

            "Central Falls, RI", 

            "Cranston, RI", 

            "East Greenwich, RI", 

            "East Providence, RI", 

            "Kingston, RI", 

            "Middletown, RI", 

            "Narragansett, RI", 

            "Newport, RI", 

            "North Kingstown, RI", 

            "Pawtucket, RI", 

            "Portsmouth, RI", 

            "Providence, RI", 

            "South Kingstown, RI", 

            "Tiverton, RI", 

            "Warren, RI", 

            "Warwick, RI", 

            "Westerly, RI", 

            "Wickford, RI", 

            "Woonsocket, RI", 

            "Abbeville, SC", 

            "Aiken, SC", 

            "Anderson, SC", 

            "Beaufort, SC", 

            "Camden, SC", 

            "Charleston, SC", 

            "Columbia, SC", 

            "Darlington, SC", 

            "Florence, SC", 

            "Gaffney, SC", 

            "Georgetown, SC", 

            "Greenville, SC", 

            "Greenwood, SC", 

            "Hartsville, SC", 

            "Lancaster, SC", 

            "Mount Pleasant, SC", 

            "Myrtle Beach, SC", 

            "Orangeburg, SC", 

            "Rock Hill, SC", 

            "Spartanburg, SC", 

            "Sumter, SC", 

            "Union, SC", 

            "Aberdeen, SD", 

            "Belle Fourche, SD", 

            "Brookings, SD", 

            "Canton, SD", 

            "Custer, SD", 

            "De Smet, SD", 

            "Deadwood, SD", 

            "Hot Springs, SD", 

            "Huron, SD", 

            "Lead, SD", 

            "Madison, SD", 

            "Milbank, SD", 

            "Mitchell, SD", 

            "Mobridge, SD", 

            "Pierre, SD", 

            "Rapid City, SD", 

            "Sioux Falls, SD", 

            "Spearfish, SD", 

            "Sturgis, SD", 

            "Vermillion, SD", 

            "Watertown, SD", 

            "Yankton, SD", 

            "Alcoa, TN", 

            "Athens, TN", 

            "Chattanooga, TN", 

            "Clarksville, TN", 

            "Cleveland, TN", 

            "Columbia, TN", 

            "Cookeville, TN", 

            "Dayton, TN", 

            "Elizabethton, TN", 

            "Franklin, TN", 

            "Gallatin, TN", 

            "Gatlinburg, TN", 

            "Greeneville, TN", 

            "Jackson, TN", 

            "Johnson City, TN", 

            "Jonesborough, TN", 

            "Kingsport, TN", 

            "Knoxville, TN", 

            "Lebanon, TN", 

            "Maryville, TN", 

            "Memphis, TN", 

            "Morristown, TN", 

            "Murfreesboro, TN", 

            "Nashville, TN", 

            "Norris, TN", 

            "Oak Ridge, TN", 

            "Shelbyville, TN", 

            "Tullahoma, TN", 

            "Abilene, TX", 

            "Alpine, TX", 

            "Amarillo, TX", 

            "Arlington, TX", 

            "Austin, TX", 

            "Baytown, TX", 

            "Beaumont, TX", 

            "Big Spring, TX", 

            "Borger, TX", 

            "Brownsville, TX", 

            "Bryan, TX", 

            "Canyon, TX", 

            "Cleburne, TX", 

            "College Station, TX", 

            "Corpus Christi, TX", 

            "Crystal City, TX", 

            "Dallas, TX", 

            "Del Rio, TX", 

            "Denison, TX", 

            "Denton, TX", 

            "Eagle Pass, TX", 

            "Edinburg, TX", 

            "El Paso, TX", 

            "Fort Worth, TX", 

            "Freeport, TX", 

            "Galveston, TX", 

            "Garland, TX", 

            "Goliad, TX", 

            "Greenville, TX", 

            "Harlingen, TX", 

            "Houston, TX", 

            "Huntsville, TX", 

            "Irving, TX", 

            "Johnson City, TX", 

            "Kilgore, TX", 

            "Killeen, TX", 

            "Kingsville, TX", 

            "Laredo, TX", 

            "Longview, TX", 

            "Lubbock, TX", 

            "Lufkin, TX", 

            "Marshall, TX", 

            "McAllen, TX", 

            "McKinney, TX", 

            "Mesquite, TX", 

            "Midland, TX", 

            "Mission, TX", 

            "Nacogdoches, TX", 

            "New Braunfels, TX", 

            "Odessa, TX", 

            "Orange, TX", 

            "Pampa, TX", 

            "Paris, TX", 

            "Pasadena, TX", 

            "Pecos, TX", 

            "Pharr, TX", 

            "Plainview, TX", 

            "Plano, TX", 

            "Port Arthur, TX", 

            "Port Lavaca, TX", 

            "Richardson, TX", 

            "San Angelo, TX", 

            "San Antonio, TX", 

            "San Felipe, TX", 

            "San Marcos, TX", 

            "Sherman, TX", 

            "Sweetwater, TX", 

            "Temple, TX", 

            "Texarkana, TX", 

            "Texas City, TX", 

            "Tyler, TX", 

            "Uvalde, TX", 

            "Victoria, TX", 

            "Waco, TX", 

            "Weatherford, TX", 

            "Wichita Falls, TX", 

            "Ysleta, TX", 

            "Alta, UT", 

            "American Fork, UT", 

            "Bountiful, UT", 

            "Brigham City, UT", 

            "Cedar City, UT", 

            "Clearfield, UT", 

            "Delta, UT", 

            "Fillmore, UT", 

            "Green River, UT", 

            "Heber City, UT", 

            "Kanab, UT", 

            "Layton, UT", 

            "Lehi, UT", 

            "Logan, UT", 

            "Manti, UT", 

            "Moab, UT", 

            "Monticello, UT", 

            "Murray, UT", 

            "Nephi, UT", 

            "Ogden, UT", 

            "Orderville, UT", 

            "Orem, UT", 

            "Panguitch, UT", 

            "Park City, UT", 

            "Payson, UT", 

            "Price, UT", 

            "Provo, UT", 

            "Saint George, UT", 

            "Salt Lake City, UT", 

            "Spanish Fork, UT", 

            "Springville, UT", 

            "Tooele, UT", 

            "Vernal, UT", 

            "Barre, VT", 

            "Bellows Falls, VT", 

            "Bennington, VT", 

            "Brattleboro, VT", 

            "Burlington, VT", 

            "Essex, VT", 

            "Manchester, VT", 

            "Middlebury, VT", 

            "Montpelier, VT", 

            "Newport, VT", 

            "Plymouth, VT", 

            "Rutland, VT", 

            "Saint Albans, VT", 

            "Saint Johnsbury, VT", 

            "Sharon, VT", 

            "Winooski, VT", 

            "Abingdon, VA", 

            "Alexandria, VA", 

            "Bristol, VA", 

            "Charlottesville, VA", 

            "Chesapeake, VA", 

            "Danville, VA", 

            "Fairfax, VA", 

            "Falls Church, VA", 

            "Fredericksburg, VA", 

            "Hampton, VA", 

            "Hanover, VA", 

            "Hopewell, VA", 

            "Lexington, VA", 

            "Lynchburg, VA", 

            "Manassas, VA", 

            "Martinsville, VA", 

            "New Market, VA", 

            "Newport News, VA", 

            "Norfolk, VA", 

            "Petersburg, VA", 

            "Portsmouth, VA", 

            "Reston, VA", 

            "Richmond, VA", 

            "Roanoke, VA", 

            "Staunton, VA", 

            "Suffolk, VA", 

            "Virginia Beach, VA", 

            "Waynesboro, VA", 

            "Williamsburg, VA", 

            "Winchester, VA", 

            "Aberdeen, WA", 

            "Anacortes, WA", 

            "Auburn, WA", 

            "Bellevue, WA", 

            "Bellingham, WA", 

            "Bremerton, WA", 

            "Centralia, WA", 

            "Coulee Dam, WA", 

            "Coupeville, WA", 

            "Ellensburg, WA", 

            "Ephrata, WA", 

            "Everett, WA", 

            "Hoquiam, WA", 

            "Kelso, WA", 

            "Kennewick, WA", 

            "Longview, WA", 

            "Moses Lake, WA", 

            "Oak Harbor, WA", 

            "Olympia, WA", 

            "Pasco, WA", 

            "Point Roberts, WA", 

            "Port Angeles, WA", 

            "Pullman, WA", 

            "Puyallup, WA", 

            "Redmond, WA", 

            "Renton, WA", 

            "Richland, WA", 

            "Seattle, WA", 

            "Spokane, WA", 

            "Tacoma, WA", 

            "Vancouver, WA", 

            "Walla Walla, WA", 

            "Wenatchee, WA", 

            "Yakima, WA", 

            "Bath, WV", 

            "Beckley, WV", 

            "Bluefield, WV", 

            "Buckhannon, WV", 

            "Charles Town, WV", 

            "Charleston, WV", 

            "Clarksburg, WV", 

            "Elkins, WV", 

            "Fairmont, WV", 

            "Grafton, WV", 

            "Harpers Ferry, WV", 

            "Hillsboro, WV", 

            "Hinton, WV", 

            "Huntington, WV", 

            "Keyser, WV", 

            "Lewisburg, WV", 

            "Logan, WV", 

            "Martinsburg, WV", 

            "Morgantown, WV", 

            "Moundsville, WV", 

            "New Martinsville, WV", 

            "Parkersburg, WV", 

            "Philippi, WV", 

            "Point Pleasant, WV", 

            "Princeton, WV", 

            "Romney, WV", 

            "Shepherdstown, WV", 

            "South Charleston, WV", 

            "Summersville, WV", 

            "Weirton, WV", 

            "Welch, WV", 

            "Wellsburg, WV", 

            "Weston, WV", 

            "Wheeling, WV", 

            "White Sulphur Springs, WV", 

            "Williamson, WV", 

            "Appleton, WI", 

            "Ashland, WI", 

            "Baraboo, WI", 

            "Belmont, WI", 

            "Beloit, WI", 

            "Eau Claire, WI", 

            "Fond du Lac, WI", 

            "Green Bay, WI", 

            "Hayward, WI", 

            "Janesville, WI", 

            "Kenosha, WI", 

            "La Crosse, WI", 

            "Lake Geneva, WI", 

            "Madison, WI", 

            "Manitowoc, WI", 

            "Marinette, WI", 

            "Menasha, WI", 

            "Milwaukee, WI", 

            "Neenah, WI", 

            "New Glarus, WI", 

            "Oconto, WI", 

            "Oshkosh, WI", 

            "Peshtigo, WI", 

            "Portage, WI", 

            "Prairie du Chien, WI", 

            "Racine, WI", 

            "Rhinelander, WI", 

            "Ripon, WI", 

            "Sheboygan, WI", 

            "Spring Green, WI", 

            "Stevens Point, WI", 

            "Sturgeon Bay, WI", 

            "Superior, WI", 

            "Waukesha, WI", 

            "Wausau, WI", 

            "Wauwatosa, WI", 

            "West Allis, WI", 

            "West Bend, WI", 

            "Wisconsin Dells, WI", 

            "Buffalo, WY", 

            "Casper, WY", 

            "Cheyenne, WY", 

            "Cody, WY", 

            "Douglas, WY", 

            "Evanston, WY", 

            "Gillette, WY", 

            "Green River, WY", 

            "Jackson, WY", 

            "Lander, WY", 

            "Laramie, WY", 

            "Newcastle, WY", 

            "Powell, WY", 

            "Rawlins, WY", 

            "Riverton, WY", 

            "Rock Springs, WY", 

            "Sheridan, WY", 

            "Ten Sleep, WY", 

            "Thermopolis, WY", 

            "Torrington, WY", 

            "Worland, WY"

        ]

    },

    "Uruguay":{

        "cities":[]

    },

    "Uzbekistan":{

        "cities":[]

    },

    "Vanuatu":{

        "cities":[]

    },

    "Venezuela":{

        "cities":[]

    },

    "Vietnam":{

        "cities":[]

    },

    "Yemen":{

        "cities":[]

    },

    "Zambia":{

        "cities":[]

    },

    "Zimbabwe":{

        "cities":[]

    }

}








libs/libs/myFileAndFolder.py

__author__ = 'joel'

__version__ = '1.0'



#from op_libs.constants import FILE_COPIED, FILE_COPY_FAILED

import os, shutil, datetime, re, io, sys, codecs, ntpath

READONLY = 'r'

WRITE = 'w'

APPEND = 'a'

READWRITE = 'r+'



sys.stdout = codecs.getwriter("utf-8")(sys.stdout.detach())



#=======================================================================

#           FUNCTIONS THAT WILL WORK ON BOTH FOLDER and FILE

#=======================================================================

def move(src, dst, overwrite=True):

    if not os.path.exists(src):

        return False

    else:

        try:

            if os.path.isfile(dst): #is file

                if overwrite:

                    #delete existing file in destination folder

                    os.remove(dst)

                else: #rename exisiting file in destination folder

                    unixtimestamp = os.path.getmtime(dst)

                    timestamp = datetime.datetime.fromtimestamp(unixtimestamp).strftime('%Y-%m-%d-%H-%M-%S')

                    filename = ntpath.basename(dst)

                    newfilename = '{}_{}'.format(filename, timestamp)

                    os.rename(os.path.join(dst), os.path.join(ntpath.dirname(dst), newfilename))

            else:

                filename = ntpath.basename(src)

                if os.path.isfile(os.path.join(dst, filename)): #a folder so we have to check if the file already exists

                    if overwrite:

                        #delete existing file in destination folder

                        os.remove(os.path.join(dst, filename))

                    else: #rename exisiting file in destination folder

                        unixtimestamp = os.path.getmtime(os.path.join(dst, filename))

                        timestamp = datetime.datetime.fromtimestamp(unixtimestamp).strftime('%Y-%m-%d-%H-%M-%S')

                        newfilename = '{}_{}'.format(filename, timestamp)

                        os.rename(os.path.join(dst, filename), os.path.join(dst, newfilename))

            shutil.move(src, dst)

            return True

        except:

            return False

    

def copy(src, dst):

    if not os.path.exists(src):

        return False

    try:

        if os.path.isfile(src): #is file

            shutil.copy(src, dst)

            return True

        else:

            shutil.copytree(src, dst)

            return  True

    except:

        return False



def delete(src):

    if not os.path.exists(src):

        return None

    if os.path.isfile(src): #is file

        try:

            os.remove(src)

            return True

        except:

            return False

    else:

        try:

            shutil.rmtree(src)

            return True

        except:

            return False

    

    

#=======================================================================

#                         FOLDER FUNCTIONS ONLY

#=======================================================================

def getdir(path, type='all', filter=[], printlist=False):

    #filter is a list of dictionary

    #example: [{'endswith':'.jpeg'}]

    if not os.path.isdir(path):

        return False

    FolderContentUnsorted = os.listdir(path)

    all = []

    folders = []

    files = []

    if FolderContentUnsorted:

        FolderContent = sorted(FolderContentUnsorted)

        if printlist: print('{}\n{} contains the following items: TYPE: {}; FILTER: {}\n{}'.format('='*80,path,type,filter,'='*80))

        for item in FolderContent:

            addthis = False

            if filter:

                for filterset in filter:

                    modifiedfilter = filterset

                    modifiedfilter = modifiedfilter.replace('.', '\.')

                    modifiedfilter = modifiedfilter.replace('*', '.*')

                    filterSearch = re.compile('^'+modifiedfilter+'$')

                    compareResult = filterSearch.match(item)

                    if compareResult:

                        addthis = True

                        break

            else:

                addthis = True

            if addthis:

                tupleItem = (item, {})

                itemdatetime = os.path.getmtime(os.path.join(path, item))

                timestamp = '{}'.format(datetime.datetime.fromtimestamp(itemdatetime)).split('.')[0]

                if os.path.isfile(os.path.join(path, item)):

                    tupleItem[1]['type']='file'

                    tupleItem[1]['size']=os.path.getsize(os.path.join(path, item))

                    tupleItem[1]['date']=timestamp

                else:

                    tupleItem[1]['type']='dir'

                    tupleItem[1]['date']=timestamp

                all.append(tupleItem)

                if tupleItem[1]['type']=='dir':

                    folders.append(tupleItem)

                else:

                    files.append(tupleItem)

                if printlist: print(tupleItem)

        if printlist: print('='*80)

    else:

        if printlist: print('\n{} is empty, no files/subfolder found!\n'.format(path))

    if type=='all': return all

    if type=='file': return files

    if type=='dir': return folders

    

#=======================================================================

#                           FILE FUNCTIONS ONLY

#=======================================================================

def openfile(filepath, mode=READONLY):

    if os.path.isfile(filepath): #is file

        objFile = codecs.open(filepath, mode, 'utf-8')

        return objFile

    else:

        return False



        

def closefile(objFile):

    objFile.closed



    

def readfile(filepath, mode=READONLY):

    file = openfile(filepath)

    if file:

        read_data = file.read()

        file.closed

        return read_data

    else:

        file.closed

        return False

    '''

    if os.path.isfile(filepath): #is file

        with open(filepath, mode) as file:

            read_data = file.read()

        file.closed

        return read_data

    else:

        return False

    '''

        

def writefile(filepath, filedata, newFile=False, newLine=True, utf8=False):

    try:

        if newFile:

            fileMode = 'w'

            newLine = False

        else:

            fileMode = 'a'

        if not utf8:

            with open(filepath, fileMode) as file:

                if newLine:

                    file.writelines(filedata)

                else:

                    file.write(filedata)

        else:

            with io.open(filepath, fileMode, encoding='utf8') as file:

                if newLine:

                    file.write('\n{}'.format(filedata))

                else:

                    file.write(filedata)

        return True

    except:

        return False

        

    

def isReady(filepath):

    try:

        os.rename(filepath, filepath)

        return True

    except:

        return False

        



def isExists(filepath):

    if os.path.exists(filepath):

        return True

    else:

        return False

        





    

if __name__ == "__main__":

    #dirlist = dir('D:/test006-mixed', type='file', filter=['.pdf', '.py'])

    #dirlist = dir('D:/test006-mixed/K23599_Corrections_Sue')

    #dirlist = dir('D:/test006-mixed', type='all', filter=[{'has':'Joel'}], printlist=True)

    #dirlist = dir('D:/test006-mixed', type='all', filter=[{'has':'a'}, {'has':'e'}, {'has':'i'},{'has':'o'},{'has':'u'}], printlist=True)

    #dirlist = dir('D:/test006-mixed', type='all', filter=['*.htm', '*.pdf'], printlist=True)

    #dirlist = dir('D:/test006-mixed', filter=['*.htm', '*.pd*'], printlist=False)

    #dirlist = dir(r'D:\test006-mixed\Cross and the Crescent STUDY _files', filter=['*zip*'], printlist=True)

    print(move(r'D:\OfficeWork\Programming\Python\ICE_AutoDownload\Downloads\envgeo_invalid.go.xml'))

    '''

    dirlist = dir('D:/test006-mixed')

    for x in dirlist:

        print(x)

    '''






libs/libs/myLogging.py

import os, datetime



def log(logmessage, logfile='%Y-%m-%d.log', showprint=True, newline=True):

    today = datetime.datetime.now()

    if "%" in logfile:

        #format as date

        logfile = '{}'.format(today.strftime(logfile))

    else:

        logfile = logfile

    if not logfile.endswith('.log'):

        logfile = '{}.log'.format(logfile)

    if not os.path.exists('LogFile'): os.makedirs('LogFile')

    myfile = open(os.path.join('LogFile', logfile), "a+")

    if newline:

        formattedmsg = '{} {}'.format(today.strftime('%Y-%m-%d (%H:%M:%S)'), logmessage.replace('\n', '\n' + (' ' * 22)))

    else:

        formattedmsg = logmessage.replace('\n', '\n' + (' ' * 22))

        

    if newline:

        myfile.write(formattedmsg + '\n')

    else:

        myfile.write(formattedmsg)

    myfile.close()

    if showprint==True:

        if newline:

            print(formattedmsg, flush=True)

        else:

            print(formattedmsg, end=' ', flush=True)

    

if __name__ == "__main__":

        log('this is a test log\nand a carriage return\nand another\nand another\nand another\nand another\nand another\nand another', 'logfile')

        log('this is a test log\nand a carriage return\nand another\nand another\nand another\nand another\nand another\nand another', '%b', False)
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         High quality medical assistance and preventive strategies, including pursuing a healthy lifestyle, result in a progressively growing percentage of older people. The population and workforce is aging in all countries of the world. It is widely recognized that older individuals show an increased susceptibility to infections and a reduced response to vaccination suggesting that the aged immune system is less able to react and consequently protect the organism. The SARS-CoV-2 pandemic is dramatically showing us that the organism reacts to novel pathogens in an age-dependent manner. The decline of the immune system observed in aging remains unclear. We aimed to understand the role of B cells. We analysed peripheral blood from children (4-18 years); young (23-60 years) and elderly (65-91 years) by flow cytometry. We also measured antibody secretion by ELISA following a T-independent stimulation. Here we show that the elderly have a significant reduction of CD27dull memory B cells, a population that bridges innate and adaptive immune functions. In older people, memory B cells are mostly high specialized antigen-selected CD27bright. Moreover, after in vitro stimulation with CpG, B cells from older individuals produced significantly less IgM and IgA antibodies compared to younger individuals. Aging is a complex process characterized by a functional decline in multiple physiological systems. The immune system of older people is well equipped to react to often encountered antigens but has a low ability to respond to new pathogens.
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         Background: Severe Acute Respiratory Syndrome (SARS) corona virus (CoV) infections are a serious public health threat because of their pandemic-causing potential. This work is the first to analyze mRNA expression data from SARS infections through meta-analysis of gene signatures, possibly identifying therapeutic targets associated with major SARS infections.

Methods: This work defines 37 gene signatures representing SARS-CoV, Middle East Respiratory Syndrome (MERS)-CoV, and SARS-CoV2 infections in human lung cultures and/or mouse lung cultures or samples and compares them through Gene Set Enrichment Analysis (GSEA). To do this, positive and negative infectious clone SARS (icSARS) gene panels are defined from GSEA-identified leading-edge genes between two  icSARS-CoV derived signatures, both from human cultures. GSEA then is used to assess enrichment and identify leading-edge icSARS panel genes between icSARS gene panels and 27 other SARS-CoV gene signatures. The meta-analysis is expanded to include five MERS-CoV and three SARS-CoV2 gene signatures. Genes associated with SARS infection are predicted by examining the intersecting membership of GSEA-identified leading-edges across gene signatures.

Results: Significant enrichment (GSEA p<0.001) is observed between two icSARS-CoV derived signatures, and those leading-edge genes defined the positive (233 genes) and negative (114 genes) icSARS panels. Non-random significant enrichment (null distribution p<0.001) is observed between icSARS panels and all verification icSARSvsmock signatures derived from human cultures, from which 51 over- and 22 under-expressed genes are shared across leading-edges with 10 over-expressed genes already associated with icSARS infection. For the icSARSvsmock mouse signature, significant, non-random significant enrichment held for only the positive icSARS panel, from which nine genes are shared with icSARS infection in human cultures. Considering other SARS strains, significant, non-random enrichment (p<0.05) is observed across signatures derived from other SARS strains for the positive icSARS panel. Five positive icSARS panel genes, CXCL10, OAS3, OASL, IFIT3, and XAF1, are found across mice and human signatures regardless of SARS strains.

Conclusion: The GSEA-based meta-analysis approach used here identifies genes with and without reported associations with SARS-CoV infections, highlighting this approach’s predictability and usefulness in identifying genes that have potential as therapeutic targets to preclude or overcome SARS infections.
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         Type I interferons (IFN) as a part of the innate immune system have an outstanding importance as antiviral defense cytokines that stimulate innate and adaptive immune responses. Upon sensing of pattern recognition particles (PRP) such as nucleic acids, IFN secretion is activated and induces the expression of interferon stimulated genes (ISGs). Uncontrolled constitutive activation of the type I IFN system can lead to autoinflammation and autoimmunity. Interferonopathies are monogenic diseases with persistent upregulation of ISGs, resulting in autoinflammatory and autoimmune phenotypes. They are caused by mutations in genes which are involved in sensing or metabolism of intracellular nucleic acids. Many authors described mechanisms of type I IFN secretion upon DNA damage, including the formation of micronuclei or cytosolic chromatin fragments. Hereditary cutaneous DNA damage syndromes share phenotypic features also seen in autoimmune disorders, hence a potential role of DNA-damage-induced type I IFN secretion seems likely.
Here, we want to summarize possible mechanisms of IFN induction in cutaneous DNA damage-syndromes with defects in the DNA double-strand repair and nucleotide excision repair. We review recent publications referring to Ataxia teleangiectasia, Bloom syndrome, Rothmund-Thomson syndrome, Werner syndrome, Huriez-syndrome and Xeroderma pigmentosum. Furthermore, we want to discuss the role of type I IFN in cancer and these syndromes.
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         Abstract
Background: Previous observational studies have shown an association between smoking and coronary artery disease (CAD) in patients with diabetes. Whether this association reflects causality remains unestablished. This study aimed to explore the causal effect of smoking on CAD in patients with diabetes.
Methods: Genetic signatures for smoking were extracted from a large genome-wide association study (GWAS), consisted of up to 1.2 million participants. Four smoking phenotypes were included: smoking initiation, cigarettes per day, age at initiation of regular smoking, and smoking cessation. Genetic associations with CAD in patients with diabetes were extracted from another GWAS, which included 15,666 participants (3,968 CAD cases and 11,696 controls). The analyses were performed using the univariable and multivariable Mendelian randomization (MR) method.
Results: MR analysis revealed that smoking initiation was positively related to CAD risk in patients with diabetes (OR = 1.373, 95% CI = 1.170 – 1.611, P = 9.96 × 10-5), but this association was attenuated when adjusted for body mass index (BMI) (OR = 1.290, 95% CI = 1.082 – 1.539, P = 0.004). Age at initiation of regular smoking was negatively related to CAD in patients with diabetes (OR = 0.187, 95% CI = 0.065 – 0.538, P = 0.002), but this association became insignificant when adjusted for education attainment (EA). 
Conclusions: This study supported the causal effect of smoking initiation and age at initiation of regular smoking on CAD risk in patients with diabetes. Additionally, this effect might be partially mediated by BMI and EA, respectively.
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         Small yellow croaker (Larimichthys polyactis), a benthic fish species widely distributed in the Northwest Pacific Ocean, plays an important role in the fishery catch of coastal countries. A large amount of dead small yellow croaker floated on the sea surface near 30.2°N, 125.3°E in the East China Sea on 19 February 2017, and more than 9,000 kilograms were caught by fishermen, which had never been recorded before. This study aims to investigate the dynamic causes of this sudden death event based on available in-situ, satellite and modelling data. The event occurred near the overwintering ground of small yellow croaker, where a majority of these fish assembled in winter. There were persistent ocean fronts at target site with average intensity of 0.05 ℃/km at sea surface and bottom in February 2017, which was the strongest in the past 5 years from 2015 to 2019. The fronts provided nutrients and food to fish, and the intense gradients prevented fish from crossing, thus forming “water barriers” to restrict the horizontal movement of fish. Due to enhanced convection, the water was well-mixed, enabling the demersal croaker to float to sea surface. The sea temperature was particularly warm in winter 2017, but then experienced a significant drop by more than 4.5 ℃ in 40 days according to satellite and modelling datasets due to the northerly wind and the southeastward movement of cold eddy. The drop of temperature led to ‘cold shock’ of fish, affecting their physiological regulation and survival. Under the combined influence of these factors, a large number of small yellow croaker died and aggregated near the target site. This paper has a great reference value for further study on the living habits of small yellow croaker and their responses to marine dynamic changes.
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       Publicly available datasets were analyzed in this study. This data can be found here: <b>The wind data are obtained from CCMP, https://www.remss.com/measurements/ccmp/. The satellite temperature data of GHRSST can be found from NCEI, https://www.ncei.noaa.gov/data/oceans/ghrsst/L4/GLOB/UKMO/OSTIA/2017/. The HYCOM data used in this study are publicly available, which can be found in the https://hycom.org/dataserver/gofs-3pt1/analysis. The measured temperature data are from Zhejiang Ocean and Fisheries Bureau, which are not publicly available and further inquiries can contact the corresponding author. The SLA data are obtained from http://marine.copernicus.eu/. The bathymetry data near the coast of Zhejiang Province are provided by the Zhejiang Province Ocean and Fisheries Bureau, and data for the other areas were obtained from the ETOPO1 dataset (https://ngdc.noaa.gov/mgg/global/global.html). The model data of Wu et al. (2011) are not publicly available, further inquiries can be directed to the corresponding author.</b>.
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         Dissolved oxygen (DO) impairment within coastal waters is widespread and rising temperatures may exacerbate low DO levels by enhancing organic matter (OM) degradation. Here, the temperature sensitivity of OM degradation was investigated as DO decay rates determined during standard five-day biochemical oxygen demand (BOD) measurements conducted under different incubation temperatures. Sampling was conducted in the Waccamaw River watershed, South Carolina, a blackwater river with extensive forested wetland that also receives drainage from stormwater detention ponds associated with coastal development, thus providing different sources of contrasting OM composition. Temperature sensitivities were measured as Q10 temperature coefficients, which define how DO decay rates change with 10 degrees of warming. The average Q10 value for the wetland sites (2.14 ± 0.41) was significantly greater (p = 0.004) than those measured in either the River (1.49 ± 0.36) or stormwater ponds (1.41 ± 0.21). Furthermore, using Intergovernmental Panel on Climate Change intermediate-to-very high temperature estimates for 2100 of +2.7 – 4.4 °C, average predicted increases in DO decay rates for wetlands (~22-39 %) are more than double the River (~11-18 %) and stormwater pond rates (~9-16 %). Our findings for inland, coastal waters agree with previous results for soils, suggesting that temperature sensitivities are variable across sites and increase with more complex, lower quality OM. Future modeling scenarios of DO utilization must therefore consider the influence of OM heterogeneity and the temperature sensitivity response of OM degradation across sources and region to better predict how climate change may impact oxygen impairment in aquatic ecosystems.
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Editorial on the Research Topic 


Novel biomarkers and extracellular vesicles in endocrine hypertension and related disorders












The search for novel or complementary biomarkers, including extracellular vesicles (EVs) or exosomes, is a highly active research field (1). Biomarkers, EVs and EV-cargos have been suggested to be highly useful for patient’s stratification, diagnosis, and prognosis for endocrine hypertension, and also for cardiovascular and renal disorders (1, 2).






EVs have been highlighted for their potential as a form of liquid biopsy that contains multiple types of “cargo” including cell-specific miRNA species and proteins. EVs have enormous potential for identification of novel metabolic and pathophysiological mechanisms affecting cardiovascular health, biomarker discovery and to advance in development of novel therapeutic strategies. Urinary exosomes are of particular interest since they can be isolated from urine in a non-invasive fashion and from large volumes of low concentration samples (3). Both standard analytical methods and high-throughput omics technologies have been applied in (urinary) EV biomarker research (4), leading to the identification of novel regulatory pathways and also the discovery of several potential EV-based biomarkers for a range of diseases, including cancer and chronic diseases (5).






This Research Topic covers recent research in urinary EVs and novel biomarkers associated to endocrine hypertension, primary aldosteronism (PA) and renal diseases (2). It consists of two reviews, two original research manuscripts and a perspective.






The review by Wu et al. “Using human urinary extracellular vesicles to study physiological and pathophysiological states and regulation of the sodium chloride cotransporter” provides a brief overview of the state-of-the-art, challenges and knowledge gaps in current uEV-based analyses, with a focus on the application of uEVs to study the “renal-K+ switch” and the thiazide-sensitive sodium chloride cotransporter (NCC) regulation. They also provide recommendations regarding biospecimen handling, processing, and reporting requirements to improve experimental reproducibility of studies associated to discover uEV-derived biomarkers in arterial hypertension and clinical practice. The authors reported the use of uEVs as a tool to assess NCC abundance and activity in a variety of human studies has provided insight to the relative roles of K+ and mineralocorticoids in NCC regulation and its potential pitfalls associated to age, sex, and states of disease.






In the review by Araos and Amador “Neutrophil Gelatinase Associated- Lipocalin as an Immunomodulator in Endocrine Hypertension” the link between neutrophil gelatinase-associated lipocalin (NGAL) and endocrine hypertension is discussed with a focus on PA. Possible regulators and mechanisms are discussed in detail with particular attention paid to the role of NGAL as an immunomodulator. In the last decade, studies have shown that NGAL is required to develop aldosterone-induced hypertension and is associated with end-organ damage (6). NGAL has multiple origins, from epithelial cells to immune cells, is modulated by microRNAs and transported by extracellular vesicles which support its use as a biomarker for endocrine hypertension due to increased circulating aldosterone (7). The authors reviewed in detail the supportive evidence arising from recent studies in the area that support a role for MR-dependent activation in antigen-presenting cells (APCs) and induction of NGAL. APC-derived NGAL promotes differentiation and recruitment of Th lymphocytes, through the release of specific mediators indicating a pathway for MR regulation of Th lymphocytes (6). Given that NGAL has been found in EVs, it adds a novel route of communication and mechanism of this lipocalin in its role as pro-inflammatory and pro-fibrotic mediator, either via MR or independent of MR, highlighting its role in endocrine hypertension morbidity.






The original manuscript from Bertolone et al. “Proteomic analysis of urinary extracellular vesicles highlights specific signatures for patients with Primary Aldosteronism”, showed that UEVs are molecular biomarkers associated to PA characterization highlighting decreased expression of AQP1 and AQP2 in PA compared with essential hypertension (EH). They studied the proteome of UEVs from patients with PA and essential hypertension EH patients, and identified specific molecular indicators associated with pathophysiological features of PA, including those related to either aldosterone producing adenoma (APA) or bilateral primary aldosteronism (BPA). Using proteomic analysis of UEVs the authors identified differences in water reabsorption proteins such as AQP1 and AQP2 in PA, and specific proteomic signatures in APA vs BPA.






The original manuscript by Carotti et al. “Involvement of ceramide biosynthesis in increased extracellular vesicle release in Pkd1 knock out cells” they found a role of EVs associated to Autosomal Dominant Polycystic Kidney Disease (ADPKD) that is an inherited disorder characterized by the development of renal cysts, which frequently leads to renal failure. Using Pkd1 deficient mouse cells of both the distal convoluted tubule (DCT) and inner medullary collecting duct (IMCD), the authors demonstrated a significant increase in EV release in Pkd1-/- mDCT15 and mIMCD3 cells, with respect to the wild type cells. Elevated EV release was associated with changes in the purinergic signaling and ceramide biosynthesis enzymes, suggesting the involvement of the DCT in the EV-mediated ADPKD progression and points to the induction of ceramide biosynthesis as an underlying molecular mechanism. These findings highlight the role of purinergic activity and the biosynthesis of ceramide in EVs generation in TCD and CD, which have the potential to promote renal failure and further arterial hypertension and other cardiovascular symptoms observed in patients with kidney alterations.






Finally, the perspective from Friso et al. “Urinary extracellular vesicles carry valuable hints through mRNA for the understanding of endocrine hypertension” enlighten the reader about the state-of-the-art and the possible future use of uEVs transcriptomics to build our understanding of the pathophysiology of hypertension, as well as, diagnostic-prognostic approaches. UEVs are now well recognized as a valuable source of information about the originating tissues, that can be obtained through a readily available non-invasive procedure. Urinary EVs can carry protein and nucleic acids, especially RNA, and therefore represent a unique way to perform gene expression analysis of a tissue strictly related to the pathophysiology of arterial hypertension such as the kidney (3). In this perspective, Friso et al. highlight to advance uEVs transcriptomics and proteomics to reach a deeper knowledge on the physiology and pathophysiology of arterial hypertension, especially mineralocorticoid-dependent hypertension, than eventually would lead to the design of more specific diagnostic-prognostic strategies.






In summary, this Research Topic is focused on advances in EVs, particularly uEVs, in humas and mice models associated to endocrine hypertension and kidney pathology. The series of manuscripts on this topic emphasize uEVs as useful biological tool to reveal proteins or molecular signatures related to specific disease etiologies. The EV-cargo reflects the molecular content of the parent cells from which they are released and thus carry cell specific markers from every segment of the nephron and urogenital tract (8). Paired with the non-invasive collection of a large quantity of sample exosomes, are thus ideal for evaluating the health status of these systems, and have great potential as multiplex-biomarkers associated with key subtypes of hypertension and renal disease (3, 8) (

Figure 1

). Further studies investigating the regulatory mechanisms associated to EV release, EV-cargo and paracrine or endocrine cell-cell communication are warranted to advance in the use of uEVs in the diagnosis, prognosis and potential treatment of different diseases affecting the cardiovascular system as well as many renal disorders.
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Figure 1 | 

Extracellular vesicles (EVs), either plasma or urinary EVs are a novel biological tool to identify proteins or EV molecular signatures (RNA, miRNA, proteins) useful for novel research and biomarker discovery associated to hypertension, cardiovascular and renal diseases.
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Introduction






Aggressive behavior among college students is a concerning issue that not only affects the mental health and personal development of those involved but also poses a threat to societal stability. Existing literature has consistently demonstrated a positive correlation between childhood maltreatment and aggressive behavior. However, the specific mechanisms through which childhood maltreatment leads to aggressive behavior remain unclear. This study aims to explore the impact of childhood maltreatment on aggressive behavior among college students and to examine the mediating roles of authenticity and alexithymia in this relationship. 
















Methods






To investigate these relationships, we conducted an online survey among 1,148 Chinese college students. Participants completed the Childhood Trauma Questionnaire-Short Form (CTQ-SF), Authenticity Scale, Toronto Alexithymia Scale (TAS-20), and 12-item Aggression Questionnaire (12-AQ). These instruments allowed us to measure the variables of interest and to analyze the potential mediating effects of authenticity and alexithymia. 
















Results






The findings of our study indicate that both authenticity and alexithymia mediate the positive relationship between childhood maltreatment and aggressive behavior. Specifically, the mediating effect of authenticity was 0.04 (95% CI [0.01, 0.06]), while that of alexithymia was 0.10 (95% CI [0.07, 0.13]). Moreover, we observed a chain-mediating effect involving both authenticity and alexithymia, with a chain-mediating effect of 0.03 (95% CI [0.02, 0.05]). 
















Conclusions






This study demonstrates that childhood maltreatment can positively predict aggressive behavior in college students, and this relationship is mediated individually and sequentially by authenticity and alexithymia. Our findings contribute valuable insights to the existing research on aggressive behavior and provide a theoretical framework for developing interventions aimed at reducing aggressive behaviors among college students.
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1 Introduction






Aggressive behavior, also known as offensive behavior, is a goal directed motivational behavior that intentionally causes physical injury or psychological pain to others, rather than doing so accidentally or unconsciously (1). With the frequent occurrence of a series of incidents including criminal behavior, campus violence, and dating violence among college students (2–4), aggressive behavior in this group has become a focal issue in academic research. A survey showed that approximately one-third of Chinese college students exhibit a tendency towards moderate or higher levels of aggressive behavior (5). The World Health Organization’s report shows that approximately 37% of global violent crimes are committed by individuals aged 15-29, including the college student population (6). Meanwhile, aggressive behavior poses significant risks, not only to the victims’ physical and mental health (7, 8), but also to the aggressors themselves, impairing their personality development (9, 10) and contributing to higher crime rates (11, 12). Therefore, it is necessary to explore the influencing factors and mechanisms behind aggressive behavior among college students.






Childhood maltreatment refers to actions by individuals who have a duty to care for and supervise a child, which are sufficient to cause actual or potential harm to the child’s health, survival, growth, development and dignity (13). In China, the overall prevalence of college students having experienced one or more forms of childhood maltreatment—including sexual abuse, emotional abuse, physical abuse, emotional neglect, and physical neglect—is 64.7% (14). In line with Ecological Systems Theory, childhood maltreatment, functioning as a microsystem, will exert an immediate negative influence on an individual’s development, leading to aggressive behavior among college students (15, 16). Previous research confirms that college students who have endured childhood maltreatment often exhibit lower levels of self-esteem, well-being, and security, as well as higher levels of anxiety and depression, which are risk factors for aggression (17–20). Other empirical evidence directly demonstrates that childhood maltreatment is a significant risk factor for aggressive behavior among college students (21, 22). Furthermore, Attachment Theory suggests that the relational patterns between a child and their caregivers are gradually internalized as schemas of self-other relationships, influencing an individual’s attitudes and behaviors towards others (23). College students who have experienced childhood maltreatment are more likely to develop insecure styles of adult attachment, manifesting as attachment anxiety and attachment avoidance (24). Meanwhile, previous research has demonstrated that these negative relational patterns more readily lead to anger and hostility toward others, thereby increasing aggressive behavior (25, 26). Therefore, this study posits that childhood maltreatment positively predicts aggressive behavior in college students.






Authenticity is often defined as the sense of being true to one’s real self (27). According to Self-Determination Theory, individuals are considered authentic when their behaviors are autonomous and reflect their true selves (28, 29). Childhood abuse experiences can decrease an individual’s sense of authenticity. This occurs because individuals who experience neglect or abuse from their parents are more likely to ignore or suppress their true thoughts and emotions, thereby developing a pattern of inauthentic self-expression (30, 31). Consistently, Li and Bi found that excessive control by parents can diminish the authenticity of Chinese college students (32). Theran and Han demonstrated that emotional maltreatment by parents could positively predict inauthenticity in female college students (33). Meanwhile, based on the Meaning Maintenance Model, low authenticity can diminish an individual’s sense of meaning (34). When individuals interact with others, they are more inclined to restore their sense of meaning through aggressive behaviors (35). Some evidence indicates that a threat to the sense of meaning can foster hostility and aggressive behavior (36, 37). Importantly, a cross-sectional study conducted by Pinto and associates revealed that individuals with lower levels of authentic living are more likely to exhibit aggressive responses (38). In conjunction with Self-Determination Theory, this suggests that childhood abuse can reduce an individual’s sense of meaning by diminishing their authenticity, thereby increasing the likelihood of the individual engaging in aggressive behavior.






Alexithymia is a relatively stable personality construct, primarily characterized by difficulties in identifying feelings, difficulties in describing feelings, and an externally oriented style of thinking (39, 40). Therefore, alexithymia may mediate the relationship between childhood maltreatment and aggressive behavior in college students (41). On one hand, childhood abuse may hinder the growth and development of brain structures related to emotions, thereby affecting the development of emotional processes (42). Studies have validated that individuals who endured repeated physical or verbal mistreatment by their parents during childhood often display anomalies in the hippocampus and prefrontal cortex (43–45). Additionally, based on the Self-defense Mechanism Hypothesis, the experience of abuse and neglect is often intolerable for children, leading them to be more inclined to adopt emotional numbing or dissociation as a defensive mechanism for self-protection (46). This evidence suggests that childhood abuse is a risk factor for the development of alexithymia. On the other hand, alexithymia impedes an individual’s capacity for empathy towards others and the recognition of one’s own emotions, thus blocking the channels for expressing and dissipating anxiety or anger (47, 48). When individuals encounter interpersonal conflicts, they may find it difficult to adopt effective stress-coping strategies to alleviate the conflict, which increases the likelihood of aggressive behavior. As a result, those with pronounced alexithymia are at a higher risk of exhibiting aggressive actions. Ample evidence indicates that higher levels of alexithymia are associated with increased aggressive behavior (49, 50), a finding supported by neurobiological evidence (51).






Self-alienation is an important dimension of authenticity, which refers to a subjective experience of not knowing who one is and being disconnected from one’s core self (52). This suggests that individuals with lower levels of authenticity often find it difficult to discern their true thoughts and express their true feelings, which can lead to increased alexithymia (53). Meanwhile, the General Aggression Model (GAM) suggests that distal environmental factors can influence aggressive behavior by altering an individual’s personality traits (54). According to the GAM, childhood maltreatment, authenticity, alexithymia, and aggressive behavior in college students may form a comprehensive process leading to aggression. In other words, childhood maltreatment, as a distal environmental factor, hampers individuals from authentically expressing themselves and living genuinely, exacerbating difficulties in recognizing and expressing emotions and leading to the development of alexithymia (30, 46). Alexithymia, in turn, hinders individuals from employing appropriate coping strategies to resolve conflicts and regulate negative emotions, thereby leading to aggressive behavior (47). Based on this, the present study posits that childhood maltreatment may influence aggressive behavior through a chain mediation effect involving authenticity and alexithymia.






Previous research has found varying degrees of correlation between childhood maltreatment, authenticity, alexithymia, and aggressive behavior. Additionally, authenticity and alexithymia are both considered mediating factors in the relationship between childhood maltreatment and aggressive behavior, with low authenticity potentially exacerbating alexithymia. Based on these studies, authenticity and alexithymia may not only independently mediate the relationship between childhood maltreatment and aggressive behavior in college students but may also exhibit a chain-mediated effect. This study aims to explore this psychological mechanism through a cross-sectional questionnaire survey (N = 1,148) among Chinese college students.














2 Materials and methods












2.1 Participants






Considering that Chinese universities organize and manage students in classes (approximately 50 students per class), we employed a cluster sampling method, using university class as the sampling unit. A total of 1,200 students were recruited from four universities in Hunan Province, China. Participants received the survey link on the Credamo platform after providing informed consent. They voluntarily initiated the questionnaire after reading the introduction on the homepage and had the option to withdraw from the study at any time. After excluding 52 invalid responses (failed the attention check or provided patterned responses), the final sample size consisted of 1,148 participants. The basic information of the sample is presented in 

Table 1

. Upon submitting the questionnaire, all participants were compensated with 3 RMB (approximately 0.42 USD).








Table 1 | 

Distribution of sample characteristic.
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The study complied with the Declaration of Helsinki and approved by the Institutional Review Board of corresponding author’s institution. Before commencing the research, we reached out to the administrative authorities of the schools involved and secured authorization for the questionnaire survey, as well as obtained informed consent from the student participants. The participants are all over the age of 18, therefore they are capable of making independent decisions without the consent of a guardian. All participants voluntarily participated in the survey after fully understanding the purpose, methods, potential risks and benefits of the study.














2.2 Measures












2.2.1 Childhood maltreatment






Childhood maltreatment was measured using the Childhood Trauma Questionnaire-Short Form (CTQ-SF) developed by Bernstein et al. (55), which was revised into Chinese version by Zhao et al. (56). The scale is widely used and has good reliability and validity (56–58). The questionnaire comprises 28 items, of which 25 are clinical items, including five subscales: sexual abuse, emotional abuse, physical abuse, emotional neglect, and physical neglect. All items were rated on a scale of 1 to 5 (1 = never to 5 = always), with higher scores indicating greater childhood maltreatment. In this study, the Cronbach’s alpha coefficient for this questionnaire was 0.90, and the Cronbach’s alpha coefficients for the five subscales were 0.90, 0.78, 0.86, 0.85 and 0.75, respectively, indicating good reliability.














2.2.2 Authenticity






Authenticity was measured using the Authenticity Scale developed by Wood et al. (59), which was revised into Chinese version by Song et al. (60). The scale is widely used for measuring individual authenticity and has good reliability and validity (32, 60, 61). The scale consists of 12 items, which are divided into three subscales: authentic living, self-alienation and accepting external influence. All items were rated on a scale of 1 to 7 (1 = strongly disagree to 7 = strongly agree), with higher scores indicating greater authenticity. In this study, the Cronbach’s alpha coefficient for this scale was 0.81, and the Cronbach’s alpha coefficients for the three subscales were 0.76, 0.76 and 0.85, respectively, indicating good reliability.














2.2.3 Alexithymia






Alexithymia was measured using The Toronto Alexithymia Scale (TAS-20) developed by Taylor et al. (62), which was revised into Chinese version by Yuan et al. (63). The scale has been used by many researchers to measure individual alexithymia and has good reliability and validity (12, 63–65). The scale comprises 20 items, which are organized into three subscales: difficulties in identifying feelings, difficulties in describing feelings, and external-oriented thinking. All items were rated on a scale of 1 to 5 (1 = strongly disagree to 5 = strongly agree), with higher scores indicating greater alexithymia. In our study, the Cronbach’s alpha coefficient for this scale was 0.88, and the Cronbach’s alpha coefficients for the three subscales were 0.76, 0.80 and 0.78, respectively, indicating good reliability.














2.2.4 Aggressive behavior






Aggressive Behavior was measured using the 12-item Aggression Questionnaire (12-AQ) developed by Bryant and Smith (66), which was revised into Chinese version by Zhang et al. (67). The scale is widely used for measuring individual level of aggression and has good reliability and validity (67–69). This questionnaire comprises four subscales: physical attacks, verbal attacks, anger and hostility. All items were rated on a scale of 1 to 5 (1 = strongly disagree to 5 = strongly agree), with higher scores indicating more aggressive behavior. In this study, the Cronbach’s alpha coefficient for this scale was 0.88, indicating good internal consistency. The Cronbach’s alpha coefficients for the four subscales were 0.74, 0.69, 0.68 and 0.76, respectively, indicating good reliability.
















2.3 Data analysis






Descriptive statistics, correlation analysis, and mediation effect tests were conducted using SPSS 23.0. Initially, we conducted a common method bias test. Subsequently, we compiled descriptive statistics and calculated the correlation coefficients for the key variables. Finally, we employed Model 6 from the PROCESS macro within SPSS 23.0 to assess serial mediation and the significance of the serial mediation effect was tested using the Bootstrap method (70).
















3 Results












3.1 Common method bias test






The Harman single-factor test was employed to examine common method bias. The results indicated that 13 factors had eigenvalues greater than 1, and the variance explained by the first unrotated factor was 21.89% (less than the critical threshold of 40%). Thus, common method bias in our study was not serious.














3.2 Descriptive statistics and correlation analysis






The results of the descriptive statistics and correlation analyses for our focal variables were presented in 

Table 2

. Childhood maltreatment was negatively correlated with authenticity (r = -0.30, p < 0.001), and was positively correlated with alexithymia (r = 0.42, p < 0.001) and aggressive behavior (r = 0.36, p < 0.001). Authenticity was negatively correlated with alexithymia (r = -0.45, p < 0.001) and aggressive behavior (r = -0.32, p < 0.001). Furthermore, alexithymia was positively correlated with aggressive behavior (r = 0.45, p < 0.001). These correlations among the variables are consistent with our hypotheses.








Table 2 | 

Descriptive statistics and correlations among focus variables.
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3.3 Mediating analysis






Model 6 of the PROCESS macro was conducted to test the mediation effects of authenticity and alexithymia. The standardized coefficients for each pathway are shown in 

Figure 1

. After controlling for gender and age, the total effect of childhood maltreatment on aggressive behavior was significant (β = 0.37, t = 13.25, p < 0.001). This indicates that childhood maltreatment can positively predict aggressive behavior.
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Figure 1 | 

Standardized path coefficients of research model. N = 1,148. ***p < 0.001 (two-tailed).











Furthermore, as shown in 

Tables 3

 and 

4

, childhood maltreatment was negatively related to authenticity (β = -0.30, t = -10.86, p < 0.001), and authenticity was negatively related to aggressive behavior (β = -0.12, t = -4.17, p < 0.001). The bias-corrected non-parametric bootstrap method indicated that the indirect effect of authenticity was significant (Estimate = 0.04, SE = 0.01, 95%CI [0.01, 0.06]). This indicates that authenticity plays a mediating role in the relationship between childhood maltreatment and aggressive behavior.








Table 3 | 

The analytic results of serial mediation model.
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Table 4 | 

The mediating role of authenticity and alexithymia.
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Childhood maltreatment was positively related to alexithymia (β = 0.31, t = 12.00, p < 0.001), and alexithymia was positively related to aggressive behavior (β = 0.32, t = 10.47, p < 0.001). The bias-corrected non-parametric bootstrap method indicated that the indirect effect of alexithymia was significant (Estimate = 0.10, SE = 0.01, 95%CI [0.07, 0.13]). This indicates that alexithymia plays a mediating role in the relationship between childhood maltreatment and aggressive behavior.






Importantly, authenticity was negatively related to alexithymia (β = -0.36, t = -13.57, p < 0.001). The bias-corrected non-parametric bootstrap method revealed that the serial indirect effect was significant (Estimate = 0.03, SE = 0.01, 95%CI [0.02, 0.05]). This indicates that authenticity and alexithymia play a chain mediation role in the relationship between childhood maltreatment and aggressive behavior.






Meanwhile, the direct effect of childhood maltreatment on aggressive behavior remained significant (β = 0.20, t = 6.80, p < 0.001).






Additionally, we employed the Monte Carlo Power Analysis for Indirect Effects (https://schoemanna.shinyapps.io/mc_power_med/) to examine the statistical power of the chain mediating effect analysis in this study (71). When the sample size was set to the actual number in this study (N = 1148) and the variable correlation coefficients were based on the actual findings, the results indicated a power of 1, suggesting that the sample size for the chain mediating analysis in this study is sufficient.
















4 Discussion






The current study investigated the relationship between childhood maltreatment and aggressive behavior among Chinese college students, examining the mediating roles of authenticity and alexithymia. Our findings indicate that childhood maltreatment can predict aggressive behavior in college students both directly and through a chain-mediated indirect pathway involving authenticity and alexithymia.






Firstly, we found a close association between childhood maltreatment and aggressive behavior among college students. This finding further validates Ecological Systems Theory. As a microenvironmental factor, childhood maltreatment promotes aggressive behavior in individuals, and this negative impact can persist into adulthood. Based on Attachment Theory, this is because individuals who have been abused internalize this negative interpersonal relationship pattern, leading them to more easily experience attachment anxiety and attachment avoidance, which subsequently triggers aggressive behavior. This finding is consistent with previous studies (18, 72). For instance, Chen and colleagues conducted a survey on 809 Chinese college students and found that emotional abuse during childhood can positively predict aggression (73).






Secondly, our study demonstrated that authenticity partially mediates the relationship between childhood maltreatment and aggressive behavior among college students, as hypothesized. On one hand, we confirmed a significant negative correlation between childhood maltreatment and authenticity among college students, consistent with the Self-Determination Theory (28). When individuals’ feelings and behaviors expressed in interactions with caregivers are not acknowledged or supported, it intensifies self-doubt and self-denial, making individuals less inclined to express their true selves. To survive and minimize harm, individuals may present an inauthentic self and comply with behaviors that hinder the development of authenticity (29). On other hand, authenticity showed a negative correlation with aggressive behavior among college students, aligning with the Meaning Maintenance Model. Low authenticity reduces an individual’s self-worth, life meaning, and life satisfaction (74, 75), triggering compensatory behaviors for meaning. Hostility, bias, and aggression have been identified as common compensatory mechanisms (35, 36). Consequently, individuals with lower authenticity are more prone to engaging in aggressive behaviors.






Furthermore, our results indicated that alexithymia partially mediates the relationship between childhood maltreatment and aggressive behavior. Two meta-analysis studies suggest that childhood maltreatment is a risk factor for alexithymia (76, 77). This impact may be achieved through two pathways: physiological (affecting brain structures with emotional function) and psychological (emotional numbing as a self-protecting mechanism) (43, 44, 46). Meanwhile, alexithymia hinders college students from engaging effectively in social interactions, impeding the development of interpersonal relationships. Specifically, due to their deficits in emotional awareness and expression, as well as lower empathy levels (78, 79), they struggle to adopt adaptive strategies (such as calm communication) to resolve problems in stressful interpersonal interactions (32), there-by exacerbating aggressive behaviors.






Lastly and more importantly, this study provides preliminary evidence of a chain-mediating effect of authenticity and alexithymia in the association between child-hood maltreatment and aggressive behavior. Within the framework of the GAM, individuals who experienced childhood maltreatment tend to suppress the expression of their true selves to avoid negative consequences. While this adaptive response may temporarily function, the long-term development of a “false self” (80) under this pattern may hinder the recognition and expression of emotions, leading to alexithymia. Sequent, suppressed emotions and feelings do not dissipate with age; instead, they may sensitize individuals to perceive (perhaps nonexistent) threats, triggering excessive self-protective mechanisms and aggression towards others. These findings further expand the GAM and provide important insights into the occurrence of aggressive behavior among college students.














5 Contributions






Our research has the following contributions. Firstly, although there is evidence that childhood maltreatment increases aggressive behavior in college students, the psychological mechanisms underlying this process still need to be further investigated. To our knowledge, almost no studies have yet explored how childhood maltreatment, authenticity, and alexithymia collectively influence aggressive behavior in college students. We explained this mechanism through a chain mediation model, which helps to deepen our understanding of the relationship between childhood maltreatment and aggressive behavior.






Secondly, our research further supports the Ecological Systems Theory. The findings reveal that a negative family environment (childhood maltreatment) can have a detrimental impact on individual development. This impact is not only current and temporary but can also extend into early adulthood.






Finally, our research also further supports the GAM. The GAM emphasizes that environmental factors can influence aggressive behavior through personality factors. Consistent with the assumptions of GAM, our study reveals that abuse from parents or guardians can promote alexithymia by suppressing authenticity, which in turn increases an individual’s aggressive behavior. This deepens our understanding of the formation mechanisms of individual aggressive behavior.














6 Implications






This study holds significant educational and societal implications. It highlights the lasting impact of childhood maltreatment on individual development, stressing the importance of early prevention and intervention at both family and community levels. It suggests that public awareness around parenting practices and the potential harm of neglect or harsh treatment should be increased, with a broader emphasis on providing accessible education and training on positive parenting techniques.






Moreover, this research sheds light on factors contributing to aggressive behaviors commonly observed among college students, offering insights for future interventions. For educators, understanding and recognizing the emotional needs of students with a history of maltreatment is crucial in creating a supportive environment that encourages these individuals to express their authentic selves. Special attention and targeted intervention should be directed toward individuals exhibiting alexithymia, aiming to reduce the incidence of aggressive behaviors and promote both mental and physical well-being within the student population.














7 Limitations and future direction






This study has several limitations. Firstly, it conceptualizes childhood maltreatment as a unified construct without distinguishing between its different subtypes, which may vary in their impact—such as emotional abuse having potentially stronger effects than physical abuse. Future research could explore and discuss these differences through comparative analyses of different maltreatment types. Secondly, this study relies on cross-sectional data to examine the mediation analysis. While this approach allows us to identify associations between variables, it does not establish causal relationships. Future studies employing longitudinal or cross-lagged designs would be valuable to confirm the directionality of the effects observed in this study and to provide a more robust understanding of the underlying mechanisms. Thirdly, the reliance on self-report methods for participants to recall past maltreatment experiences may be susceptible to memory biases. Future research could integrate multiple assessment methods, such as implicit association tests, to complement self-report data. Lastly, exploring other potential mediating or moderating variables, such as intolerance of uncertainty or self-pity, could provide additional insights.














8 Conclusions






			

Childhood Maltreatment positively predicts aggressive behavior among college students.






			

Authenticity mediates the relationship between childhood maltreatment and aggressive behavior.






			

Alexithymia mediates the relationship between childhood maltreatment and aggressive behavior.






			

Authenticity and Alexithymia play the serial mediating role in the relationship between childhood maltreatment and aggressive behavior.
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