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People are increasingly exposed to science and political information from social media.
One consequence is that these sites play host to “alternative influencers,” who spread
misinformation. However, content posted by alternative influencers on different social
media platforms is unlikely to be homogenous. Our study uses computational methods to
investigate how dimensions we refer to as audience and channel of social media platforms
influence emotion and topics in content posted by “alternative influencers” on different
platforms. Using COVID-19 as an example, we find that alternative influencers’ content
contained more anger and fear words on Facebook and Twitter compared to YouTube.
We also found that these actors discussed substantively different topics in their COVID-19
content on YouTube compared to Twitter and Facebook. With these findings, we discuss
how the audience and channel of different social media platforms affect alternative
influencers’ ability to spread misinformation online.
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INTRODUCTION

People are increasingly exposed to science and political information from social media (Brossard and
Scheufele, 2013), while traditional sources of information, such as television and newspapers, are
increasingly ceding their share of the information marketplace. As a result, online platforms provide
new opportunities to educate the public (Sugimoto and Thelwall, 2013) but have also become
playgrounds for misinformation (Syed-Abdul et al., 2013) and manipulation (Lewis, 2018).
Individuals who post political and science information on social media vary widely in their
expertise and intentions. While social media empower non-expert actors to make contributions
to debates with traditionally undervalued expertize in local knowledge and community preferences
(Wynne, 1992), they also increase the ability of ill-intentioned actors (i.e., alternative influencers) to
the circulation of empirically false claims, such as the vaccine-autism link (Kata, 2012).

Research into political and scientific misinformation is an active research area which has explored
patterns of misinformation use and effects on individuals. However, one major gap in that literature
is a theoretically-informed accounting of how communication platforms, such as Facebook,
YouTube, or Twitter, fundamentally differ from one another and how those differences affect
the information available there. The content of social media platforms, we argue, is in part a function
of differences in audience makeup and user interactions. Together, these two factors affect the
structure of the information that actors choose to post with respect to what content they post and
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how they present the content (Hiaeshutter-Rice, 2020). This study
uses this framework to begin building theoretically-informed
expectations of informational differences across platforms,
drawing on COVID-19 content posted by actors known to
spread misinformation.

Though we know that alternative influencers (Lewis, 2018)
spread science and political misinformation on social media, and
that social media platforms shape information in different ways,
we have very little understanding, both in theory and in practice,
of how platforms and actors intersect to influence what
information the public is exposed to on social media. That is,
content posted by alternative influencers on different social media
platforms is unlikely to be homogenous. Instead, platform
differences are likely to alter the emotion and associated topics
discussed by alternative influencers, features known to affect
public attitudes and trust in science and politics (Cobb, 2005;
Brader, 2006; Nisbet et al., 2013; Hiaeshutter-Rice, 2020). Given
increasing concern during the COVID-19 pandemic about the
deleterious effects that social media content is having on
democratic society and public health, understanding how
different social media platforms shape and circulate content
produced by actors known to spread misinformation is vital
for unpacking how some segments of the public become
misinformed about controversial issues including COVID-19
(Pew Research Center, 2015), as well as shed light on how to
slow the spread of misinformation online.

CONTENT DIFFERENCES ACROSS
COMMUNICATION PLATFORMS

Communication Platforms
There is more information available to individuals now than at
any point in history, a fact that will likely remain true for all future
points in time. Yet where people can access information is also
vitally important because communication platforms shape the
structure of information. For example, Wikipedia may be very
similar to a physical encyclopedia, but the capacity for editing and
hyperlinking means that information on Wikipedia is structured
differently than a physical book can be. Communication
platforms differ fundamentally from one to another, and those
differences have consequences for the content and structure of
information communicated via that platform. Importantly, these
informational differences can shape public knowledge and beliefs.
Despite this, most scholarship into misinformation has relied
on investigations of single communication platforms. These
studies are not invaluable, far from it, and we have learned a
great deal about how individual platforms operate. However, this
limitation has consequently masked the realities of the entire
information ecosystem. In part, this has been a function of
limitations of data collection. We have an abundance of
information about platforms from which data is easier to
collect, such as Twitter. Yet overreliance on these platforms
limits our understanding and ability to make claims about
media ecosystems more broadly, and in particular about how
information moves across platforms (Thorson et al., 2013). While
some authors have looked at communication across platforms
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(e.g., Bossetta, 2018; Golovchenko et al., 2020; Lukito, 2020), we
argue that there are still gaps in the literature for a systematic
analysis of the underlying structures of the communication
ecosystem and the corresponding consequences on content
(Bode and Vraga, 2018). Here, we outline how different
dimensions of platforms structure content (Hiaeshutter-Rice,
2020), followed by a discussion of how this content affects
belief in misinformation online.

Platform Audiences and Channels

Although platforms do not exist independently of one another,
they are distinct in how they are constructed and used (Segerberg
and Bennett, 2011; Hiaeshutter-Rice, 2020). Platform differences
are, we argue, vital to understanding differences in information
across platforms. In this paper, we propose two relevant
dimensions to consider: audience and channel. This is a new
framework which we propose as a way to think about how
information on platforms is shaped by the ways content
creators view a platform’s technical features and their intended
use. Much like a political campaign, content creators develop
their messages and information with a platform’s audience and
channel in mind, which necessarily has consequences on content.
By defining the audience and channel of platforms, we can move
toward building expectations about content differences between
platforms. As we move into our explanation, we also want to note
that these are wide categorizations rather than discrete
components of a platforms.

A platform’s audience can range from narrow to broad,
referring to the homogeneity of the recipients. Broader
audiences may be characterized by diversity with respect to
political partisanship, age, racial demographics, location, or
other interests, while narrow audiences are more similar in
their demographic makeup or beliefs. We should note that
broad does not mean large but instead refers to degree of
diversity. Further, a platform’s audience is defined by the
content creator’s perceptions, not necessarily how the platform
functions as a whole. We provide specific examples below.

Platforms we categorize as narrow audiences are ones where
the audience of users are largely made-up of a constrained set of
beliefs, ideologies, or partisanship. For instance, the audience of
the Twitter account of a sports team is likely to be made up of fans
of that team. This broadly applies to users on platforms as a
whole. A broad audience is one that has a larger and, potentially at
times, conflictual set of beliefs and preferences. Thus, platforms
like Facebook and Twitter have narrow audiences. While these
social media platforms have wide and diverse user bases, regular
direct exposure to an account on Facebook or Twitter is
predicated on following that account." Actors on Facebook
and Twitter can be reasonably assured that their content is

'Of course, the other way that individuals see content is to be algorithmically
exposed to it through interactions by their connections. For instance, if User A
follows User B and User B follows User C, who is not followed by User A,
sometimes User A will see User C’s content even though they do not follow them.
As we are primarily interested in how the initial user creates content, this type of
indirect exposure is of less interest for our project.
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largely being viewed by the interested users and that they are
incentivized to tailor that content to the narrower range of
interests that their audiences want (Wang and Kraut, 2012). In
comparison to Facebook or Twitter, we characterize YouTube as
a broad audience platform (Igbal, 2020). Though users have the
option to follow content on YouTube, they are exposed to a much
wider range of content creators as they use the site. This is in part
because YouTube provides access to content through at least
three distinct modes. The first is direct connection with users,
such as subscribing to an account. The second is goal-oriented
exposure, such as searching for specific content without
necessarily a specific content creator in mind. Finally, users
are also exposed to content through recommendations, such as
popular content on the main page and along the side of a playing
video as well as videos playing automatically after the one being
watched ends. It is notably the second and third mechanisms
which we theorize encourages content that resonates with a
broader audience. For content creators on broad audience
platforms, their videos are being shown to a much wider and
more diverse audience than they might otherwise encounter on a
different social media platform. We argue that content creators
on YouTube are thus incentivized, indeed financially so, to tailor
their content to a wide range of audiences. Differences in the
perceived audience of a platform may affect the content and
presentation of information. For example, content on platforms
with narrower audiences may focus on emotions and topics that
are more motivating to one’s loyal base, while content on
platforms with broader audiences may use emotions and
content with wider appeal.

The other important dimension of a platform is the degree to
which actors must share the attention of the audience. Here, we
refer to the channel of the platform, which may be independent
(free of interaction from other, possibly opposing, actors) or
shared (in which creators must anticipate and respond to
others). Importantly, this is not a binary classification, but
rather represents a range perceived by users of the platform.
For example, Facebook and Twitter are shared channel
platforms because other users can quickly respond to what
creators post in both their own spaces and on the creator’
page directly. Yet Twitter is likely more shared than
Facebook; for instance, opposing political candidates have
regularly and directly engaged with each other on Twitter
but have not connected to a similar degree on Facebook
(such as Hillary Clinton telling Donald Trump on Twitter to
“delete your account” during the 2016 United States Presidential
Election). YouTube is a more independent channel than
Facebook and Twitter because the content of the video
cannot be interrupted by other actors, but it is less
independent than traditional broadcast television because of
the ability to post comments under a video. Whether the
platform has a more shared channel, in which content
creators compete for attention, or a more independent
channel, in which their messages are largely uncontested, is
likely to affect the content of their messages. For example,
content in shared channels may include more emotional cues
that attract audience attention or respond about topics raised by
others, compared to content in more independent channels.

Platform Effects on Misinformation

We note that there are myriad other influences that may drive
differences in content across communication platforms,
including business practices, curation methods, and economic
incentives (Thorson and Wells, 2016; Caplan and Gillespie,
2020). Further, we are not prescribing hard and fast rules as
to how platforms operate. Instead, we offer a theoretically-
informed framework for thinking about platform differences
and which dimensions may influence the content and
information that is produced. These are based on our read of
the vast extant literatures on how platforms are used instead of,
rather than one study or source of descriptive data specific data
source or study. Moreover, we are attempting to be specific what
components of a platform fit into which category. For instance,
we consider Facebook to be a narrow and shared platform when it
comes to users posting content to their pages, whereas paying for
an advertisement through the Facebook interface would likely be
narrow and independent as the structure of that communication
is different. Classifying platforms by their audience and channel
offers an initial framework for building theoretically informed
expectations about content differences across platforms. We
therefore apply this structure to our investigation of alternative
influencers’ COVID-19 content to build understanding of what
platform audiences and channels may have enabled or minimized
the spread of misinformation during a global pandemic.

Content Differences Across Platforms and

Misinformation

Actors’ awareness of platforms differences with respect to
audience and channel are likely to affect the content of the
information they post on different platforms. That is, the
content that actors share on two platforms is likely to be
different even if it is about the same issue. Two differences
that are particularly relevant to the spread of misinformation
on social media are 1) the emotional cues in messages,
particularly anger and anxiety or fear, and 2) content
differences, referring to the surrounding topics prevalent to
content about a specific issue.

Emotion

Emotions can be broadly defined as brief, intense mental states
that reflect an evaluative response to some external stimulus
(Lerner and Keltner, 2000; Nabi, 2003). Content that contains
emotional cues or language is more attention grabbing, leading to
greater online viewing, than non-emotional content (Most et al.,
2007; Maratos, 2011; Bail, 2016). This is particularly the case for
high-arousal emotions, such as awe, anger, or anxiety (Berger and
Milkman, 2012). In the context of misinformation research,
investigating the appraisal tendencies and motivations
associated with discrete emotions has been particularly fruitful
with respect to anger and anxiety or fear (Nabi, 2010; Weeks,
2015). Anger is experienced as a negative emotion in response to
an injustice, offense, or impediment to one’s goals, and is
characterized by an “approach” tendency or motivation to act
(Nabi, 2003; Carver and Harmon-Jones, 2009). Similar to anger
in their negative valance, the related emotions of anxiety and fear
are aroused in response to a threat of harm, encounter with an
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unknown, or anticipation of something negative (Carver and
Harmon-Jones, 2009; Nabi, 2010; Weeks, 2015). In contrast to
anger, though, anxiety and fear are characterized by “avoidance”
tendencies or a lack of motivation to engage, confront, or act
(Carver and Harmon-Jones, 2009; Weeks, 2015). Both anger and
fear are known to be associated with misinformation sharing and
belief, so investigating their prevalence in content posted by
alternative influencers on different platforms offers insight into
the role that audience and channel may play in distributing
misinformation online.

Emotion and Misinformation Spread on Social Media
Both anger and anxiety or fear have been tied to information
behaviors that spread misinformation on social media. Angry
individuals are more likely to selectively expose themselves to
content that reinforces prior beliefs or identities (MacKuen et al.,
2010), a behavior that increases the likelihood of being exposed to
false information online (Garrett et al., 2016). In addition, anger-
inducing content online is more likely to be clicked (Vargo and
Hopp, 2020) and circulated (Berger and Milkman, 2012; Hasell
and Weeks, 2016) than less emotional content. Like anger, fear or
anxiety cues increase attention to content (Ali et al., 2019; Zhang
and Zhou, 2020) and can promote the circulation of
misinformation. For example, in the absence of consistent,
credible information about extreme events like natural
disasters, anxiety and fear can facilitate the spread of rumors
and misinformation on social media as individuals seek
information to alleviate uncertainties (Oh et al, 2010). But
fear and anxiety have also been deployed strategically to bring
attention to and spread false information; by intentionally
provoking fear, doubt, and uncertainty in their online content,
anti-vaccine activists sow confusion and misperceptions about
vaccines (Kata, 2012). Similarly, conspiracy theories,
characterized by paranoia, distrust, and fear supposedly
powerful groups posing some threat, are spread widely on
social media because users are encouraged to engage with
conspiratorial content (Aupers, 2012; Prooijen, 2018; Katz and
Mays, 2019).

The emotions of anger and anxiety or fear can promote
information behaviors that spread misinformation because
they increase attention to and engagement with the content.
Consequently, this can lead to increased visibility of an
influencers content (e.g., clicks on content or sharing on one’s
own account). These information behaviors may be particularly
desirable for actors posting content on shared channel platforms,
where actors compete with many others to convey their messages.
That said, such strategies may also be used on independent
channel platforms. In sum, the use of anger and fear language
increases engagement with content, and such language might be
unevenly distributed across platforms with different audiences
and channels.

Emotion and (Mis) Information Processing

Importantly, these emotions not only affect attention and
sharing behaviors but also affect how individuals evaluate
information. Attaching emotions to information facilitates
that information’s retrieval from memory (Nabi et al., 2018)

Platform Effects on Misinformation

and affects cognitive processing (Kithne and Schemer, 2015; Lee
and Chen, 2020; Chen et al.,, 2021). Angry individuals are more
likely to rely on heuristic or biased information processing that
support their prior beliefs, leading to greater belief in identity-
supporting misinformation (Weeks, 2015). In addition, angry
individuals are more likely to perceive content as hostile to their
political beliefs or positions (Weeks et al., 2019), which may
motivate them to dismiss or counter argue accurate
information. In contrast to anger, anxious individuals engage
in less biased information processing (Weeks, 2015) and are
instead inclined to seek additional information (MacKuen et al.,
2010). However, it has been noted in some health contexts that
fear-inducing content without efficacy information may lead to
reactance or information avoidance (Maloney et al., 2011).
Thus, while there may be some boundary conditions
regarding the intensity of fear or anxiety, in general
individuals are more likely to reach accurate conclusions
about information when they are anxious or fearful, as
compared to when they are angry, due to the different ways
these emotions motivate information processing (Nabi, 2010;
Weeks, 2015).

In the context of alternative influencers’ COVID-19 content,
investigating platform differences in emotional language may
offer insight into where individuals are exposed to
misinformation and why they may be inclined to believe it.
The differences in information processing tendencies
associated with these emotions (anger vs. fear as we discussed
above) could influence content differences across platforms. On
platforms with narrow audiences comprised of users who actively
choose to follow content, anger-inducing language may mobilize
a loyal base. In contrast, content with fear and anxiety cues may
be more engaging on platforms with wider audiences, as it could
draw users, who are not yet persuaded of a position, to an actor’s
content as a means of seeking further information. However,
actors could use similar emotional strategies across different
platforms to maximize engagement and reach. Given little
prior literature to support these predictions, we ask the
following research questions whose answers will aid us in
building theoretically-informed expectations regarding how
emotional language may be shaped by the channel and
audience of platforms.

RQl: How does the proportion of anger language in
alternative influencers’ COVID-19 content differ between
platforms with different audience and channel (YouTube vs.
Facebook vs. Twitter)?

RQ2: How does the proportion of fear language in alternative
influencers’ COVID-19 content differ between platforms with
different audience and channel (YouTube vs. Facebook vs.
Twitter)?

Content Differences

Differences in platform audience and channel may additionally
drive differences in the topics within content about the same issue
across platforms. That is, the substance of actors’ content is
expected to differ by platform, even when that content is
ostensibly on a single issue.
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The topics an actor discusses on a platform may vary based on
their perceived audience (narrow or broad) and the channel of the
platform on which they are posting (independent or shared).
Even when discussing the same issue, actors may emphasize
shared identities or concerns on platforms with wide audience
(e.g., Americans, infection rates) and narrower identities or
interests on platforms with narrower audiences (e.g,
opposition to local lawmakers). Topics in content may also
differ between platforms with shared and independent
channels; an actor must respond to others’ arguments,
concerns, or questions on a shared channel platform, but is
less motivated to do so on a more independent platform.
Thus, not only the emotionality, but the topics in content an
actor posts are likely to differ across platforms with different
audiences and channels.

Importantly, these content differences may alter how
audiences react to issues, which could have effects on attitudes
and accuracy (Chong and Druckman, 2010). For example, work
on climate change news coverage has shown that content which
features skeptical positions alongside consensus positions leads to
less accurate beliefs about climate change than content which
emphasizes scientists’ views (Dunwoody and Kohl, 2017).
Politicizing cues can shift attitudes about scientific topics
because evoking partisan identities and values leads individuals
to follow partisan elites over other experts, even if those positions
are incorrect (Bolsen and Druckman, 2018). Alternatively,
emphasizing narratives about “naturalness” can reduce support
for vaccination and GM foods (Blancke et al., 2015; Bradshaw
et al., 2020; Hasell and Stroud, 2020). In sum, the language and
topics that are discussed alongside an issue may influence
peoples’ conceptualization or interpretation of that issue.

For these reasons, differences in the topics in alternative
influencers’ COVID-19 content across platforms are important
to understand. The presence of content differences means that
individuals exposed to content posted by these actors across
different platforms may come away with systematically
different information and attitudes. Identifying the extent to
which topic differences in content are driven a platforms’
audience and channel may help us uncover the roles that
different platforms play in spreading misinformation.
However, while we expect that the prevalence of different
topics will vary by platform in COVID-19 content posted by
alternative influencers, we are unsure what those differences may
be. We therefore ask the following research question:

RQ3: How does alternative influencers’ COVID-19 content, as
observed via the prevalence of associated topics, differ between
platforms with different audience and channel (YouTube vs.
Facebook vs. Twitter)?

The Present Study

In this study, we address gaps in extant literature concerning how
platforms affect the structure of information by investigating how
alternative influencers’ content about COVID-19 differs with
respect to emotion and topics across different social media
platforms. Here we collect and analyze a novel dataset of
content posted by actors who are infamous for spreading

Platform Effects on Misinformation

misinformation (Lewis, 2018) from Facebook, Twitter, and
YouTube. We investigate platform differences using dictionary
methods and structural topic modeling. In doing so, we advance
the field’s theoretical understanding about misinformation online
and explicate the roles that platform audience and channel play in
shaping information online.

MATERIALS AND METHODS

Data Collection

We collected data from Lewis’s (2018, Appendix B) list of
“alternative influencers,” actors who are known to share
misinformation online. There are total of 66 alternative
influencers which represent numerous ideologies from
“classical liberal” to “conservative white nationalist” (see
Figure 1 in Lewis, 2018). The people on this list are not media
elites. In fact, as Lewis described, the list focuses on political
influencers from both the extreme left and the right wing. Some
are professors, while majority are individual content creators who
founded their own talk shows or vlogs on YouTube (see
Appendix A in Lewis, 2018 paper for biographical information
on these influencers). We searched for the alternative influencers’
accounts on three platforms: Twitter, YouTube, and Facebook.
We could not collect data from all influencers on all platforms;
some did not have accounts with all platforms, others had been
banned or de-platformed, while others had “private” settings on
their accounts. Among these 66 influencers, 77% had YouTube
accounts, 38% had Facebook accounts, and 56% had Twitter
accounts from which we were able to collect data. Though starting
dates varied by platform (we had Twitter data from 2008,
Facebook from 2012, and YouTube from 2008), we were able
to collect all publicly available data posted by these users on all
platforms through mid-November 2020. Supplementary Table
S1 in the supplemental materials lists all accounts from which we
collected data.

To collect all Facebook posts made by these influencers we
used CrowdTangle, a third-party platform that provides
researchers with historical data for public content on
Facebook pages (content that has been removed either by the
user or by Facebook are not included in the dataset). The
CrowdTangle API, owned by Facebook, is marketed as
containing all posts for public facing Facebook pages.
Though we are relying on their API to produce results, we
feel reasonably confident that the data collected is as close to, if
not actually, population level data for these pages. The data we
collected includes the text of the post, the engagement metrics,
date the post was made, unique ID for the post, as well as various
other metrics that we do not use here.

Twitter data was collected using a two-step process. The first
was to use the Python package “snscraper” to collect a list of URLs
for up to 50,000 tweets by each account. We then used the Python
package “tweepy” to crawl through the list of URLs and download
the relevant components of the tweet. This includes the screen
name of the account, the text of the tweet (which includes any
links), the date the tweet was sent, Twitter’s unique ID for the
tweet, and the number of retweets.
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TABLE 1 | # of influencers and posts/videos.

Platform # of influencers # Data range
that have account  of posts/videos collected

Facebook 28 299,995 posts 2012-2020

Twitter 39 609,042 posts 2008-2020

YouTube 51 42,684 videos 2008-2020

To collect all the YouTube videos that were posted by these
influencers, we used a YouTube Application Programming
Interface (API) wrapper from GitHub developed by Yin and
Brown (2018).> This wrapper allows researchers to collect all the
videos that were posted by a channel and all the video-level
information such as video description, the number of views, likes,
and shares. We then used the Python open-source package,
youtube-transcript-api, to collect all the transcripts of each
video. Around 10% of the video does not have transcripts
available either because the videos were censored or due to
content creators’ privacy settings.

Both the Twitter and Facebook APIs as well as the YouTube
transcript script produce .csv files with each post/video being
represented by a row. The text of the post is contained in its own
cell with the corresponding metadata (date published, author,
etc.) in separate cells. This allows us to cleanly analyze the textual
content of the posts without having to remove superfluous
information.

Table 1 describes the number of posts/videos we collected
from each platform, and how many influencers we were able to
find for each platform. In our analyses, we only included the
alternative influencers who were active on the platforms we were
comparing (discussed further below), so that our results reflected
platform differences, not user differences.

In this paper, we focus on the textual features of these posts
and videos and thus we did not collect the visual content of the
YouTube videos, Twitter, and Facebook posts. The audio
information in YouTube videos is partially captured by the
transcript. This means that we do not have information on the
visual components of the videos. We acknowledge that it will be
fruitful for future research to expand our current analysis to
examine the differences in image use across platforms.

Analytical Approach

As this paper is interested at comparing the emotion and topics in
COVID-19 content posted by these alternative influencers across
platforms, we first used a dictionary keyword search to identify
COVID-19-related content. Drawing from Hart et al. (2020), our
search included the keywords “corona,” “coronavirus,” “covid,”
and “covid-19,” as well as, “pandemic,” “china virus,” “wuhan
flu,” and “china flu.” Facebook or Twitter posts that contained
one of these keywords were included in our dataset. However,
YouTube video transcripts are longer, and it is likely that

» «

» «

For details about this GitHub wrapper, please check: https:/github.com/
SMAPPNYU/youtube-data-api and  the http://bit.ly/
YouTubeDataAPL

tutorial is  in:
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COVID-19 could be mentioned briefly in a video that about
another topic. Therefore, we only included YouTube video
transcripts in our dataset that mentioned a COVID-19
keyword two or more times to ensure that some portion of
the video was substantively about COVID-19.

Our analytic approach uses two methods to understand
emotion and topic differences across platforms. We use
dictionary methods to look at the prevalence of fear and anger
language in COVID-19 content on each platform. We used the
NRC Word-Emotion Association Lexicon that was developed by
Mohammad and Turney (2013). The NRC has eight basic
emotion (anger, fear, anticipation, trust, surprise, sadness, joy
and disgust) and two sentiments (negative and positive). We used
the anger dictionary and fear dictionary (which contained
anxiety-related words as well) in these analyses. However, we
excluded the word “pandemic” from the fear dictionary, as it
overlapped with the keywords used to select COVID-19 content.
There are several reasons we chose the NRC emotion dictionary
over others. First, this dictionary, was built through a
crowdsourcing method by asking participants to indicate
which word is closest to an emotion (for around 85% of the
words, at least four of five workers reached agreement). Thus,
these emotion dictionaries are built from the user’s perspective,
rather than constructed prescriptively by researchers. Second, in
terms of validation and suitability of NRC to analyzing social
media posts, scholars have conducted extensive validity checks on
different emotion dictionaries for studying emotion on social
media. For instance, Kusen et al. (2017) applied three widely used
emotion dictionaries to code social media posts and then
validated the performance of these dictionaries with online
human coders. They found that NRC is more accurate at
identifying emotion compared to other emotion dictionaries
such as EmosenticNet and DepecheMood. Following the
formal validation of dictionary approach suggested in
Gonzélez-Bailéon and Paltoglou (2015) and van Atteveldt et al.
(2021), we selected a random sample of messages covering
different accounts from the three platforms (102 Facebook
messages, 113 Twitter messages, and 101 YouTube segments).
Three researchers coded each message for fear or anger
(i.e., binary variable). Then we calculated the precision and
recall for the anger and fear for each platform comparing
hand annotation result and the dictionary result. The precision
for anger ranged from 53 to 83% for the three platforms; the recall
for anger ranged from 64 to 95%. For fear, the precision ranged
from 60 to 80% and the recall ranged from 88 to 98% (see
Supplementary Table S4 for details).

We then used the R software and its quanteda.dictionaries
package to apply this dictionary to our text data. The main
function liwcalike() gives the percentage of emotion words
relative to the total number of words, which we computed for
all platforms. For example, this method first counts the number of
fear or anger words in each YouTube video transcript and
calculated the percentage of emotion words relative to the
total number of words in the transcript. The fear or anger
score assigned to the YouTube dataset represents the average
fear or anger score across all videos’ transcripts. After computing
the fear and anger scores for Facebook and Twitter in a similar
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way, we then conducted a linear regression to examine whether
influencers used emotions differently on different platforms
(results from which are discussed below). Specifically, we
conducted three linear regressions, with each one comparing
the posts of the overlapping accounts for two platforms. In each
linear regression, our dependent variable is the percentage of
emotion language for a post/video, predicted by a categorical
variable that captures which platform a post comes from, such as
whether a post comes from Twitter or from Facebook. We
controlled for the account-level information in the linear
regression to address non-independence among these posts,
which come from an overlapping group of influencers. Thus,
we were able to control for the impact of account on emotion. We
reported the marginal effect of platform influence on emotion
using the R ggeffects package in the result section.

Second, to analyze topic differences in COVID-19 content
across their platforms, we used structural topic modeling (STM;
Roberts et al., 2019). STM has been notably used across political
subfields of research and is a useful tool for text analysis (e.g.,
Farrell, 2016; Kim, 2017; Rothschild et al., 2019). Functionally
speaking, STM utilizes the co-occurrence of all words in given
corpus (for example, all COVID-19 Facebook posts) to identify
topics reflected in groups of words that regularly co-occur. We
chose STM over other frequently used models (LDA or CTM)
because STM uses document metadata which allows us to classify
which platform the text comes from. Given our research
questions, this is an extremely useful component of the model.
Here, we were not focused on investigating the content of the
topics, per se, but were instead interested in the degree to which
topics vary by platform.

Running the STM on our corpus required a fair amount of pre-
processing of the text to yield understandable topics. We
eliminated emoticons, dates, numbers, URLs, Bitcoin wallets,
and other topically meaningless text using base R gsub
functions. We then removed stopwords, common words such
as “the” and “its,” using the STM stopwords removal function.’
Finally, we stemmed the remaining text (e.g., “essential” and
“essentials” stemmed to “essenti”). This leaves us with 34,450
words spread across our corpus. We should note that, unlike the
entire corpus, the COVID-19 subset that we use here contains, on
average, longer texts. Median word count for COVID-19 texts is
52 whereas the overall corpus is 15. Longer text makes for easier
topic modeling and a further reason to use the STM package.

However, there are reasons to consider not stemming, notably
those raised by Schofield and Mimno (2016). We chose to stem
the corpus for a few reasons, the more pressing of which is that
sheer quantity of words prohibited us from make evaluations of
each word in context. However, the concerns raised by Schofield
and Mimno may be addressed by their recommendation of using
a Porter stemmer, which is employed here.

From there, we used the spectral initialization function to
produce our topics (see Mimno and Lee, 2014; Roberts et al.,
2019). This algorithm provides a good baseline number of topics

*The list of stopwords can be found here: http://www.ai.mit.edu/projects/jmlr/
papers/volume5/lewis04a/al1-smart-stop-list/english.stop.
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and is a recommendation for a corpus that requires long
processing times.* While we use spectral initialization, we also
show some optimization results in Supplementary Tables
§5-S10 and Figure S1. For these, we used a sample of 800
randomly drawn observations from our COVID dataset. We
started by using the default fixed beta of 1/K and varied, first,
the K values surrounding the K produced by the spectral
initialization (80, 90, and 100). We then used k = 92 and
varied the alpha (0.01, 0.05, and 0.1). These six models (K =
80, alpha = 0.01; K = 90, alpha = 0.01; K = 100, alpha = 0.01; K =
92, alpha = 0.01; K = 92, alpha = 0.05; K = 92, alpha = 0.1) are all
shown in the Appendix. This background work provides a useful
test of our hyperparameter optimization. We do use the results of
the spectral initialization throughout the remainder of this piece
as we find that the topics selected are reasonable for clarity and
coherence. The result is 92 topics (see Supplementary Table S2
for a full list of topics and the top-7 words that distinguish them).
The extent to which different topics were associated with different
platforms are discussed in the results below.

RESULTS

Emotion
We compared how anger and fear, two of the most important
emotions in misinformation and conspiratorial content, were
used by alternative influencers across the three platforms in their
COVID-19 content, controlling for account. Figure 1 presents
the marginal effects of platform on fear and anger, with 95%
confidence interval. Regression tables are in Supplementary
Table S3. We conducted three linear regressions, each
comparing two platforms (e.g., Facebook vs. Twitter). For each
linear regression model, the platform variable only utilizes data
from influencers that are active on both platforms being
compared, and in addition we controlled for what account the
post came from. In this way, we ensure that differences in content
are attributable to differences in the audience and channel of the
platforms, rather than reflecting different content creators. There
is data from 32 influencers included in the Twitter and the
YouTube linear regression model, 24 in the YouTube and
Facebook, and from 20 in the Twitter and Facebook.
Examining the marginal effects from the linear regression
models, we found that there was a greater proportion of fear and
anger language on Facebook and Twitter compared to YouTube.
In their COVID-19 content, alternative influencers used a much
higher percentage of fear on Facebook (2.43%) than on YouTube
(1.71%) (p < 0.01). They also used a higher percentage of anger on
Facebook (1.51%) compared to YouTube (1.29%) (p < 0.01). This
pattern held when comparing Twitter and YouTube: alternative
influencer used more fear words on Twitter (2.72%) than on
YouTube (1.77%) (p < 0.01) and a higher percentage of anger
words on Twitter (1.57%) than on YouTube (1.29%) (p < 0.01).
Comparing Facebook and Twitter, whose audience and channel

*The default hyperparameters for the model (alpha = 0.01 and beta = 1/K)
produced convergence around iteration 116.
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are more similar, we saw fewer differences. Although we observed
a slightly lower percentage of fear words on Facebook (2.55%)
than on Twitter (2.61%), the difference is not statistically
significant (p = 0.63). For anger, there was no significant
difference between the two platforms, too (p = 0.89). In sum,
in response to our first two research questions, we found that
shared channel platforms (Twitter, Facebook) contained more
fear and anger language than independent channel platforms

(RQ1, RQ2).
Topics in COVID-19 Content

We also examined how topics varied in COVID-19 content across
platforms. Recall that this series of tests is designed to answer
RQ3, in which we wanted to understand whether the topics, as
extracted through the Structural Topic Model, would vary across
platforms. Our intention here is to highlight variations in topic,
not necessarily to do a deep dive into the topics themselves. To
accomplish that, we are going to largely focus on the distribution
of topics by platform rather than the content of the topics. A full
list of the topics that were extracted from the STM results are
included in Supplementary Table S1). Again, this is focusing
only on the COVID-19 content from these alternative
influencers, who have demonstrated a pattern of spreading
misinformation and radicalized messages on social media
(Lewis, 2018).

Figures 2-4 below show pairwise comparisons between the
three platforms. As with the pairwise comparisons above, these

results only include data from alternative influencers with
accounts on both platforms. Results are shown with a vertical
line at zero indicating the non-significant relationship point and
topics are points with 95% confidence intervals. Points and
intervals that do not overlap the zero line are statistically
associated with whichever platform represents that side of the
line. We have ordered the topics by the strength of their
association with one platform over the other, with the topics
with the strongest associations at the top and those with the
lowest (or more equally shared between the platforms) at the
bottom. What we are looking for here is divergence trends
between the relationships. If there are differences in how
topics are deployed by platform, then we ought to see
different distributions of topics. Moreover, if our contention
that platform structure matters, then we ought to see
similarities between the distribution of Facebook vs. YouTube
and Twitter vs. YouTube. The reason for that is that Facebook
and Twitter are similar in our categorization and should have
similar patterns of topics.

Our anticipated relationship is exactly what we see. Facebook
and Twitter do have divergences in content, but 47 of the 92
topics are non-significant. We use a dashed gray line to indicate
the point at which topics above the line are statistically associated
with one platform more than another at the p < 0.05 level. In
comparison, a great deal more topics differ on those platforms
when compared to YouTube (69 topics for Facebook and
YouTube and 68 topics for Twitter and YouTube). Our
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argument, as we presented above, is that topics should differ
based on audience and channel and we see that represented in the
relationships here. That is, alternative influencers’ COVID-19
posts on Twitter and Facebook are associated with similar topics;
in contrast, YouTube content about COVID-19 that is posted by
these same influencers is dissimilar from Twitter and Facebook.
There are topic differences between Facebook and Twitter, of
course, though many are close to the 0 line, suggesting that the
magnitude of difference is lower.

In practice, this means that alternative influencers discuss
similar topics in COVID-19 content on Facebook and Twitter,
whereas their YouTube videos contain different considerations,
connections, and topics. While we are primarily interested in
uncovering whether topics vary systematically as a function of
platform audience and channel, the substance of these topic
differences is also important to evaluate. Perhaps the most
interesting finding concerns topics closely related to COVID-
19 that are strongly associated with different platforms. For
example, Topic 4 (differentiated by the words: coronavirus,
pandem, covid, travel, februari, downplay, and panic) is
explicitly about COVID-19, using language we might expect to
be common to all platforms’ COVID-19 content. However, what
we find is that discussion of Topic 4 is unequally distributed
across platforms. Topic 4 is more closely associated with Twitter

than Facebook by a fair margin (see Figure 2). Additionally, it
appears in YouTube content more than Facebook or Twitter.
That is, across content that mentions COVID-19, this topic is
more likely to appear on YouTube than the other platforms and
that users of YouTube may be systematically more exposed to this
topic than users of other platforms are. We see a different pattern
concerning Topic 66, which appears to concern critical care
COVID patients and the outbreak in Italy (top words are:
ventil, icu, model, itali, beard, bed, peak). This topic is more
closely associated with Twitter and Facebook than YouTube.
Contrasted to the more general discussion of COVID-19 in Topic
4, Topic 66 is more specific and potentially more fear inducing.
These differences in topics related to COVID-19 between
narrower audience, shared channel platforms (Facebook and
Twitter) and broader audience, independent channel platforms
(YouTube) support our contention that topics are not equally
distributed by platform and that these differences may be driven
by these platform characteristics.

Though we selected alternative influencers because of existing
evidence that they spread misinformation on political and
scientific topics (Lewis, 2018), the STM topics also offer
evidence that these actors are likely spreading misinformation
surrounding COVID-19, and that exposure to misinformation
may vary by platform. For example, Topic 23 (differentiating
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words: chines, china, wuhan, taiwan, hong, kong, beij), which
appeared to focus on the Chinese origins of or blame for COVID-
19 (e.g., “China, of course, appears to have worked alongside the
WHO to hide the virus’s true nature, leaving many countries,
including the United States, unprepared for the severity of the
coronavirus epidemic.” Facebook post from the Daily Wire), was
more prevalent on Facebook than on YouTube or Twitter, and
more prevalent on Twitter than YouTube. Similarly, allegations of
protesters committing crimes (Topic 75; top words: riot,
portland, protest, loot, rioter, antifa, violenc) and antisemitic
claims (Topic 92; top words: jewish, jew, roger, semit, holocaust,
conspiraci, milo) are more common on Facebook than Twitter
and are more common on Twitter than YouTube. Additionally,
alternative influencers’ allegations of “fake” mainstream news
(Topic 45; top words: press, cnn, journalist, fox, fake, media,
news) are similarly prevalent on Twitter and Facebook, but less
common on YouTube.

DISCUSSION

Past works stress that misinformation preys on our emotions;
attention to, sharing of, and belief in false information is often
associated by emotions like anger and fear (Maratos, 2011;

Weeks, 2015; Vosoughi et al., 2018). This study presents a
novel examination how emotion varies in COVID-19 content
likely to contain misinformation across prominent
communication platforms. As we showed, emotional language
on YouTube differed substantially from the other two platforms,
Twitter and Facebook. When communicating about COVID-19,
alternative influencers used more anger and fear words on
Facebook and Twitter compared to YouTube. In part, this
could be due to a technical feature in which the actor is
limited by the length of the post, and thus needs to maximize
emotion use to draw continuous attention and interaction from
the audience. In comparison to YouTube, Twitter and Facebook
are more interactive and competitive, and so this observation
suggests that content on shared channel platforms contains
greater emotional language than independent channel
platforms, likely to draw audience attention (RQ1, RQ2). As a
reminder, we consider platform structures such as audience and
channel to exist on a spectrum, and that our classifications are
about these platform’s relative positions to one another, not hard
and fast rules. We did not find many differences in the use of fear
and anger language. Across all platforms, alternative influencers’
COVID-19 content contained a greater proportion of fear-words
than anger-words. This may be attributable to the topic; at the
time of data collection, COVID-19 cases were rising nationally,
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and a vaccine had not yet been approved. These results are
important to the study of misinformation, which tends to be
presented with more emotional language that facilitates its
spread. We do note that, while Facebook and Twitter content
contained similar levels of anger, Facebook content had
slightly more fear language than Twitter content about
COVID-19. It is not immediately clear why this is the case;
we note that though the differences are significant, with such a
large corpus we are likely to find significant differences with
similar magnitudes to what we see here. Our estimation is that
the difference, while statistically notable, is not functionally
meaningful. However, as always, further work will need to
investigate whether this result reflects a systematic difference
attributable to the platforms or is a function of the topic of
COVID-19.

We also highlighted how the topics in content surrounding
mentions of COVID-19 on these platforms vary in systematic
ways. Results show that narrow audience and shared channel
platforms (Facebook and Twitter) discuss similar topics
surrounding COVID-19 but vary in systematic ways from
more broad audience, independent channel platforms
(YouTube) (RQ3). The content of these variations is also
notable, though we discussed just a few of the topics
themselves. Further, while many of the topics are quickly

identifiable as COVID-19 related, some are not. In our view,
the tangential connection between some topics and COVID-19 is
not as large of an issue as it may seem. We were primarily
interested in how the substance of COVID-19 content, as
observed with these topics, would vary as a function of the
audience and channel of the platform. We argue here that our
work shows both systematic variations in content and meaningful
topic associations with different platforms. We also want to point
out that the accounts studied here are identified as members of
the Alternative Influencer Network: individuals or organizations
that spread alternative facts about social issues to foment
radicalization and challenge established norms (Lewis, 2018).
It remains difficult to distinguish disinformation campaigns
from misinformation inadvertently spread by alternative
media, particularly on an issue like COVID-19, in which best
available information changes quickly (Freiling et al., 2021). In
response to calls for better understanding the close connection
between disinformation and alternative facts across platforms
(Ong and Cabanes, 2019; Wilson and Starbird, 2020), our paper
demonstrates how platform characteristics are associated with
different topics and emotions that facilitate misinformation
spread in the cross-platform ecosystem at the post-normal
science and post-truth age (Funtowicz and Ravetz, 1993;
Fischer, 2019).
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Strengths and Limitations

This study proposes a novel framework for building
theoretically-informed expectations of how content is likely
to differ across communication platforms, which we apply and
test in the context of alternative influencers’ COVID-19
content. We do this by drawing on a novel dataset, namely,
all publicly available Facebook, Twitter, and YouTube content
posted by alternative influencers (Lewis, 2018). With this data,
we are able to test expectations about how a platform’s
audience and channel shape content likely to contain
misinformation. Previous work into misinformation has
largely focused on single-platform studies, yet by comparing
such content on different platforms, we offer novel insight into
how platform structure might enable or inhibit the spread and
acceptance of misinformation.

There are also limitations worth noting. First, and perhaps
foremost, we limit this study to the spread of misinformation
and specifically COVID-19 misinformation. Our results are
necessarily limited to that specific topic. However, our
intention is to highlight how platforms are fundamentally
different and encourage scholarship along those lines. In
addition to our study, there is also evidence of platform
audience and channel playing crucial roles in political
campaigning (Hiaeshutter-Rice, 2020). Further, while we
were able to collect all publicly available content, we were
not able to retrieve content that had been removed (either by
the influencer or the platform) or content by alternative
influencers who had been banned from different platforms
(e.g., Gavin Mclnnes, the founder of the Proud Boys). Social
media platforms are not uniform in their terms of service or
their application of punitive actions for those who violate the
terms of service by spreading misinformation or hate speech.
Therefore, it is possible that initial content posted on platforms
was more or less similar than our results indicate, with observed
differences resulting from platforms’ inconsistencies in
reporting and removing content. Even if content on these
platforms was initially similar before being subjected to
moderation, it remains that users of different social media
platforms see different emotional cues and associated topics
between more broad, independent platforms and more narrow,
shared platforms. In addition, alternative influencers who have
not been banned are likely to be aware of platforms’ terms of
service and moderation practices, which would inform the content
they share. This brings up a related point: we focus on alternative
influencers, raising the question of whether these findings can
generalize across other content creators. We suspect that there are
similarities between influencers and the general population of these
sites as the overarching structures of the sites are the same.
However, we also suspect that influencers may be more adept
at using the sites as well as operating with a slightly different set of
goals. Thus, we constrain our findings to influencers and leave
open the possibility for further study of users as a whole. A final
limitation concerns the insight gained from this study’s
methodological approach. Though we are able to broadly
describe differences in emotion and topics in alternative
influencers’ content via computational content analytic

Platform Effects on Misinformation

methods, additional close reading of these posts could reveal
additional connections and information about the content of
misinformation being spread by these actors regarding COVID-19.

CONCLUSION

This study offers insight into the under-researched area of how
the audience and channel of platforms shape the structure of
information to which individuals are exposed. This work is
particularly important to understanding why and how
misinformation is shared and believed online, as well as for
informing corrective interventions tailored to specific
platforms and audiences.

Perhaps more importantly, audiences differ by platform. That
is to say, audience demographics fundamentally differ from one
another from platform to platform (Perrin and Andrews, 2020)
with older generations on Facebook and younger ones on
YouTube and Twitter. What this means, functionally, is that
audiences are being systematically exposed to different content
(as we have shown here) and that those differences are likely not
randomly distributed across the population. While many people
use multiple sites, as audiences become further segmented into
different platforms as their primary source of information, our
results suggest that they will have access to different information
than if they used a different site. This has potentially serious
implications for how citizens understand political and social
issues.

These findings also suggest several practical implications for
those involved in mitigating and correcting misinformation online.
Corrective interventions need to be tailored to respond to content
differences across platforms; for instance, when correcting
misinformation on shared channel platforms, whose content
contains stronger negative emotions, the corrective message
may need to utilize more positive emotions like hope (Newman,
2020) and positive framing (Chen et al., 2020a) than corrective
interventions for independent channel platforms. For social media
companies, understanding what emotional language and topics are
used by alternative influencers to spread misinformation on
different platforms may enable companies to develop a more
sophisticated, platform-specific moderation strategies (Gillespie,
2018). Finally, our findings further suggest that users should be
more alert to manipulation in messages containing strong, negative
emotions. Awareness and skepticism of anger-or fear-based
messages may help individuals become more resistant to
misinformation (Chen et al., 2020b; Pennycook et al., 2020).

Though this study offered novel insight into the ways in which
platforms shaped the COVID-19 content of actors prone to
spreading misinformation, there are many pathways for future
work into the role that communication platforms play in enabling
or inhibiting misinformation. Future work should investigate
whether the patterns we observe here, regarding emotion and
topic differences between platforms with different audiences and
channels, are consistent across different issues (e.g., election
misinformation). Additionally, it is not known whether
content posted by actors who share more accurate information
(e.g., NASA astronauts) differs by platform in similar ways as we
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observe here. Finally, research into misinformation on social
media must go further in tracking the movement of
misinformation and rumors across platforms, with particular
how platform structure gives birth to and amplifies false
information.
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