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Measurement of event data
from text

Patrick T. Brandt* and Marcus Sianan

School of Economic, Political and Policy Sciences, The University of Texas at Dallas, Richardson, TX,

United States

We examine measurement concerns about computer-aided political event

data in the state-of-the-art after 2015. The focus is on how to compare

and quantify the mathematical and/or conceptual distance between what a

machine codes/classifies from information describing an event and the actual

circumstances of the event, or the ground truth. Three primary arguments are

made: (1) It is important for users of event data to understand the measurement

side of these data to avoid faulty inferences and make better decisions. (2)

Avant-garde event data systems are still not free from some of the fundamental

problems that plague legacy systems (investigated are theoretical and real-world

examples of measurement issues, why they are problematic, how they are dealt

with, and what is left to be desired even with newer systems). (3) One of the

most crucial goals of event data science is to attain congruence between what is

machine-coded/classified vs. the ground truth. To support these arguments, the

literature is benchmarked against well-documented sources of measurement

error. Guidance is provided on how to make performance comparisons within

and across language models, identify opportunities to improve event data

systems, and more articulately discuss and present findings in this area of

research.

KEYWORDS
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relations

1 Introduction

Political event data “record interactions among social and political actors” (Kim et al.,
2019, p. 1) and are typically acquired from digital news reports as textual data.1 Event data
users/researchers typically ask the question of “what entity (entities) did what to another
(other) entity (entities)?” The traditional configuration for analyzing a single event is
that there is a source, or “actor” (Halterman et al., 2023, p. 8), an action, and a target, or
“recipient” (Halterman et al., 2023, p. 8).2 It is also important to ascertain where the event
occurs (geolocation), how the main action(s) in the event is(are) carried out (modality),
and the context of the event. Such key elements that comprise an event are known as
attributes.

1 While our focus is on text, data that appear in other formats such as images, video, and speech are

also researched. See Alanyali et al. (2016), Steinert-Threlkeld (2019), Zhang and Pan (2019), Sobolev et al.

(2020), Wen et al. (2021), Mitts et al. (2022), Steinert-Threlkeld et al. (2022), and Abedin et al. (2023).

2 This is mentioned as a reference for how event attributes have historically been arranged into

a framework. It could be enlarged to accommodate other attributes as desired. As technology has

progressed from dictionary-based methods to BERT models, the machine-extraction of additional

attributes is more feasible. Also, in the last 20 years, there has been development in the ontologies

applied to event data (e.g., the more recent PLOVER that accounts for modality and context vs. the

older PETRARCH that primarily focuses on source, action, and target).
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Event data and the systems utilized to process them have
substantial, real-world implications. According to Parolin et al.
(2022, p. 700):

Political and social scientists monitor, analyze and predict
political unrest and violence, preventing (or mitigating) harm,
and promoting the management of global conflict. They
do so using event coder systems, which extract structured
representations from news articles to design forecast models
and event-driven continuous monitoring systems.

Beyond the community of political and social scientists, there
are informational settings where text as data are objects of study and
inference: digital journalism, information extraction/automated
content extraction (ACE) in computer science, and semantic role
labeling (SRL).3 ,4 Governments, policymakers, and practitioners
are also interested in the application of text as data because it
can assist with making data-driven decisions about foreign policy,
human rights policies, civil war prevention, and the impacts
of other factors (e.g., environmental or economic policies) on
these issues.

The event data used in international relations and the causal
and forecasting applications to civil conflict, protest, etc. are all
based on extracting information from narrative (text) reports about
these events. Such news, diplomatic, or human rights reports
(among others) present multiple and information extraction and
coding problems.5 Just as we have ontologies to classify the kinds
of events in the news reports [e.g., (non-) violent protests, types
of bombing attacks, and degrees of economic sanctions], the
literature on the methodology of event data and text as data
applied here does not include a taxonomy or well-discussed and
vetted measurements for errors. Here, we review and present the
current measurement and state-of-the-art around the information
extraction, measurements, and coding of such news reports for
event data. We address: How and to what degree of certainty can
one assert that the attributes in an event coded/classified by a
machine are properly assigned? What standards of measurement
quality and validation are in use for capturing information
about actors, events, locations, and other attributes of narratives
of events? A way forward to better navigate measurement is

3 For information on how this is bridged to di�erent domains (see Olsen

et al., 2024).

4 This paper does not cover sentiment analysis. It also does not address

decisions about source bias, which can be very domain, country, and

application specific. While source-related issues issues are important, they

are well-known research design problems whose implications are explored

elsewhere (see Davenport and Ball, 2002, Shellman et al., 2007, Shellman,

2008, and Shaver et al., 2022). We presuppose that researchers have already

done their due diligence in this regard.

5 Our focus is on curated, mainstream media-generated data like that

historically used in event data projects like those we describe here. Others

might be more interested in researching user-generated data (e.g., data

generated from individuals submitting records to the Crowd Counting

Consortium, socialmedia posts, etc.) All of those face the same and additional

concerns to the many raised here.

also provided, which includes opportunities to improve on
measurement, ideas for future research, and best practices.

2 Concepts in event data
measurement

2.1 Distances in actor and event modalities

Distance refers to how far off the information that a machine
codes/classifies is from what is known as the ground truth, or
what is actually detailed in the text describing an event. Distance
can be measured in mathematical and conceptual terms. There
are numerical performance metrics mentioned later of how well a
machine extracts events and the attributes from text.6

Reducing distance to provide a faithful account of an event
is the goal of machine coding of event data from news reports—
starting first because humans can only do so much relative to the
volume of text to be processed. Doing this consistently and at
scale is what one wants from a machine, particularly when dealing
with dynamic event attributes about actors, events, and targets.
Two main aspects should be considered. First, coding actors and
their roles—the sources and targets of events—may change. Second,
details about the type or nature of an event action (verb) may
change in reports or time. For each then there are different kinds
of classification errors (time and identity-based for political actors
who are sources and targets) and modality or types of events for the
actions and statements they make.

For the first problem, major difficulties are that entities can be
time- and politically-bound and associated with multiple aliases
(Solaimani et al., 2017). Consider Barack Obama. What should he
be coded as: “U.S. actor,” “U.S. Government,” “elite,” “community
activist,” or a combination of these? Also, how far off is a machine
on the distances between these labels? As another example, think
about the last Shah of Iran, Mohammad Reza Pahlavi. Was he an
Iranian elite? He was an official leader for one period and then not
for another. Like Obama, he assumed different roles at different
times. How should he be coded? These examples illustrate that
labels matter because a goal of utilizing event data systems is to
pinpoint exactly who a particular actor is at a particular moment in
time. With the examples of Obama and Pahlavi, if a real-time event
data system in use today were to code both as currently a “state
leader,” the label would be misleading and inaccurate. These are
just examples of established actors. To complicate matters, another
goal for event data systems is that they should be able to identify
new actors and do so in near- or real-time. Then, there are more
questions: After the new actor becomes known, what else can be
said about them?With which actors and groups are they associated
and are they directly related to them or one or two hops away (i.e.,
what does their network profile look like)?

The second concern about the actions or event characteristics
is one of modality, which is how an action is carried out. Actions
differ by mode. Using an attack (a killing) as an example, to a
computational linguist, a killing might just be a killing. To a social
scientist, however, the nature of the killing matters tremendously

6 There are also subjective, human-level judgements that can be

administered.
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(e.g., killing someone with a knife is a vastly different type of attack
than killing someone with a rocket launcher). Modality factors
into distance debates and scoring (discussed next) because how
an action is defined impacts the determination of how far off the
machine is from what it is intending to capture.

2.2 Scoring and performance metrics

Scoring applies performance metrics to quantify distance. It
assesses whether a machine is correctly coding or classifying actors
and event entities (nouns or named entities recognition—NER)
and actions (verbs and modalities of events). There are multiple
numerical performance metrics of distance to be considered: Did
one get an actor correct or identify them with the proper side or
country in a conflict over time? Did the event modality properly
reflect the nature of the event described, such as when is a “strike” a
labor action vs. amilitary one?7 Of interest aremeasures of accuracy
and precision in the NER and (multi-label) classification of events.

Since scores are computed for sentences, paragraphs, news
reports, etc., the unit of analysis matters greatly. Event data systems
often code events at the news report level, sentence level, or
both (there are additional units discussed later). Whatever the
scoring performance metrics, the unit is key for determining how
well an event data system performs. For clarity, consistency, and
comparison, here we use a taxonomy of units in which “news
report” describes the superordinate category (this term is used to
replace some authors’ mentions of “news article,” “article,” “news
document,” “document,” and “manifesto,” where it makes sense to
do so). News report is followed by “news story” (a news report
can consist of multiple news stories), “paragraph,” and “sentence”
(the paragraph is the higher category except in the case of a single-
sentence paragraph, which wouldmake them the same). The “span”
is also used, but it is not necessarily the lowest category because how
authors specify its length could make it the same as the paragraph
or sentence.

Scoring differences are also a concern when comparing a
human domain expert with a machine. To a political scientist,
“rebel separatists” are a distinct entity, but to an off-the-shelf large
language model (LLM), “rebel” and “separatist” might be treated as
distinct entities. This issue is general to natural language processing
(NLP) methods and not just endemic to LLMs. It can happen
with Term Frequency-Inverse Document Frequency (TF-IDF) and
Bag of Words (BoW) approaches or from the improper stemming
of words. Going back to accuracy and precision, the conjecture
is that one can get more accuracy with NER and NLP tools,
but domain-specific knowledge is needed for precision, which is
a more important metric here because false positives have large
consequences in event data research (e.g., incorrectly registering the
assassination of a world leader that did not occur).

How should one quantify machine coding and classification
of event data? Standard performance metrics (hereafter referred
to as “metrics”), include accuracy, precision, recall, the F1
score, the variants of these metrics, and human-level decisions.

7 A good analogy here is “health” as a form of scoring, and blood pressure,

heart rate, blood oxygen, or others as performance metrics.

TABLE 1 Confusion matrix for metrics derived from classification

(source).

Coder or model predicted

Positive Negative

Actual Positive TP: Correctly classifies
source as “Militants”

FN: Incorrectly classifies
source as some other
entity

Negative FP: Incorrectly classifies
a source when no source
exists

TN: Correctly identifies
that no source exists

Exact match accuracy and the F1 score are “the two standard
performance metrics for question answering tasks” (Rajpurkar
et al., 2018). As an example of these metrics for event data
attributes, consider the following sentence that contains source,
target, action, and geolocation:

Militants attacked U.S. soldiers in Syria

This could be coded with NLP, an event data coding program,
or a language model (possibly as part of a larger paragraph
or text). Here, the source (subject) is “Militants,” the target
(object) is “U.S. soldiers,” the action (verb) is “attacked,” and
the geolocation is “Syria.” Imagine that the researcher wants to
determine how a model performs coding just the source.8 For
the calculation, the following items are needed: a unit of analysis
(the sentence), a ground truth (that “Militants” are the source
of the event), and the coder or model’s prediction (the coder or
model predicts a source of “Militants”). The result is that the coder
or model’s prediction and the ground truth are congruent. To
compute the metrics, a confusion matrix like that in Table 1, is the
standard tool.

Starting with accuracy, the model correctly identifies the source
in the sentence (and it makes one correct prediction out of one
prediction made), and there are no true negatives, false positives, or
false negatives, which means that the accuracy score for identifying
the source is 1+0

1+0+0+0 , which equals 1.0 or 100%. For precision,
the model correctly predicts “Militants” as the source (there is one
instance of a true positive), and it does not incorrectly predict
another entity as the source (there is no instance of a false positive).
The precision score for predicting the source is thus 1

1+0 , which
equals 1.0% or 100%. When the model predicts “Militants” as the
source actor, it is correct every time. For recall, the model correctly
identifies all instances of the source in the sentence (all occurrences
of the true positive class), and because there are no false negatives,
the resulting score is 1

1+0 , which equals 1.0% or 100%. For F1, there
is a true positive but no false positives or false negatives, so the
computation is 2·1

2·1+0+0 , which equals 1.0% or 100%.9 This exercise

8 We focus here on the subject, but one can see the extension across the

verb and target object combinations. This can then be extended to more

categories, but the basic scoring problem of defining and computing ametric

is similar.

9 Alternatively, if the scores for precision and recall are used for this

computation, it would be 2·(1·1)
1+1 .
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of applying a confusion matrix to the source can be repeated the
same way for the target and geolocation.

The confusion matrix works well for a source, target, or
geolocation (basically, did you get these attributes right or not?),
but dealing with precision in particular for an action (verb) is more
difficult because it is like a moving target (you either did or did not
get an action, and then you need to apply a specific ontology and
mode). The next sentence illustrates:

The prime minister attacked his opponent in the debate

Suppose a model correctly identifies the action (“attacked”),
but mistakenly classifies the Political Language Ontology
for Verifiable Event Records (PLOVER) quad-code
(nature of the attack) as “material conflict” rather than
“verbal conflict” (it misses the subtlety and context of the
sentence). The result is a false negative which alters the
related confusion matrix table and the associated metric
computations.10

2.3 Drop-o�

Distance debates and scoring errors can arise because of drop-
off. This refers to any loss of fidelity and/or performance on
certain tasks when going from human to machine (and vice versa).
Humans are not perfect at coding event data, but neither are
machines and there is still a risk of human-machine drop-off, which
is any loss of coding/classifying ability when going from human
expert annotations to machine annotations.11 In the most extreme
cases, the annotation rules that a human devises are so complicated
that a machine cannot currently implement them perfectly.

There are multiple sources and kinds of drop-off in
performance and the one most commonly raised in the literature is
related to languages. This matters a great deal in the political and
the social sciences. In multilingual settings, translation drop-off

is a major issue. This refers to a loss of translation fidelity when
going from coding non-English corpora by native-speaking
domain experts to relying on a machine translation infrastructure.
Translation drop-off is therefore a type of human-machine
drop-off. Currently, a machine coder utilizing a translation
infrastructure to address non-English corpora will overall not be as
accurate and precise as a human expert coding the same corpora
natively, and one could expect greater training biases from relying
solely on machines. Ho and Chan (2023) find that the drop-off
for lower-resource languages is particularly large. Translation

10 Only binary classification is demonstrated here. The confusion matrix

can also be used for the multi-label case, but it is not the same as the

confusion matrix for the binary case because the former picks up another

dimension. If using quad categories or pentacodes, the multi-label would be

an exact verb phrase (e.g., “attack verbally” vs. “attack materially”), and this

would map back to the ontology. This type of situation where the action is

correctly identified, but the nature of the action is not, can occur when a

model does not account for contextual information.

11 Machine-human drop-o� is possible as well, and this designationwould

be reserved for situations where a machine performs better than a human.

drop-off does not go away even with recent advancements such as
Halterman et al. (2023)’s PLOVER and accompanying POLitical
Event Classification, Attributes, and Types (POLECAT) dataset.
The PLOVER/POLECAT system relies on translation technology
from Google. While this approach may work well in the Political
Instability Task Force (PITF) sphere, what if it is applied to the
Centro de Investigación y Educación Popular (CINEP) event
reports for Colombia written in Spanish? What about applying
it to event reports from Francophone Africa? In these scenarios,
there is not only a change in languages, but context and event
classes also change. The abandonment of human coders is not a
perfect pathway to solving the event extraction/encoding problem.
Should a machine be penalized for certain characteristics inherent
in a particular language? These considerations should be carefully
contemplated when working with event data and LLMs in general.

3 Measurement for event data
components

Moving on from dictionaries, news archives, and just a few
languages, some event data coding methodologies since Beieler
et al. (2016) use transformer models, including the various
Bidirectional Encoder Representations from Transformers (BERT),
question-answering, and prompt-based models.12 Noteworthy is
that the literature is rapidly evolving in multiple areas. There
are many disparate things going on at once, such as researchers
using different techniques, having varied purposes, and targeting
different audiences.13 Assessing the literature chronologically is
misleading for gauging progress, and the works are presented
by which attribute(s) or problem/topic area they mainly address.
Thus, we look at measurement from a methodological perspective,
breaking down the contributions, findings, and open areas of
inquiry.

3.1 Actors (source and target)

With human-coded event data, actors are recorded in a
dictionary that aligns them to the side or positions in political
roles. This idea can then be extended to machine-coded event data
using an electronic lookup of the actors (e.g., Norris et al., 2017).
Extending this to new actors, actions, and languages, however, is
labor- and intellectually-intensive (Osorio et al., 2019). Miller et al.
(2022) argue that it is important to account for changing conflict
dynamics when evaluating event data: Actors and environments

12 Generative language models that produce synthetic text are also used,

but rarely (see Dai et al., 2022).

13 Some authors are focused on national security and create practical

event data to solve real-world problems. Others are hyper-focused on

advancing the detection of a specific event attribute. Some are mostly

concerned with preserving the linguistic verisimilitude of coding/classifying

event data in one language vs. another, whereas others are content with

just applying an LLM in the same domain across numerous languages. And,

there are some who seek perfection in one language and for a very specific

application.
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are continually changing, which makes adaptability a much-
needed characteristic of event data systems. Failing to recognize
and address the varying conflict landscape (e.g., relying on older
definitions and parameters to such a degree that it leads to the
exclusion of new actors/actions) could result in conceptual bias,
especially in situations where the objective of collecting event data
is to account for broad trends in violence.

Alternatives to human coding of actors can broadly be placed
into two groups. The first are those that mine past data to suggest
new categories or groups of actors. The second are machine
learning or transformer-related methods using BERT-like models.

In the first group, rather than rely on human coders for actor
and political domain information, Solaimani et al. (2017) introduce
the Recommend Political Actors In Real-time FromNewsWebsites
(RePAIR) framework to identify new political actors and their
roles (government vs. rebel) in real-time using suggestions from a
“frequency-based actor ranking algorithmwith alias actor grouping
from news articles that also integrates an external knowledge-
base (Wikipedia) to capture the timeline of an existing actor’s role
change and to suggest possible new roles” (p. 1333–1334).14 A
major problem with manually adding actors and their roles to a
dictionary is that an automated coder cannot identify new actors
that are not in the dictionary, which results in coding error and
drop-offs.15 RePAIR analyzes a sentence’s semantic structure with
an ACE method, then an algorithm is applied that relies on actor
ranking by frequency. The most frequent new political actors are
recommended over various time windows.

To identify actors in a corpus, Osorio et al. (2020) employ
sparse parsing using the dictionary approach with the Hadath
system, which is a supervised machine learning method that codes
event data fromModern Standard Arabic news stories dealing with
the Afghanistan conflict from 2008 to 2018. The actors list in the
dictionary pertains to the conflict and is “based on knowledge of
the case, available list of relevant actors made by country experts,
and the discovery of additional actors” (p. 52) (the latter are
identified with NER). The dictionary is comprised of over 300
named entities in Arabic that are “related to organizations or
individuals including the main insurgent groups, coalition forces,
international, and local actors relevant to the Afghan conflict” (p.
52). The heavy involvement of expert knowledge in the research
can help with actor errors, but the work is still limited by sparse
parsing technology.

Using machine learning approaches is more recent. Dai et al.
(2022) produce structured, sentence-level political event records
by applying a transformer model to unstructured text acquired by
parsing the existing Conflict and Mediation Event Observations
(CAMEO) and Python Engine for Text Resolution And Related
Coding Hierarchy (PETRARCH) dictionaries (i.e., synthetic news
stories are generated from coded events). The sentences are
constructed by taking random actors, agents, and synonyms, and
substituting them into the placeholders in the CAMEOdictionaries.
The news stories are then used for training data (the test data are
also synthetic), so dictionaries and hand-labeling are not required.

14 A web scraper acquires the news reports every two hours from about

400 RSS feeds.

15 This approach is also costly to maintain and slow to update.

This eliminates human dictionary updating and can lead to updated
events about new actions and actors. They then perform source
and target coding. It is not stated how actor errors are reduced,
but utilizing the CAMEO and PETRARCH dictionaries for training
data and including negative samples might attenuate these errors.

Subsequent approaches adopt more fully these transformer,
machine learning methods. Parolin et al. (2022)’s Multilingual
Multi-Task Learning BERT for Coding Political Event Data (Multi-
CoPED) is capable of source and target detection. Preparing the
system to identify these attributes is part of sequence labeling: Each
word in the sentence of interest receives a tag denoting what type
of word it is, and tags are assigned to sources and targets. Hu
et al. (2022)’s work with ConfliBERT involves applying the CAMEO
ontology for sources and targets labeling using a dataset made with
corpora from the politics domain. The domain-specific training of
the model should help with minimizing actor errors. Halterman
et al. (2023) use automated Wikipedia (offline version) lookups for
entity resolution, which it is argued helps with identifying present
and past actors quickly. Wikipedia is used in tandem with a version
of CAMEO’s agents file that is expanded to allow for references
to actors that are more general in nature [e.g., “soldiers” (p. 16)].
To identify/code entities, their POLECAT relies on a flexible,
supervised machine learning process. To minimize errors, human
experts provide “hundreds of positive and negative labels using an
active learning-directed semi-random sample of politically relevant
news articles” (p. 12) for each PLOVER category. These labels are
used as inputs for POLECAT’s machine learning (ML) classifiers. A
criticism is that while relying on Wikipedia may be a step forward
from what was done before the state-of-the-art (SOTA) literature
reviewed here, it is still an imperfect approach because not every
entity has a Wikipedia page and there are lag times for pages to
be established.16

Another factor that can lead to errors with actors has to do with
the transliteration of names. For example, if dealing with a human
entity, how do we know for certain that we have the right person
instead of someone else with the same or similar name?17 There are
opportunities to improve in this area, and it is just one of the many
difficulties that event data systems face with actor recognition.

16 This also applies to other attributes such as new types of events.

17 An ABC News report claims that, due to di�culties in translating

Arabic to English, there are 112 di�erent English spellings of the name of

a particular Libyan leader who was assassinated in 2011. Here are some of

the representations of his name: Muammar Qaddafi, Muammar Al-Gathafi,

Muammar al-Qadhafi, Mu’ammar Al Qathafi, Muammar Al Qathafi, Moamar El

Gaddafi, Moammar El Kadhafi, Moamer El Kazzafi, and Mu’Ammar El Qathafi

(Bass, 2009). The report states that The Associated Press, The New York

Times, and Xinhua have used 40 di�erent spellings of his name, and that

72 di�erent spellings are listed by the Library of Congress. Adding to the

confusion, one of his sons spelled his last name “Qadhafi” during an interview

with Newsweek’s Christopher Dickey (Daily Beast, 2011), while The Atlantic

claims that the purported diplomatic passport of another one of his sons,

which was allegedly discovered by a rebel inside the Bab al-Aziziya military

compound, shows his last name spelled as “Gathafi” (Fisher, 2011). There are

thus many representations of this former leader’s name in English (and in

French).
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3.2 Actions

The category under which a specific action in an event gets
classified is an action class, and there are generally many within a
particular ontology.18 Action classes answer the question of what?
in the who did what to whom? structure. While CAMEO is a
common framework for data coding, it is open to additions and
revision to new areas of inquiry or topics (e.g., drug and gang
violence) and by new events or their attributes.

Osorio et al. (2020) employ a sparse parsing approach using
dictionaries to identify events in a corpus with Hadath. To
construct the dictionary, the first step is to implement part-of-
speech tagging on the text data to create an initial inventory of
verbs. Subsequently, human annotators sift through this inventory,
assessing the verbs’ pertinence to the Afghan conflict. The
annotators then introduce different variants and synonyms of each
verb to account for all verb conjugations. To filter out irrelevant
news reports, six human coders classify each news report manually
as relevant or not based on an explicit mention of a conflict-related
event that took place in Afghanistan. Accepted news reports present
factual incidents and describe an event about “acts of violence,
provision of governance in the context of war, or traditional conflict
mitigation” (p. 51). Excluded are opinion pieces, news stories filled
with general commentary, and summary reports. Upon evaluation
of intercoder reliability, half of the coders’ classifications are
unreliable. To ameliorate the problem, a machine learning text
classifier trained using the labels provided by the coders who exhibit
the highest level of agreement is deployed.

Addressing new ontology or action extensions has been done
via (1) upsampling, (2) natural language inference (NLI), and
(3) zero-shot prompts to automate and lower the cost of action
and mode classification and extension. Halterman and Radford
(2021) introduce a dataset and task to automate the process of
“upsampling” (p. 1), which is going from coarse labels to fine-
grained labels or spans of information. The work only attempts
to detect the size of a protest (number of attendees), but the
approach is probably extensible to other attributes. Using language
inference, Lefebvre and Stoehr (2022) propose PR-ENT, a flexible
and unsupervised event-codingmodel that relies on prompting and
textual entailment. The approach is described as few-shot, and the
event-coding system is comprised of PR-ENT and an interactive
codebook. PR-ENT relies on two major steps to code events: The
first is masking then prompting a pre-trained cloze language model
to predict the missing verb(s). The second is for a human to select
from these answer candidates, and then map the selected answer
to its corresponding event type.19 It is found that the accuracy of
PR-ENT remains competitive despite being efficient and flexible,
and that precision is much greater than just employing prompting

18 The PLOVER ontology utilizes “16 overarching event types for the

classification of events into distinct (verbal or material) cooperative or hostile

event types” (Halterman et al., 2023, p. 7).

19 Lefebvre and Stoehr (2022) argue that this pipeline allows for greater

resource e�ciency and flexibility compared with the typical approach of

having an event type ontology developed by domain experts, then having a

large dataset labeled by annotators, and then employing experts to establish

a supervised system of coding.

by itself. Involving a human expert in the event-coding process is
one way to mitigate event classification errors. The model relies on
the Armed Conflict Location and Event Data (ACLED) dataset, and
the sample is comprised of 3,000 training events and 1,000 testing
events for Africa. The distribution of event types in the sample
mirrors that of the entire dataset.

Hu et al. (2022)’s ConfliBERT model is used for multi-class
event classification on a few datasets.20 For this task and depending
on the dataset, the model is either used to categorize several types
of terrorist attacks, police activities, or the CAMEO ontology is
applied to perform pentacode classification. ConfliBERT is also
used to perform multi-label classification on a couple of datasets.21

The model is either used to predict types of attacks initiated
by terrorist organizations or to predict multiple crime categories
stemming from organized criminal activity. It is found that for
these experiments, ConfliBERT’s overall performance exceeds that
of BERT models trained on generic corpora (and when taking
in limited training data). It is argued that the performance gap
between these models is a consequence of training ConfliBERT
on information that allows it to absorb the unique characteristics
inherent in the target domain (which has its own nomenclature,
distinct semantics, and stylistic elements of language) vs. training
on information indiscriminately. The model is trained on news
reports from “UnitedNations’ websites and databases, international
humanitarian nongovernmental organizations, think tanks, and
government sources such as the Foreign Relations of the United
States” (p. 5472), and news reports from Gigaword, the Phoenix
Real-Time data, Wikipedia, and 35 global news agencies. For the
initial step of classifying and filtering news reports in the sample,
binary classification tasks are performed at the news report and
sentence levels.

Parolin et al. (2022)’s Multi-CoPED is used to code the CAMEO
pentacode that corresponds with the primary conflict action in a
sentence. Multi-CoPED uses the Multi-Task Learning BERT model
(MTL-BERT) for action detection instead of action repositories
from CAMEO and “instead of resorting to the lexico-syntactic
patterns from CAMEO (like PETRARCH coders do)” (p. 704).
MTL-BERT is comprised of a contextualized word embeddings
extractor that uses BERT, a source and target detector, and an action
detector. The research uses newswire data crawled from a selection
of different global news agencies. Domain-specific news is retained,
and out-of-domain news is pre-processed and filtered using the
metadata information. What remains is the data used for training
and validation exercises (3,728 total sentences, with 2,207 of them
in English and 1,521 in Spanish). To handle the multilingual aspect
of the event coding, MTL-BERT is initialized using the weights
from a BERT multilingual pre-trained model.

Dai et al. (2022) code/classify events at the root-code level for
CAMEO’s 20 event types and complete set of finer-grained 295
action codes. The research analyzes sentences that are no more

20 Global Terrorism Database (GTD) [START (National Consortium for the

Study of Terrorism and Responses to Terrorism), 2022], India Police Events

data (Halterman et al., 2021), and a new dataset created with corpora from

the politics domain (Hu et al., 2022).

21 South Asia Terrorism Portal (SATP) data and InSight Crime data (Parolin

et al., 2021).
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than 30 tokens in length. It is noted that this length introduces a
bias into the model in favor of coding sentences that are shorter
and simpler, and that future works should allow longer sequence
lengths. It is not entirely clear how event errors are avoided, but the
reliance on the CAMEO and PETRARCH dictionaries for training
data might help because they are highly domain-specific. Also, the
inclusion of negative samples in the training data at the very least
helps with reducing false positives. For the model, relevant samples
are selected in the form of news stories represented at the sentence-
level: four million samples for training, 40,000 for validation, and
40,000 for testing (the ratio of positive to negative samples is 39 to
one, respectively, with one sample equal to roughly one sentence).
To aid in selecting relevant samples, randomly-drawn negative
samples fromTheNewYork Times are incorporated into themodel
so that it learns to not provide coded events when there are no
reported events. It is found that the model “only fails to code events
for 15 input samples that contain events and erroneously codes
events for 53 samples that should not contain events” (p. 3), but
it is argued that this result might be more attributable to differences
in the synthetic samples vs. those taken from The New York Times,
rather than the strength of the model, as synthetic samples “often
fail to sufficiently mimic their real world targets” (p. 3).

Halterman et al. (2023)’s PLOVER/POLECAT relies on
DistilBERT (Sanh et al., 2019), a variant of the BERT model, to
extract event types from news reports. As mentioned, the system
relies on humans to label event types within individual news stories
as part of its pipeline, and the coders do this for every event
type. The complete process of initial machine filtering for PLOVER
is not explicitly detailed, but it involves using search strings set
forth by the PITF to filter Factiva for politically-relevant news
reports in Arabic, Chinese, English, French, Portuguese, Russian,
and Spanish. Some of the news reports are sourced from the
ICEWS project’s news corpus and cover the past two decades.
To have sufficient samples of news reports for each event type-
mode combination and the entity labeling work performed, a
combination of these real-world news reports and synthetically-
generated ones is used. For the human aspect of the PLOVER
pipeline, roughly 10 expert coders are employed for labeling.
News reports are presented to coders in a semi-random manner
employing active learning “to continuously update selected stories
for coding based upon an underlying machine learning model” (p.
14). Their approach of harvesting reports in multiple languages and
converting them to English for processing in DistilBERT (trained
in English) for POLECAT is in contrast to Hu et al. (2022)’s
ConfliBERT approach. ConfliBERT is trained separately with data
in English, Spanish, and Arabic (but has not been implemented
cross-language yet). For ConfliBERT, data are harvested in native
languages and training and coding are performed in native
languages in ConfliBERT flavors/languages. Future work could
thoroughly compare the two approaches and determine if any
step(s) generated errors on the event data.

Hu et al. (2024)’s Zero-Shot fine-grained relation classification
model for PLOVER ontology (ZSP) approach works by leveraging
a tree-query framework to deconstruct the task of political event
ontology relation classification into three dimensions: context,
modality, and class disambiguation. It is argued that accounting
for these dimensions is especially useful for classifying events
characterized by modality (e.g., past or future) or hypothetical

aspects, which event data systems that do not incorporate these
dimensions into their pipeline have difficulty coding. Working
alongside the tree-query framework is an NLI model pre-trained
on the PLOVER codebook, which is expert-written and contains
annotation rules and instructions. The task performed in the
research is relation classification, and events are classified in a
source-target (or actor-recipient) pair using the PLOVER ontology
and the knowledge accessed via the NLI-based ZSP model, with
each pair receiving a PLOVER code. A benefit of using a zero-shot
approach is that external labeled data, which can be costly in terms
of time and money, are not required.

3.3 Locations

Past event data coding applications typically took the location
as with the source, target, or some combination of the two to
determine the location of the event. Yet this is not appropriate
in the case of sub-national and cross-border political interactions.
More recent methods have been adopted to address the errors
around determining the location of an event.22 Halterman (2017)
employs a langauge agnostic word2vec framework (via a SpaCy
framework) to learn locations in texts. In parallel, Imani et al.
(2017) (in English) and Imani et al. (2019) (in Arabic and Spanish)
employ automatic geolocation extraction to news reports. The
major hurdle is to determine the precise location of an event in a
news report when there are other location candidates mentioned
in the same news report. Imani et al. (2017) refer to the collection
of locations directly linked to an event as “focus locations” (p.
1956). A single event can only take place at a single location,
which is referred to as the “primary focus location” (p. 1956).
The process of identifying the primary focus location involves
applying an NER tool (Stanford CoreNLP) to extract potential
location named entities from the first few sentences of the training
news report. Then, semantic characteristics are extracted from
the location-containing sentences using the word2vec model and
sentence embedding techniques.23 Lastly, the classifier is trained
on labeled training examples (binary; sentences include a focus
location or they do not) and is used to predict the precise
location of an event within unlabeled test sentences. To find the
primary location of interest among candidate locations from the
grouping of focus sentences for each news report, the location
name that appears the most is selected. An issue with Imani et al.

22 Althaus et al. (2022) provide a couple of examples regarding where

an event data system could go wrong: Paris, Illinois, could be mistaken for

Paris, France. Also, locations are susceptible to imprecision, and if the most

detailed geographic description available appears to be at the level of a

country (e.g., the system records the location of the event as Thailand), but

the event actually took place in a border city (e.g., Aranyaprathet, Thailand),

the location of the event could be erroneously placed at the centroid of the

country’s (e.g., Thailand’s) national boundaries instead of at the border city

(e.g., Aranyaprathet).

23 Imani et al. (2019) follow the same general process, but with non-

English data. They extract features with a sentence embedding algorithm that

codes word meanings and their semantic relationships into a vector with the

fastText_multilingual model.

Frontiers in Political Science 07 frontiersin.org

https://doi.org/10.3389/fpos.2024.1453640
https://www.frontiersin.org/journals/political-science
https://www.frontiersin.org


Brandt and Sianan 10.3389/fpos.2024.1453640

(2017) and Imani et al. (2019) is that they only retain the news
reports for which locations are correctly parsed by various NERs
(including Stanford and MITIE). The New York Times dataset is
also used, but only news reports that have certain keywords in
their title are selected because not all of the annotated locations
in this dataset are candidate locations. Note that the data are
already pre-selected to filter to political events, and that a major
problem with this approach is that it leads to sample selection
bias. The difficult-to-handle cases should also be included in
the analysis.

Osorio et al. (2020)’s Hadath system employs sparse parsing
using dictionaries to identify locations in a corpus. To mitigate
the risk of location errors (specifically, false positives), Hadath uses
a locations filter to ensure that whatever location is identified is
actually a physical location. The dictionary upon which Hadath
relies is comprised of nuances that enable it to differentiate
the city of Kabul from Kabul Street, for example. Hadath’s
output database provides daily data that are georeferenced and
district-level; however, the system searches exclusively for a
toponym, either a province or district in Afghanistan, within
any line of text that contains an actor or action. It is argued
that the potential issue with this approach is that there are
many instances in which locations are not mentioned in the
paragraph from which an event is extracted because the beginning
of the news report is where the location of an event is
frequently specified.

Halterman et al. (2023)’s POLECAT does not rely on bylines
to determine geolocation; this information is acquired from the
news story. Even when events do not have a clearly identifiable,
associated location, they do not get coded as having taken place in
the city mentioned in the byline. POLECAT does, however, have
the capacity to record such events and many events without an
accompanying location are retained. This approach helps it get
around some of the issues with geolocation that legacy systems
face when they code from bylines, such as when event locations
are incorrectly assigned to country capitals because of where the
news story is filed or when they are incorrectly assigned to the
location of the news source’s headquarters (Halterman et al., 2023).
One potential consequence of this approach is the undercoding
of locations.

3.4 Dates

Before some of the more recent literature, the standard way
to determine the date that an event took place was to parse the
byline of a news report to obtain its publication date (Halterman
et al., 2023), which is the method used by Osorio et al. (2020).
The issue with this approach is that it is prone to errors. Miller
et al. (2022) argue that researchers should be wary of date
resolution errors, such as when an historical event shows up in
the news on its anniversary date (e.g., if a news report about
the anniversary of the 1941 Japanese attack on Pearl Harbor is
published with today’s date, it could appear to a machine that
the attack recently happened). To better discern publication date
from event-reported date, Halterman et al. (2023) use DistilBERT
for the extraction of event types from a news story, and then

apply RoBERTa-QA (Liu et al., 2019) to recover the date for each
event type.

4 Machine learning measurement
solutions

4.1 General ML in English

Other sources of event data error come from reports
being translated and from the complex interactions of case
and news report selection and simultaneous needs to code
events (with or without machines). More recent approaches
try to reduce the accumulated linguistic, sample selection,
and aforementioned discrete coding problems (actors,
actions, locations, and dates). Machine learning technology is
frequently applied to address these issues primarily because of
its efficiency.

With Osorio et al. (2020)’s Hadath system, after curating
relevant news stories with a classifier, NLP [sparse parsing
technology (Schrodt, 2001)] codes the text along five feature
categories: source actor, target actor, action, date, and daily, district-
level location.

Other approaches move to the newer BERT approach. Parolin
et al. (2022)’s Multi-CoPED codes in English, Portuguese, and
Spanish into a structured format like the CAMEO event data.
This approach eschews human coding and employs contextual
knowledge from BERT models and multi-task learning. Using
a small training set, their model produces high quality results
coding event sources, actions, and targets. This lowers the
cost for multilingual parsing with good performance, helping
to overcome some of the major limitations of legacy systems.
Multi-CoPED’s MTL-BERTmodel outperforms all baseline models
on English, Spanish, and Portuguese data in terms of exact
match F1, partial match F1, and macro F1 for source and
target detection, and standard F1 and macro F1 for action
detection (pentacodes).24 The Multi-CoPED system outperforms
all baseline models on precision, recall, and F1 (standard) for
the end-to-end coding (source, target, action, and overall) of
CAMEO data. For action detection, MTL-BERT trained on English
and Spanish data achieves an absolute macro F1 performance
increase of 25.9% over PETRARCH for testing in English and
31.9% over UPETRARCH for testing in Spanish. For end-to-
end coding, Multi-CoPED trained on English and Spanish data
achieves an absolute overall F1 performance increase of 23.3% over
PETRARCH2 for testing in English and 30.7% over UPETRARCH
for testing in Spanish.

Hu et al. (2022)’s pre-training of ConfliBERT on a large
domain-specific corpora (33.7 GB) allows it to excel in terms
of standard F1, example F1, and macro F1 over a standard

24 For source and target detection in English, Spanish, and Portuguese:

PETRARCH, PETRARCH2, UPETRARCH, SRL-based models, and LSTM-

based models. For action detection in English, Spanish, and Portuguese:

PETRARCH, PETRARCH2, UPETRARCH, and LSTM-based models. For end-

to-end coding in English: PETRARCH, PETRARCH2, UPETRARCH, and LSTM-

based models. For end-to-end coding in Spanish: UPETRARCH and LSTM-

based models.

Frontiers in Political Science 08 frontiersin.org

https://doi.org/10.3389/fpos.2024.1453640
https://www.frontiersin.org/journals/political-science
https://www.frontiersin.org


Brandt and Sianan 10.3389/fpos.2024.1453640

BERT on all tasks25 involving nine different datasets covering
various topic areas.26 In particular, one of the ConfliBERT
configurations gains an absolute macro F1 performance increase
of 5.03% on binary classification in the violence domain and
4.38% on TS multi-class classification in the protest domain,
while another configuration gains 2.96% on NER in the
defense domain.

To the traditional features of an event in who did what

to whom?, Halterman et al. (2023)’s PLOVER/POLECAT
accounts for mode and context. The POLECAT dataset is
fully automated and consists of machine-coded event data
produced from millions of news reports written in various
languages, and the data are intended to cover 2010 to the
present. Instead of using actor and event dictionaries, the data
are generated via an automated coder that relies on a synergy
of NLP tools, neural networks using transformers, and actor
information acquired via Wikipedia. The accuracy figures of
PLOVER/POLECAT’s Next Generation Event Coder’s (NGEC)
fine-tuned RoBERTa QA for coding actor, recipient, date,
and location are 89.27, 68.64, 71.19, and 69.49, respectively.
This surpasses the BERT baseline of 78.81, 61.86, 68.36, and
69.21, respectively.

4.2 Multilingual (non-English) approaches

Most of the work on event data machine coding has involved
texts and reports in English. There are notable exceptions in
Spanish such as Osorio and Reyes (2017) and Osorio et al. (2019).
Working with English text alone is already difficult and expanding
to a multilingual setting comes with its own set of challenges.27

To handle multilingual event data with machines, one approach
is to extract features with a sentence embedding algorithm that
codes word meanings and their semantic relationships into a
vector, which is what Imani et al. (2019) do with Arabic and
Spanish. A newer approach is to pre-train BERT-based models on
non-English text. Nguyen et al. (2023) do this with Vietnamese
social media text, and Doan et al. (2023) and Doan et al. (2024)
do this with Norwegian, Swedish, Danish, and Icelandic text
coded from parliamentary speeches. Before pre-training, some
authors apply machine translation technology to convert non-
English text into English, which is how Halterman et al. (2023)
handle Arabic, Chinese, French, Portuguese, Russian, and Spanish.

25 Binary classification, sentence binary classification, document binary

classification, multi-class classification, relevant multi-label classification,

all multi-label classification, multi-label classification, sentence multi-

label classification, document multi-label classification, TS multi-class

classification, PC multi-class classification, ST NER, and NER.

26 General, violence, protest, terrorism, crime, politics, and terrorism

defense.

27 E.g., with Osorio et al. (2020)’s Hadath system, NLP is used to code

events from Arabic text. This requires a machine to read from right to left,

meaning that the system must be careful about the order of actors and

actions. Also, because the Arabic verbs in their actions dictionary do not

include pronunciation diacritics, duplicate verb conjugations that yield the

same plain Arabic script after diacritics are removed are deduplicated.

The tradeoff with this approach is fidelity for efficiency, as the
major problem is translation drop-off. To mitigate this problem,
Parolin et al. (2022) use translations made by native speakers of
the target languages (Portuguese and Spanish) before pre-training
to help ensure that there is correctness in syntax and semantics
on the testing samples. The tradeoff of doing so, however, is
efficiency for fidelity. It should be noted that one can approach
multilingual data using within-language, cross-language, or zero-
shot techniques (e.g., one can create a new coder in language
X, use language X to train language Y, or use a zero-shot for
language Y).

Relatedly, but not pertaining to multilingual data,
Machlovi (2023) augments a BERT model with a deep
learning pipeline to better understand the language of
violence and peaceful events data through improved
contextual knowledge of the words that comprise
such data.

Ho and Chan (2023) argue that assessing validity with regard
to multilingual text analysis should be conducted from the
perspective of transferability, which is conceived of as “the extent
to which the performance of a multilingual text analytic method
can be maintained when switching from one language context
to another” (p. 1). This is in light of what is described as a
black box problem plaguing those who seek to interpret the
transferability of arguably uninterpretable multilingual language
models. For the modeling process, an mBERT is fine-tuned
on “annotated manifestos and media texts” (p. 1) from the
Comparative Agendas Project in the following Indo-European
languages: English, German, French, Italian, and Spanish, which
are treated as “seen” (p. 3) languages for the model. The research
examines how the model performs when trained on text from seen
languages (and picks up context from these languages) and applied
to text from “unseen” (p. 3) languages (Basque and Chinese), which
have their own unique contexts. Transferability is then evaluated by
utilizing parliamentary data28 from Basque, Hong Kong, Taiwan,
and the UK.

Licht (2023)’s work on language drop-offs in comparative
manifestos presents another approach to multilingual text analysis.
The work follows on from the finding that incorrect translations
can result from solely translating dictionary keywords or the
words preserved post-tokenization of documents in their native
languages (Proksch et al., 2019; Reber, 2019, as cited in Licht,
2023). As an alternative to translation, the strategy is to enlist
multilingual sentence embeddings (MSE), which he describes as
a technique for encoding sentence-like texts into fixed-length,
numerical vectors. He argues that this arrangement ensures that
texts conveying similar meanings are positioned near each other
in a shared vector space regardless of their language, which
means that documents written in differing languages can be
represented in the same feature space. The main task of the
research is to use MSE-based classifiers to classify the topics and
positions of sentences that originate from election manifestos
found in the Comparative Manifestos Project dataset (Volkens
et al., 2009), and compare the performance of this approach with

28 Natural and synthetic data are used.
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that of classifiers trained with BoW representations of machine-
translated texts.

For Ho and Chan (2023) and Licht (2023), it is worth noting
that their works are cross-lingual, but not about event data. Their
approaches entail highly-curated and specific data applications
to very structured data, and will not generalize to news reports
well. The election manifestos they analyze are quite formal and
follow specific requirements for structure, unlike news reports,
which can be a lot more informal and unstructured (Croicu,
2024).

5 Additional issues in measurement
for event data

The ideal scenario is to enumerate all possible sources of error
and demonstrate how some event data system is able to exhaust
them all, but this is not realistic at present. Researchers can,
however, recognize errors and try to reduce them so that validity
can be improved. Althaus et al. (2022)’s “total event data error
(TEDE) framework for identifying and assessing” (p. 604) various
types of errors that threaten validity is useful for understanding
additional sources of measurement error not discussed thus far.
TEDE is essentially a funneling of the broad sets of information
from a large set of news sources into documents, paragraphs,
named entities, linguistic objects (NLP tags), etc. down to the
attributes of a complete event. Moving through the stages, errors
can be made in different ways. It should be noted that the
importance of a certain error source depends on the goals of
the researcher and the circumstances. Identical copies of events

describes a scenario in which there are duplicate entries of the
same event in the data. Osorio et al. (2020) tackle this issue by
removing duplicated events as part of the post-coding process.
Event enumeration errors occur “when the number of distinct
event records produced from a news report differs from the true
number of events it describes” (Althaus et al., 2022, p. 609).
Parolin et al. (2022)’s Multi-CoPED handles reciprocal events.
Setting up the system to account for them is part of the task
of sequence labeling. A tag identifying a reciprocal relation is
applied to a word representing an entity that assumes the role
of both source and target (at least two entities are required
for a reciprocal event to be possible). The system generates
multiple coded events for events characterized by reciprocal
relations. Halterman et al. (2023)’s POLECAT dataset is enabled
to list multiple actor and/or recipient countries in a single event
entry, and multiple entities can be actors or recipients. It is
noted that this approach differs from ICEWS, which tends to
represent multi-actor and/or multi-recipient events as separate
dyadic events. For instance, in the case of a four-state multilateral
meeting, ICEWS would represent this as having as many as
12 directed-dyad events, whereas in POLECAT, it is preserved
as one event comprised of four participants (Halterman et al.,
2023).

Other issues that are not explicitly addressed by the reviewed
literature, but are identified by Althaus et al. (2022), are discussed
next. Attribute linkage errors are the result of incorrectly joining
properly identified attributes, such as when the locations of two
separate events are unintentionally merged. Event segmentation

errors transpire when attributes belonging to a single event
are fragmented into distinct event records or attributes from
multiple events are amalgamated into one record, such as when
separate accounts of a peaceful protest and a violent riot are
erroneously merged into one record for a riot event. Different
versions of events happens when multiple records provide distinct
accounts or descriptions of the same event, and the event
data system recognizes multiple events instead of one. Similar

records, different events occurs when records for separate events
share common characteristics and the event data system mixes
up the records or mistakenly assumes that they refer to the
same event.

6 Discussion

This section identifies areas where errors can be better handled,
explains how measurement can be conducted when interacting
with political network data made possible by one of the SOTA
models, and offers suggestions for researchers to improve how
the results of their models are presented and compared with
other models.

6.1 Opportunities

To summarize the sources of error that could benefit from
more attention, these include entity errors (e.g., resolving issues
associated with the transliteration of names and the identification
of new actors not listed in any dictionary or Wikipedia), attribute
linkage errors, event segmentation errors, different versions of
events, and similar records, different events. Also, while Halterman
et al. (2023) make progress by determining geolocation from the
text of a news report, there is still room for improvement.

Another opportunity is to build political network data.
Utilizing ConfliBERT data, political networks can be constructed
based on the corpus of text and results from the model. The
data would consist of the relations among/between individuals,
groups, events, and locations. This is possible because ConfliBERT
data allow one to measure the similarity between various political
actors in a Euclidean vector space, which means that insights
can be gleaned on how the aforementioned items are similar
and dissimilar. Using the emergence of a new political actor as
one example, the relationship of this actor to their group can be
measured against a known political actor and their group (e.g.,
comparing the vector space for a new leader and rebel organization
with Osama bin Laden and Al-Qaeda). Additionally, how these
political actors are discussed can assist with the identification of a
latent network similarity between various political actors.

6.2 Best practices

There are recommendations for authors to make the
measurement part of their work clearer and more precise. This
guidance is intended to be helpful. First, authors should make it
very obvious what their model is and what the comparison models
are, what the training and test data are, what the unit of analysis
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is (that all models in a comparison are using), what ontology they
are applying, what metrics they are using and why they are using
them, and what the limitations are for all of these items. While
foundational, they are not always apparent in every work.

Consistent terminology in and across works is also important.
Some authors use multiple terms to describe the same unit of
analysis when it may be better to use a single term to avoid
confusion. Also, when one term is used to describe a particular unit,
it should be clear what the unit entails. For example, saying that
the “span of text” is the unit of analysis is not always sufficiently
informative. The number of words comprising the span should
be specified if the span is intended to be bounded.29 Where it
makes sense and is possible, using consistent terminology and being
specific about the unit of analysis is beneficial for comparison
and interpretation.

Another pitfall is estimating the performance of a model and
how it compares with other models by solely focusing on accuracy,
precision, recall, and F1, while ignoring other metrics that taken
together would provide a more complete account of performance.
Computational time and storage should also be considered in
one’s estimation of overall performance (Alsarra, 2023). Model
effectiveness is one thing; model efficiency is another.30

The landscape of recent event data research is contoured
by a greater reliance on machines (particularly, transformer-
based models) that are showing much promise in delivering
results more efficiently. This paper focuses on the measurement
aspect of the research. Measurement is a determination of the
distance between what a machine codes/classifies from information
describing an event and what really is happening in the event.
Measurement is foundational and transcends technology: Legacy
and state-of-the-art systems are subject to the same measurement
concerns. Understanding measurement and how to apply it
matters because it helps ensure that appropriate assessments
about the performance of a model on specific tasks are made,
which enables the fair demonstration of how it compares
with other models. To responsibly handle these data, it is
imperative to respect the measurement component to avoid
faulty inferences and misinformed decision making. Discussed are
important definitions and concepts, what researchers are doing
to advance the SOTA and how they are dealing with a host
of measurement errors, areas to improve on mitigating certain
sources of error, and a way forward to maneuver in this field
of research.

Lastly, there are final thoughts looking ahead to the near
future. In terms of modeling, it appears that LLMs will continue
to dominate the coding/classifying of event data. In terms of model
training, expect to see more domain-trained LLMs, as the sizeable
marginal returns in performance achieved by these models are a
result of fine-tuning with domain-specific training data.31 In terms
of model application, LLMs will probably be leveraged more than
they are now for the tasks of constructing political networks and

29 See Olsen et al. (2024) for more information on how spans are

approached in NLP work.

30 A cost function analysis is a helpful tool in this regard.

31 Also, the results from Hu et al. (2024) indicate that the zero-shot

approach does not perform as well as fine-tuning.

identifying new actors and actions more quickly and effectively.
These tasks are highly important and challenging, and represent
a major opportunity for researchers operating at the cutting edge
to fully exploit the SOTA tools available, as well as those yet to
be developed.
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