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The 2020 presidential election saw election o�cials experience physical and

social media threats, harassment, and animosity. Although little research exists

regarding animosity toward US election o�cials, observers noted a sharp

increase in 2020 in animosity toward US election o�cials. The harassment of

election o�cials hindered their work in administering a free and fair election and

may have generated doubts about electoral integrity. Our study: (1) Proposes

a unique measurement and modeling strategy applicable across many social

media networks to study toxicity directed at o�cials, institutions, or groups;

(2) Collects a novel dataset of social media conversations about election

administration in the 2020 election; (3) Uses joint sentiment-topic modeling to

identify toxicity from the reactions of the public and election o�cials, and uses

dynamic vector autoregression models to determine the temporal structure of

the toxic conversations directed at election o�cials; (4) Finds that the level of

animosity toward election o�cials spikes immediately after the election, that

hostile topics overall make up about a quarter of the discussion share during this

period, increasing to about 60% following the election, and that hostile topics

come from left- and right-wing partisans. Our article concludes by discussing

how similar data collection and topic modeling approaches could be deployed

in future elections to monitor trolling and harassment of election o�cials, and

to mitigate similar threats to successful election administration globally.

KEYWORDS

election o�cials, topic modeling, social media, election administration, sentiment

analysis

1 Introduction

Researchers have long argued tha for proper functioning, democracies require free and

fair elections (Bjornlund, 2004). Although these twin concepts of freedom and fairness

with respect to election administration are often used together, they are typically not well

defined. Thus, it can be difficult to quantitatively determine whether an election has been

conducted freely and fairly (Elklit and Svensson, 1997). With characteristic bluntness,

political scientist V.O. Key provided some clarity regarding a quantifiable definition of free

and fair elections, arguing that “If a democratic regime is to work successfully it must be

generally agreed that contestants for power will not shoot each other and that ballots will

be counted as cast” (Key, 1984, 443).

While scholars studying American politics may have long assumed that “contestants

for power will not shoot each other ...” that assumption was tested in the immediate

aftermath of the 2020 presidential election. During the 2020 general election there were
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unprecedented efforts to undermine and cast doubt on the integrity

of American electoral institutions and the election officials in

charge of administering the election (Bowden and Teague, 2022).

And on January 6th, 2023, when a mob attacked the Capitol

Building when the US Congress was working to certify the results

of the election, many realized that the United States may have come

quite close to not having a free and fair election with a smooth

and peaceful transfer of power from the losing party to the winning

party (Schiff, 2023).

The 2020 US presidential election was not particularly close:

Biden won 51.31% of the popular vote and 56.88% of the Electoral

College vote, while Trump won 48.86% of the popular vote and

43.12% of the Electoral College vote.1 Despite these margins of

victory, the 2020 US presidential election was unique as the

Republican losing candidate and his supporters were very vocal

with countless claims of election fraud, none of which were found

to have merit in detailed analyses by scholars (Eggers et al., 2021).

The 2020 US presidential election was also unique, as those tasked

with administering the elections across the country, whether at

the state or local levels, whether paid or volunteer, were criticized,

threatened, trolled, and in some cases physically attacked (Bowden

and Teague, 2022). A 2022 survey of local American election

officials (LEOs) sponsored by the Brennan Center for Justice found

that 17% of local election officials polled reported that they had

been threatened because of their job: among those threatened,

73% said the threats had come by phone, 53% said they were in

person, 37% received them through social media, and 25% had

been threatened by mail.2 To the extent that these threats affect

the behavior of officials in their capacity of ensuring the proper

functioning of electoral institutions, these threats themselves pose

risks to American democracy.

In this article we develop a methodology for measuring and

modeling online criticism, animosity, and toxicity directed at

American election officials. Of course, our social media perspective

does not necessarily include the full array of ways that election

officials were threatened or attacked in that election (especially

physical threats and attacks), but these data provide us with

important measures of the timing and nature of the threat

environment facing election officials. The social media data contain

a vast array of information regarding the online conversation about

the 2020 election: detailing the negative information that was being

directed at election officials while also providing a perspective on

the how election officials were responding. Our data also contains

other information from neutral or supportive social media users,

giving us the ability to examine the information environment on

Twitter in the fall of 2020.

Our method is also widely applicable due to its flexibility.

Thus, in addition to analyzing hostility toward election officials in

2020, our method can be used to measure and model any type of

organized online conversations, whether positive or negative, that

are directed at political institutions, public officials, or other groups.

1 Source: The American Presidency Project, https://www.presidency.ucsb.

edu/statistics/elections/2020.

2 See the Brennan Center for Justice’s report, “Local Election O�cials

Survey (March 2022)”, https://www.brennancenter.org/our-work/research-

reports/local-election-o�cials-survey-march-2022.

While we used Twitter data, our method is general and can be used

with any form of text-based social media data (since the collection

of our data, Twitter became X, and we will refer to the source of our

data as Twitter in this article).

Our article proceeds as follows. In the next section we discuss

past research on election administration and try to situate our

analysis in that research. We then present the methods we used

to collect, preprocess, and analyze our data (additional details are

provided in the appendices). Then we present our key results and

conclude with a discussion of the implications of our work for

future elections.

2 Animosity toward American election
o�cials

Despite what many assume, political violence is not unusual

in American political history. For example, there was significant

political violence in the years leading to the American Civil War

(Kalmoe, 2020), including within the US Congress (Freeman,

2018). Violence and threats have continued into more recent

American political history, for example the Civil Rights movement

(Branch, 1989). Scholars have noted that with political extremism

in the United States today, the potential for political violence

continues, though scholars debate how widespread this potential

may be (Kalmoe and Mason, 2022; Westwood et al., 2022). Finally,

the history of election administration in the United States has many

examples of violence and threats at polling places, with violence and

threats often seeking to disenfranchise certain groups (Bensel, 2004;

Keyssar, 2009).

While political violence and threats during the election process

(including harassment of local election officials) are not a new

phenomenon in the United States, there is limited existing research

that studies the dynamics, origins, and content of threats and

harassment of election officials. As mentioned in the previous

section of our article, survey research showed a clear increase in

threats and harassment against LEOs in 2020 compared to previous

elections, and that LEOs feared animosity against themselves and

colleaguesmore than in the past (Edlin and Baker, 2022). This trend

has continued through 2022, in fact, LEOs believe that the 2020

election served as a tipping point for starting a trend of markedly

increased animosity toward electoral institutions (Edlin and Baker,

2022). In fact, these trends have been further supported through

hands-on quantitative studies of social media data (Gross et al.,

2023). Finally, some have argued that more might be done by law

enforcement to investigate those who harass LEOs (So and Szep,

2021).

This research speaks to important questions in the literature,

with far-reaching implications for American electoral democracy.

First, direct threats and harassment directed at election officials

impede their ability to administer an election efficiently. If they

are fearful for their personal safety and the safety of their families

and coworkers, they may need to take protective actions, steps

that distract or deter them from effective work during an election.

In fact, this may be the intention of some of those threatening

election officials, as threats and harassment can constitute a type of

denial of service attack on election administration in a jurisdiction.

Detecting and deterring these threats can help election officials
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stay focused on their important and time-sensitive work during the

election season.

As the threats, harassment, and general animosity toward

election officials that we are studying occur on social media, they

can have broader political and social implications. In particular

they may serve to inspire broader doubt and animosity from the

electorate on the integrity of the work of election administrators.

Those viewing these negative and threatening posts on social media

may lose confidence and trust in the published outcome of the

election (especially if they are on the losing side). If concerns

about election integrity go viral on social media, these threats and

negativity can have serious and lasting consequences for trust and

confidence in the election process and published outcomes for

stakeholders and citizens. Understanding the origins and content

of election threats, harassment, and negativity is thus consequential

for understanding whymany in Americamay lack confidence in the

current election administration process.

Distrust in disfavored electoral outcomes is not a new

phenomenon. There were large partisan gaps in confidence in

election administration in 2000, 2004, and 2012 (Sances and

Charles Stewart III, 2015). In 2004, 59 percent of Democrats did

not believe Republican George W. Bush fairly won the election

(Sances and Charles Stewart III, 2015); comparable to the 52 and 50

percent of Republicans who expressed confidence in the outcome in

2012 and 2020, respectively. It is well studied that voters of a losing

party during an election tend to distrust the winning party, while

rationalizing the loss through various avenues, including distrust of

the electoral process (Craig et al., 2006) (Hansen et al., 2019).

The 2020 election was contentious and emotionally charged,

which could have amplified the loser effect (Daniller, 2016). Of

course, distrust of the electoral process can easily be directed

toward distrust of the local officials running the elections. This is

convenient for political elites on the losing side–it leads the option

of bad faith agenda setting open, and the direction of the discussion

space turned toward animosity of LEOs (Gilardi et al., 2022; Fazekas

et al., 2021).

The loser’s effect may have produced higher levels of LEO

harassment. There are at least two different mechanisms that may

be responsible for this. First, the eventual winner of the 2016

election continued to doubt the outcome of that election (despite

winning that election), resulting in a smaller gap in faith in the

election, as the loser of that election had telegraphed faith in the

electoral process prior to losing (Sinclair et al., 2018). But second,

in 2020, social media platforms have been used as a coordination

mechanism, with Republican elites actively casting doubt on the

electoral process both before and after the election. Moreover,

unlike in 2000 and 2004, the losing candidate did not ultimately

concede that he lost a fair election.

We argue that the combination of these two factors likely

resulted in the animus directed toward election officials on

social media. Political elites strategically attempted to set the

agenda for discussion surrounding the election, in this case by

amplifying messages that encouraged animosity toward the LEOs.

To cast distrust, these officials use falsehoods and exaggerations

to propagate their narrative. In order to reassure the public about

the integrity of the election, local election officials (LEOs) took to

Twitter to placate growing mistrust in electoral institutions from

a wide range of the ideological spectrum. In this article, we argue

that the manifestation of the loser’s effect is amplified by prominent

partisan elites (in the case of the 2020 election, the President of the

United States). This is based on existing theories that suggest that

distrust in election outcomes is associated with the loser’s effect and

elite messaging (Sinclair et al., 2018).

While the literature so far on voter confidence and the loser’s

effect has focused on survey evidence, in our article we take a

different and novel approach. We collected a large high-frequency

dataset (5,747,858 tweets) of social media posts directed at election

officials. After pre-processing our data, we then used a semi-

supervised natural language processing method that estimates both

the topics (issues) discussed in the posts and their sentiment

(negative, neutral or positive). We then model the predicted

magnitude of the influence of online discussion by LEOs on the

public, and vice versa, using vector autoregression.

Sentiment analysis in political science is a topic of great interest

due to the inherent importance of sentiment in political rhetoric

public behavior. Sentiment analysis of text tends to be a subset

of the more general problem of text content analysis (Grimmer

et al., 2022). These methods are divided into classification and

scaling problems, and classification problems are further divided

into methods for known and unknown categories. With known

categories for content classification, there are numerous supervised

approaches, including machine learning (Thelwall et al., 2011)

and nonparametric methods (Hopkins and King, 2010). However,

due to the dynamic nature of election cycles and the granularity

of content changes online during salient periods, hand-designing

classification categories inherently constrains data according to the

authors’ interpretations. Instead, our work required the second type

of method: classification with unknown categories. For this type

of problem, single-membership clustering and mixed membership

approaches exist (Grimmer and King, 2011; Airoldi et al., 2014).

Again, for our problem, there is no need to restrict tweets to

one classification, so we choose mixed membership. Within mixed

membership, it is clear that tweet-level, that is, document-level,

analysis is necessary, leading us to topic models and LDA derived

approaches in particular. Thus, although a plethora of methods for

sentiment analysis are applicable to political science, our context

naturally directs us to topic modeling.

Our innovation is to exploit the temporal nature of dynamic

streaming data to examine how LEOs and the public interact

on social media before, during, and after the election. Previous

research using social media data to study election administration

does not exploit the temporal nature of dynamic streaming data. So,

while topic-based analyses and time-dependent sentiment analyses

of Twitter data exist separately, to the best of our knowledge, these

approaches have not been combined. We will bring these topic

modeling and dynamic analysis together, to observe changes in

hostility toward LEOs over time.

Thus, our sentiment-topic estimates provide measurements of

distrust in election administration and of the animosity aimed

at election officials. Our approach allows us to study the real-

time dynamics of mistrust in officials, and we find evidence

that although election officials had control of the discussion

agenda related to election administration in the lead-up to the

election, LEOs lost control of the social media conversation

around electoral procedures, while becoming targets of threats

and harassment.
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There are other approaches that have been used to study

the dynamics of public opinion measured in social media data.

One version of this analysis simply uses conventional frequency

measurements of topics over time; that is, they isolate topics to

search for on Twitter, and then measure their presence in the

discussion space over time (Giachanou and Crestani, 2016). While

this approach can be effective in certain cases, it is not sufficient for

holistically observing political trends, sincemanually picking topics

unnaturally distorts the representation of the discussion space. In

order to avoid doing this, another type of method can be used:

collecting the entire discussion space around an issue and then

training classifiers based on the sentiments that are being extracted.

For example, researchers have studied the change in opinion toward

gay marriage before and after the Obergefell vs. Hodges decision,

by training models for binary classification of sentiments in tweets

(Adams-Cohen, 2020). Still, this method necessitates supervised

learning and thus some amount of hand-labeling tweet sentiments.

Recently, researchers have developed unsupervised methods to

analyze voter behavior using topic discovery, opinion mining, and

emotion analysis on social media data (Belcastro et al., 2022).

Although these techniques are valuable for identifying topics that

generate animosity, the reliance on static hashtags and word-based

modeling for data collection can distort the discussion space and

present challenges for real-time application.

3 Research design

Voter turnout in the 2020 presidential election was the largest

in recent American history, resulting in intense social media

participation and the generation of millions of tweets. This period

provides us with a plethora of data regarding the sentiments of

the public regarding the electoral process, yet provides a unique

challenge due to the sheer amount of social media information

generated. In this section, we discuss the development of a novel

data collection method to analyze sentiment and animosity during

the 2020 election. To obtain the discussion space closest to the

electoral officials, a multi-level network of connectivity was created

utilizing Twitter accounts with the accounts of the election officials

at the core of this network. For the analysis of this network, we

develop a dynamic aggregate measure of animosity toward local

election officials exhibited by social media users, and use it to

show that the salience of the election is correlated with increases in

animosity online, but mostly after the election already occurs. To

further generalize, we use this method to observe latent trends of

animosity toward the electoral system at large. In the next sections

of the article we provide a detailed description of our methodology.

3.1 Data collection

We use data collection methods that maintain a multilevel

structural connectivity between election officials, political activists,

and the general public. Rather than use keywords to query the

Twitter API, we developed a data collection architecture to identify

the multi-level networks of connectivity among LEOs, political

activists, and the general public. The basis of the network collected

is a list of 98 election officials Twitter handles collected byNASS and

an expert who works closely with election officials in the US. These

election official Twitter accounts include the state election offices

as well as personal and professional Twitter accounts of election

directors and secretaries of state.

The selection of election officials as the basis of our data

collection social media data provides us with distinct advantages

over other data collection methodologies. Social media data, in

particular from Twitter, was chosen over participant observation

and surveys because it can be used to continuously monitor the

sentiment of the discussion space before, during, and after the

election. In particular, these tweets contain real-time raw responses

and reactions that are extremely hard to gather due to the illegal and

harmful nature of rendering threats to election officials. Thus the

influence of the observer’s effect is minimized since the generation

of tweets occur without the influence of researchers.

This collection methodology is an important innovation,

because we need to understand the dynamics of the behavior of

the online trolls, the political leaders encouraging the trolls, and the

local election officials who were the targets of the trolling. Previous

studies of voter anger and the winner/loser effect rely on high

quality survey evidence. This evidence offers key insights into the

psychology of voters immediately preceding an election and in the

aftermath of an election; however, to better understand the real time

dynamics of voter anger, we need real-time measurements of all the

relevant voters. To this end, our collection methodology captures

the relevant actors based on their social media interactions, and

Twitter itself was the platform where much of the protest and

collective movement that grew into the January 6th insurrection

was organized. So, we argue, these Twitter interactions are an

important data source for understanding how the January 6th

movement developed and to test how political elites encouraged

or discouraged this anti-Democratic behavior. While we select

Twitter as the social media network of choice for our research it

should be stressed that themethodology utilized is applicable to any

text-based social media.

The foundation of our data collection starts with the

establishment of the network between the LEOs. To collect

these data we utilized an initial seed list of the official and

personal accounts of 86 election officials obtained from subject-

matter experts. After determining a collection time period that

encompassed both the 2020 summer presidential campaigns and

post-election events we collected all tweets generated from the

LEOs’ accounts to determine institutional messaging and agenda.

Next, we collected the users who amplified and spread the

LEO messaging by retweeting them. Lastly, to capture the general

discussion among non-LEO users about the LEOs we collected all

tweets that mentioned the LEOs accounts. This results in 608,968

total accounts and 5,747,858 total tweets. This is a comprehensive

dataset that we believe captures the vast majority of discussion

directed at local election officials before, during, and after the 2020

election. The dataset was collected using a multi-level network

method detailed in Kann et al. (2023). This method allows for

the collection of a large, topically relevant dataset without hand-

selecting topics or searching for keywords, both of which are prone

to introducing bias and are generally inflexible. It also retrieves

a larger discussion space than solely relying on interactions

with LEOs, since discussion relevant to election administration

could well occur without direct LEO involvement. This allows
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observation of larger hostility trends, and a more comprehensive

view on topical trends.

Our data collection method results in a rich and large dataset

that, when analyzed, contains topics of interest as well as a

background of general activity, making it well-suited for estimating

the topical mix surrounding LEOs.

3.2 Measurement

3.2.1 Measurement strategy
To identify the discussion space and construct our measures

of animosity, we used the joint sentiment-topic model (JST), and

applied it across the period of time surrounding the 2020 election.

We used JST estimates of the topical content of these online

conversations to label documents with topics and their sentiment

orientations. In this way, we are able to gauge the relative animosity

toward election officials per topic. By further grouping the tweets

by date and averaging relative probabilities across taxonomies of

topics, we are able to show that animosity spikes during the period

following an election. PCA is then used to visualize the resulting

topic mixtures in an intuitive 2-dimensional space, shown in

Figure 1, in which the proximity of certain topic types to each other

can be observed directly. Last, we used vector autoregression (VAR)

to further quantify interactions between LEOs and non-LEOs in

our dataset. Our approach contributes a new application using

this framework to study the dynamics of social media discourse,

adding to a literature that has studied the dynamics of social media

discourse in other substantive areas (Barbera et al., 2019; Debnath

et al., 2023; Ebanks et al., 2025).

3.2.2 Justification of measurement
The JST method was developed with this particular use case

in mind–since we wanted to study topics with negative sentiment

(topics that contain toxic and highly negative language) (Lin and

He, 2009; Lin et al., 2012). Thus, other topic modeling approaches

like the Latent Dirichlet Allocation (LDA) model, or word-

embedding models like the Bidirectional Encoder Representations

from Transformers (BERT) model were ill-suited for our study as

they do not simultaneously estimate sentiment and topics.

Importantly, JST is an extension of LDA, but the latter

is insufficient for this use case. The use of LDA resulted in

mostly time-invariant clustering of tweets that had muddy topical

separation at best, making animosity nearly impossible to clearly

observe in the resultant discussion space. The lack of clear topical

separation was likely due to additional underlying structure in the

data, including the latent factors of sentiment and partisanship.

The necessity of accounting for another layer of latent factors in

the data thus became a clear motivation for using JST, which is a

modification of LDA for exactly that purpose.

Another popular class of language models, word embeddings,

are also not well-suited to this application for a number of reasons.

The first of these is that document-based models are easier to

interpret than word-based ones, which is useful for a substantive

problem like measuring tweet animosity. For example, the JST

approach lends itself to clear interpretation through observation of

emblematic tweets for each topic and sentiment, the top words in

each topic, etc.

Furthermore, word-embedding based methods require labeled

data, while our method is unsupervised. The unsupervised

approach is advantageous firstly because it does not require hand-

labeling, which is costly and time-consuming, as well as commonly

subject to bias in the assigned labels. Labeling is also not part

of our novel data collection method, which is better for the

study of animosity toward LEOs due to the dynamic discussion

space about the electoral process on social media. Common data

collection methods from the TwitterAPI include querying for

specific keywords and hashtags. However, reliance on keywords

results in a lack of granularity since we would be unable to capture

the overall messaging of the LEOs as well the discussion directed

toward them. Additionally, we would have to keep an ever-growing

corpus of keywords to reflect specific new topics that emerge due

to events such as the January 6th Capitol riots. Instead by using the

election official handles as a seed list for data collection we are able

to capture all of the institutional messaging as well as the evolving

reactions and discussions amongst political activists and the

general public.

An additional reason word-embedding based models are not

well-suited for this use case is their lack of flexibility. Using these

language models or supervised learning methods would require

hand-labeling large datasets, which is infeasible given the volume

of data and dynamic nature of political discussion. The JST/PCA

approach we use here does not require hand-labeling of training

data, and it allows the flexible estimation of changes in the topic

distribution as context or environment changes.

Another popular method for sentiment analysis involves using

pretrained large language models (LLMs) such as Perspective API.3

However, there are a number of issues regarding the use of LLMs

(especially proprietary LLMs) for a research project of this nature

(Linegar et al., 2023; Palmer and N.A. Smith, 2024). First, in our

application we desire strong topical transparency. That is, utilizing

LLMs adds opaqueness to classification results of trolling and non-

trolling. Our approach also allows for a more flexible and domain-

specific definition of toxicity. Instead of relying on a notion of

toxicity learned from a large selection of mixed text data, our

toxicity classification, and topics in general, are specific to the

context of the particular data we are interested in. Additionally,

we want to employ a methodology that can readily be used by

researchers, election officials, and stakeholders—a methodology

that does not require access to an LLMAPI nor the expense of using

one. Finally, as the data we want to topically label are from human

subjects, we prefer to avoid using public LLMs to comply with data

use and human subjects policies.4

3 We note that the Perspective API is built on BERT-based model—which

is a language model built on transformer architecture (Devlin et al., 2019)—

across many languages. The outputs from this training process are then

synthesized into a cohesive output using Convolutional Neural Nets (CNNs).

Google o�ers more details here, https://developers.perspectiveapi.com/s/

about-the-api-model-cards?language=en_US.

4 At this point in time, the ethical and legal provisions regarding use of LLMs

to analyze social media posts are not clear. On one hand, the terms of use

that were in place when we collected our Twitter/X data allow us to only

share the tweet IDs to other researchers, not the posts themselves, implying

Frontiers in Political Science 05 frontiersin.org

https://doi.org/10.3389/fpos.2025.1488363
https://developers.perspectiveapi.com/s/about-the-api-model-cards?language=en_US
https://developers.perspectiveapi.com/s/about-the-api-model-cards?language=en_US
https://www.frontiersin.org/journals/political-science
https://www.frontiersin.org


Dey et al. 10.3389/fpos.2025.1488363

A B

FIGURE 1

Discussion space for election-o�cial mediated discussion: this figure shows a PCA reduction of the topical mixtures uncovered by topic modeling

(JST). The topics are categorized by their overall relevance to LEO-related discussion. (A) shows the entire space, whereas (B) highlights the most

densely populated part of the space. We see that “Trolling” is distant from the dense cluster of other political topics, suggesting that it is quantitatively

distinct.

Finally, the most prominent measure traditionally used for this

purpose is survey-based, and our approach, both in data collection

and model-wise, avoids many traditional pitfalls involved with the

use of survey data. One of the most clear advantages of using

tweets directly is that we are able to obtain much more granular

information about the political discussion space leading up to an

election than most surveys would reasonably get. This allows for

a much more detailed understanding of animosity toward LEOs

during elections, rather than observing long-term political trends.

Another advantage of social media data over surveys is that we

avoid reliance on possibly ambiguous survey responses. Sources of

ambiguity in survey responses include common response biases,

as well as the notion of asking participants to classify their own

emotions. Our data, in contrast, is much more organic, and

thus represents the discussion space around LEOs in a more

realistic way.

3.2.3 Validation
To validate our measurement, we use several approaches to

ensure that the topics we estimate make sense. We do this by

examining the top ten words associated with each topic, the

emblematic tweets for each topic, and finally, a measure of the

relative vulgarity of the language used in each topic.

We first label each sentiment-topic pair, which we call

senTopics, by the portion of the discussion space that they

represent. The result of this labeling is given in Table 1. A

number of different methods were used to label the senTopics.

One method was isolating the top 10 word stems that have the

that the posts should not be shared with commercial large language models.

Also, university and Institutional Review Board policies at this point note that

submitting data to commercial LLMs should be consideredmaking those data

public information. Thus, given these ethical and legal concerns, the use of

topic modeling methods such as JST is preferred.

highest estimated parameter values per senTopic. The top words

and representative tweets helped us label each topic; for example,

word stems such as elect, genr, inform, process, office, gener_elect

and elect_process are thus among the top words of Topic1Sent1

which we call the “Election Administration Guidance” topic. A

comprehensive list of senTopics and their top word stems is given

in Supplementary Table S4.

Further confirmation of our labels comes from observing the

emblematic tweets of each topic. The emblematic tweets of a topic

are those tweets that have the highest score for belonging to a

particular topic, and can be interpreted as representative of their

classification. For example, the tweet that repeats “Election Officials

are Heroes” is quite clearly in support of poll workers and other

LEOs, in Topic6Sent3. Other emblematic tweets are also noticeably

typical of their senTopics. All emblematic tweets are given in

Supplementary Table 5.

Finally, we also compare the vulgarity of language used in each

senTopic. This was accomplished by using the word-level senTopic

scores, and isolating only what we considered vulgar language.

We then summed the vulgarity scores for each word for each

topic, and compared the resulting comparative vulgarity between

topics. We observe from Figure 2 that the classes we consider to

have high animosity toward LEOs, namely ‘Trolling’ and ‘GOP

Hostility’, have high vulgarity scores–such as “Decertify the Vote”

and “TrumpWon”.

4 Results

We begin by identifying our key results. We first find that

animosity toward election officials does not increase consistently

pre-election, but rather spikes post-election, when results begin

to be contested. This phenomenon can be seen in Figures 3, 4.

Following the election, we observe a distinct uptick in the amount

of vitriol shown by Republican leaning users toward election
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TABLE 1 Author generated senTopic content labels and discussion space

classification.

senTopic label Classification

Election administrative-support Election Administration Guidance

BLM protests-law enforcement Domestic politics

Attacking Joeclyn Benson Trolling

GOP lack of faith in GOP LEOs GOP Hostility

Biden/Trump news Domestic politics

Partisans attacking each other Trolling

Election administrative-help voters Election Administration Guidance

Anti-Trump (vulgar) Trolling

Trump won GOP Hostility

Record turnout-CO Election Administration Guidance

Sports Other

Griswold election policies in CO Election Administration Guidance

Threats to Katie Hobbs Trolling

Pro-mask-pro-vaccine Domestic politics

Decertify the vote GOP Hostility

Mail/registration vote guidance Election Administration Guidance

Supreme court rulings Domestic politics

Michigan support poll workers Election Administration Guidance

Support Trump fraud claims:

anti-GOP

GOP Hostility

Press conferences Domestic politics

Support Raffsenberger-Dems Dem-Inflected LEOs Support

Election administrative-early vote

help

Election Administration Guidance

School pandemic policy Domestic politics

Legislation and policy moves Domestic politics

Dems election administrative-support Dem-inflected LEOs support

Covid Domestic politics

Colorado USPS court case Election Administration Guidance

Traffic news Other

Fight the fraud GOP Hostility

NFL-Sports Other

A variety of political and election related topics are observed, with a few unrelated topics.

officials, based on voter fraud and vote miscounting claims. We

observe an accompanying increase in Democratic leaning defense

of electoral institutions (Figure 5), but at a lower magnitude, i.e.

Republican leaning users have most of the share of discourse

about the election process after an election that turned in favor

of Democrats. Furthermore, we find that the election very clearly

acts as a focal point of activity for election officials (Figure 6

illustrates this), however, by the time animosity increases following

an election, officials tend to lose control of the narrative. Figure 7

shows the total volume of tweets per day, with spikes in activity

in particular on Election day, post-election period, and during

FIGURE 2

Vulgarity scores for each senTopic. Only senTopics with nontrivial

vulgarity scores are shown–other topics had negligible scores.

Highly controversial topics, such as “Decertify the Vote” have

observably higher vulgarity scores.

FIGURE 3

Trolling against LEOs: this figure shows the share of daily discussion

composed of troll-inflected hostility toward specific election

o�cials (i.e., Katie Hobbs (D) and Jocelyn Benson (D)) as well as

other trolling topics. The dashed lines indicate the 2020 Presidential

Election and the January 6th Certification, respectively. Note that

the animosity toward the specific election o�cials spike

post-election.

certification. As seen in Figure 8, the timeline shows that election

officials increase activity until an election, while trolls, displeased

politically active social media users, and LEO supporters increase

activity after the results of an election become known.

Frontiers in Political Science 07 frontiersin.org

https://doi.org/10.3389/fpos.2025.1488363
https://www.frontiersin.org/journals/political-science
https://www.frontiersin.org


Dey et al. 10.3389/fpos.2025.1488363

FIGURE 4

GOP animosity toward electoral institutions: this figure shows the

share of daily discussion composed of GOP-inflected hostility

toward American Electoral Institutions. The dashed line indicates the

2020 Presidential Election. The claims of election fraud have an

increasingly larger share of the discussion space (nearly 80 %)

post-election. The spikes in all three topics following the election

support the notion of the loser’s e�ect.

FIGURE 5

Democratic-inflected support for LEOs: this figure shows the share

of daily discussion composed of Democratic-inflected support for

LEOs, including cross-partisans in Georgia and Arizona. The dashed

lines indicate the 2020 Presidential Election and the January 6th

certification, respectively. Spikes of support seem to occur prior

salient dates, but are not present following them, suggesting that

support does not counteract post-election hostility.

FIGURE 6

LEOs guidance to voters: this figure shows the share of daily

discussion composed of neutral guidance provided by LEOs to the

American public related to election administration. The dashed line

indicates the 2020 Presidential Election. LEO activity slowly build up

pre-election, however, LEO activity largely ceases following the

election, suggesting that they lose narrative control of election

discussion.

FIGURE 7

Total volume of tweets per day: this figure shows the daily volume

of tweets present in our dataset, on a time frame surrounding the

2020 election. The number of tweets steadily increases toward the

election date and spikes several times afterwards. Before the

certification date, there is a significant dip, followed by a spike in

activity larger than any previously observed, coinciding with

renewed interest around the certification. The dashed lines

represent the election and certification, respectively.
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FIGURE 8

Moving average of discussion share: this figure shows a 14-day

moving average of tweet discussion share across the various tweet

classifications, with the date of the election marked with a black line.

GOP Hostility has by far the largest share of discussion space

following the election, and trolling also spikes at this time. LEO

activity, which is mostly comprised of Election Administration

Guidance, occupies a small topical share at the time of hostility

spikes. Thus, hostility dominates the discussion space after the

election.

To further quantify the trends in LEO and public interaction

that were observed with the time-varying topic model approach, we

used a vector autoregression (VAR) model (Freeman et al., 1989).

VARs take groups of endogenous variables and predict the effects

of a hypothetical shock to one variable on the other variables in the

group. With these models, it is possible to predict how LEOs and

the public interact topically.We do so by choosing three major LEO

topics, three major hostile-toward-LEOs topics, and observing the

effects of each.

In Figure 9, we observe hypothetical interactions that support

the takeaways from our animosity measure. Figure 9 has two

columns of results. The left column provides the estimated

magnitude of the influence on online discussion by LEOs of each

representative topic on the public (black error bars), while the

right column provides the estimated magnitude of the influence

on online discussion by the public on each representative topic on

LEOs (right error bars). Each subplot in Figures 9A–F gives the

results for a representative topic.

We can see that LEOs have a very low expected effect on the

public, and the effects that they are expected to have are mostly

relegated to inspiring the public to share information about voting.

However, the public has a more noticeable effect on LEOs in

some cases, as seen in Figures 9B, D, F. Both directions of these

interactions support our findings. The fact that LEOs are not

predicted to have significant effects on the public is expected,

as they have a much smaller topical share than the public at

any given time. This also suggests that something else catalyzes

harassment and animosity toward them, namely, election dates.

From the other direction, we observe a predicted failure in agenda-

correction from LEOs; despite responding with a countering topic

in Figures 9B, D, F, we observe that they are predicted to double

down on neutral election help.

5 Discussion

The topical measures of animosity developed in this article

capture the nuances of the discussion space surrounding LEOs

in the period of an election. In order to keep a detailed pulse

on hostility toward LEOs, we developed a methodology that is

more granular and organic than previously known methods for

measuring political anger.

In order to best capture hostility close to LEOs while still

getting an accurate picture of the general discussion space around

an election, we utilized a novel data collection method involving

seeding with election official accounts and exploiting the inherent

layered structure of retweet networks. In this way, we can detect

active hostility against LEOs while it occurs, as opposed to

through keyword searching after the fact. Thus, one way our

approach advances the research literature on hostile social media

conversations is our novel data collection method.

Then, application of JST to the entire discussion space allows

us to understand the prevalence and position of different kinds of

topics over time. We directly observe when hostility spikes, as well

as the discussion share of the other topics in general. This is far

more reliable than using survey data to measure hostility–we can

gauge discussion share that is actually related to LEOs, as well as

observing the true prevalence of certain topics and emotions rather

than what participants claim or judge themselves.

Our approach also provides a more sophisticated and data-

driven approach for analyzing hostile social media attacks on public

officials. For example, a recent similar study started by picking

accounts and replies, which may constrain the discussion space

(Gross et al., 2023). They then used a dictionary keyword method

to classify social media conversations into topics, then also used

a sentiment classification method (VADER) on their data. Finally

they used regression methods to analyze the trends in their data.

In contrast, our method starts by collecting a wider array

of tweets that are still highly relevant to the election. We then

estimate sentiment and topic jointly and simultaneously, which

allows the data to identify the topics in the conversations. This

makes it less likely that we will miss topics that may not appear in a

keyword dictionary, most importantly. Furthermore, we use vector

autoregression to analyze the trends in the sentiment topics we

estimate, thus allowing a better approach for estimating dynamics

than ordinary-least squares regression.

The following constitute some of the main insights our

animosity measure offers regarding discussion space surrounding

the 2020 election. Our most important finding is that the level

of animosity toward LEOs spikes immediately after the election.

The higher share of discussion on topics of trolling and animosity

appear after the elections, as seen in Figure 8. This indicates that

intense trolling and threats are more likely to occur at these periods

compared to other times. This observation allows us to better
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FIGURE 9

A summary of predicted VAR interactions between LEOs and non-LEOs, on a small set of representative topics for each group and a lag of 1 day. In

the left column are the magnitudes of the influence on online discussion as measured by the predicted impulse responses by LEOs on the public,

and in the right are the predicted magnitudes of influence on online discussion by the public on LEOs. (A–F) provides a results for di�erent topics. In

general, LEOs have a small predicted e�ect on the public, and while the public tends to have a larger e�ect on LEOs, their predicted responses are

still mainly comprised of neutral administration topics. This supports two ideas: one, that hostility comes from external agenda setting and not LEO

activity, and secondly that LEO responses do not e�ectively counter hostile narratives.

identify emerging threats toward election officials by focusing

on that time period, and by closely watching topics classified

as hostile.

We also make the observation that hostile topics generally

tend to account for about a quarter of the discussion share in

the period we monitored, and that this share becomes about 60%

following the election. Thus, animosity toward LEOs is usually

present, but unlikely to be very harmful during most times. We

also find that hostile topics are composed of both left and right

wing partisans, making it important tomonitor both of these angles

of attack–even though different ideologies will frame their attacks

from different perspectives and likely about different aspects of

the election, we understand that both sides have open potential to

harass LEOs.

These results strongly suggest that the loser’s effect was in action

during this election cycle. In the weeks and months following

the election, many contested districts swung Democratic, and

our results show that this period coincided with an uptick in

GOP-inflected hostility toward LEOs. Of course, this suggests the

loser’s effect–by assigning blame to LEOs for the results, the GOP

could rationalize the unexpectedly stark loss.

In addition to the loser’s effect, the effects of agenda-setting by

political elites could be in action in 2020. After all, in a democracy,

losses are generally accepted by the losing party despite some

political aggression. In this case, though, active mistrust of the

electoral process was undeniably heightened by Trump himself, and

various other GOP elites, causing the accusations of fraud to be far

more widespread than in other elections. This in turn should cause
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animosity against LEOs to be far greater than the usual result of

the loser’s effect, which is consistent with observations during the

election season.

Since our results also show that LEOs maintain a smaller share

of the total discussion space following the election, dissatisfaction

toward the electoral process seems to have free reign of the

discussion space, with the pro-LEO agenda either relatively weakly

present or not at all. Without strong reactive narrative changes by

LEOs, the erosion of trust in democracy is accelerated since blaming

losses on the electoral process seems both commonplace and largely

not refuted by election officials.

In general, our study fits into the growing literature on

political incivility on social media, in particular political incivility

by political elites (Ballard et al., 2022; Heseltine and Dorsey,

2022; Heseltine, 2024; Kountouri and Kollias, 2023). Much of that

interesting and important work has focused on incivility by political

elites, against political elites. Our work contributes to this literature

by developing methodologies to collect and analyze social media

conversations by non-elites about and targeted at elites. We believe

that more research needs to focus on how non-elites are using social

media to criticize and harass political elites.

Our article also fits into the growing and large research

literature that uses social media to study the 2020 election. Much of

the existing research uses social media data to study voter opinions

and behavior, using the prism of social media to understand the

2020 election (Allcott et al., 2024; Nyhan et al., 2023; Guess et al.,

2023b,a; González-Bailón et al., 2023; Chen et al., 2022; Belcastro

et al., 2022; Ferrara et al., 2020). Others have used social media

data from 2020 to study the effects of the moderation of political

content (Chowdhury et al., 2022; Li et al., 2023; Sanderson et al.,

2021). Our article complements this literature, as we study how

social media was used to attack and harass election officials in the

2020 election. However, in contrast to past research we use a novel

means of collecting Twitter data and analyze these unique data with

a different natural language processing method than generally used

in the literature (the joint-sentiment topic model) (Lin and He,

2009; Lin et al., 2012). By jointly estimating sentiment and topics

in social media data we can obtain a better understanding of topics

such as negativity and animosity toward election officials.

We close by discussing some limitations of our approach. The

first regards Twitter’s content moderation policies during the 2020

election. Their removal of the vilest speech hampers our ability to

analyze the most dangerous of trolling and threats. On the other

hand, Twitter’s policy is a positive for our research as they scores of

fake accounts and bot farms, which increases the likelihood of our

dataset properly capturing credible threats from real individuals.

We suspect that with the fake accounts in play we may have seen

a spike of animosity before the election due to potential bot farms

attempting to rile up social media users. Without the extra noise of

the fake accounts, it is more likely that we can more quickly focus

on credible threats toward LEOs. We also note that the Twitter/X

content algorithm and moderation policies have changed since

2022. As far as is publicly known, Twitter/X may have reduced or

eliminated election-related content moderation. For the purposes

of academic study, future research on online harassment of US

election officials is less likely to suffer from this censored-data

problem. In terms of future data collection, although Twitter has

shut down their public research API, the company still provides

access to their API at cost.

A second potential limitation of our study was our use of

a snowball sampling technique to identify LEOs on Twitter.

Standard practice for employing a snowball sample emphasizes

the importance of a high-quality start list, justifiable collection

procedure, and the verification of potential respondents (Biernacki

and Waldorf, 1981). For our start list, we had a verified seed list

of 93 LEOs, whose identities were easily verified. We then used

our snowball algorithm to collect a list of potential LEOs, whose

identities were then manually verified. We are certain we did not

misclassify any non-LEOs as LEOs, but there is the potential that

we did not collect the full population of local election officials

who were active online (particularly if they never engaged with

other LEOs online). At the time of writing, there were no verified

lists of US local election officials, and so one of our goals is

to capture a maximal number of LEOs at a hyperlocal level,

and quantify their online activity. Given that we are studying

how LEOs interact online, this alleviates concerns arising from

the largest potential source of bias, LEOs not engaging with

other LEOs online, and thus are not covered by the scope of

this study.

6 Conclusion

In this article, we have found evidence that election officials

attempted to control the narrative surrounding the 2020 election,

but their social media activity was eclipsed by distrustful political

commentary, as well as personal attacks and trolling. The methods

developed in this article are applicable to real time monitoring

of online vitriol toward election officials, which we again expect

to increase with the onset of the 2026 midterms and subsequent

federal elections. We further expect that topical analysis on

social media will be made more effective by using our degrees

of engagement data collection scheme, which is able to more

clearly show topical relevance. Our approach to collecting our

multi-level network eliminates the need to wait for previous

levels to be collected and therefore reduces the loss of potential

data. Another benefit of the real time collection will be the

ability to keep abreast of all new topical discussion that emerge

nearly instantaneously and utilize our animosity measurement

as a way to detect potentially dangerous threats directed toward

election officials.
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