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The integration of AI in public services often poses a paradox: while it can streamline operations, it may simultaneously undermine service effectiveness, ultimately shaping how both citizens and employees perceive service quality. Seeking to address gaps in our understanding of service-related factors in AI-driven settings, this study employs fuzzy-set Qualitative Comparative Analysis (fsQCA) on survey data collected in Indonesia over an 8-month period from 457 citizens and 429 employees. The results reveal six configurations underpinning employee satisfaction and dissatisfaction, alongside four configurations driving citizen satisfaction and dissatisfaction. On the employee side, satisfaction thrives when service accessibility, operational effectiveness, and resource utilization are well-coordinated, whereas dissatisfaction emerges in the presence of fragmented workflows and the lack of key enablers. From the citizen perspective, satisfaction is fueled by trust-building elements such as service accuracy, transparency, and perceived service value, whereas their absence or misalignment leads to dissatisfaction. By unraveling these pathways, this study extends public administration and AI adoption literature, offering insights into how AI-enabled services can balance organizational objectives with user-centric needs. The findings highlight the importance of harnessing AI's efficiencies without sacrificing core service qualities, ultimately guiding strategies to optimize public service outcomes.
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1 Introduction

The integration of Artificial Intelligence into public administration has initiated a transformative shift in how governments deliver services to citizens and employees. AI technologies, including machine learning algorithms and automated workflows, promise to enhance efficiency, accuracy, and accessibility in public services (Koskimies and Kinder, 2024). Although such innovations are observed globally, this study focuses on Indonesia—a developing country with a large, diverse population—offering a nuanced perspective on how AI-enabled public services are adopted under resource constraints. Indonesia's status as the fourth most populous nation in the world and its geographic spread across thousands of islands pose unique operational and socio-cultural challenges, making it an ideal setting to investigate how AI can be integrated into public administration effectively. In Indonesia, AI has been adopted across various administrative domains, such as e-governance and public welfare distribution, to address the unique challenges posed by its diverse cultural and geographical landscape. Automation technologies now manage routine tasks like permit approvals and citizen inquiries, significantly reducing delays and improving operational efficiency. Additionally, AI-driven predictive decision-making enables more effective resource allocation, which addresses inefficiencies in public administration. However, while these technologies streamline operations and resource utilization, they also raise critical concerns about fairness, transparency, and inclusivity, reshaping traditional paradigms of governance (Criado and Gil-Garcia, 2019).

Despite these advancements, the adoption of AI in public services is not without resistance. Employees often perceive automation as a threat to job security, while citizens demand transparent systems that ensure fair and equitable treatment (Willems et al., 2023). As noted in the broader context of public sector innovations, bureaucratic structures can lead to inherent resistance to change, and ethical considerations surrounding AI—such as those highlighted in Ashok et al. (2022)—are frequently debated worldwide. These challenges highlight the broader governance complexities associated with integrating AI, particularly its potential impact on human-centric principles such as accountability, inclusivity, and cultural sensitivity. For example, while AI can optimize processes, it risks alienating underserved populations if systems are not designed with fairness and accessibility in mind. As public governance continues to embrace these technologies, it becomes increasingly important to address these concerns. This study examines how AI-enabled public services can achieve dual satisfaction for citizens and employees by aligning operational efficiency with the cultural and societal needs of Indonesian governance.

Governments face a significant effectiveness–efficiency paradox in their AI-enabled public services. While AI systems optimize resource utilization and accelerate processing times, they sometimes fail to address the broader dimensions of service quality, such as trust and inclusivity. For instance, automated decision-making processes may lack the transparency needed to build citizen trust, leading to skepticism and disengagement (Criado and Gil-Garcia, 2019). Similarly, poorly designed AI implementations can exacerbate employee dissatisfaction by introducing new bottlenecks or undermining organizational workflows (Ashok et al., 2022). The findings of this study reveal that achieving dual satisfaction—citizen satisfaction through trust and transparency and employee satisfaction through operational support—requires a detailed approach. By decoding the interplay between efficiency and effectiveness, this research provides insights to resolve the effectiveness–efficiency paradox in public services.

The challenges of AI adoption in public sector stem from fragmented service delivery and insufficient alignment between technology and governance goals. PVT emphasizes the importance of trust, transparency, and inclusivity but lacks guidance on resource optimization, a critical need in resource-constrained settings (Desiere and Struyven, 2021). Similarly, the RBV focuses on operational efficiency but overlooks citizen-centric constructs such as perceived value and trust. These theoretical gaps leave public administrators without a cohesive framework for leveraging AI technologies effectively. This study bridges these gaps by integrating PVT and RBV within a configurational approach, identifying specific pathways to satisfaction that balance citizen needs with organizational priorities.

Despite the growing body of literature on AI in public services, significant gaps remain in understanding how satisfaction outcomes emerge within the broader context of developing countries and beyond. Previous studies often employ linear models like SEM, which fail to capture the complexity of interactions between constructs such as transparency, operational effectiveness, and trust (Prebble, 2018; Pappas and Woodside, 2021). Moreover, the role of Human–AI collaboration in balancing these constructs has been largely overlooked. By applying fsQCA, this study explores the configurational pathways to both high and low satisfaction. This approach offers a deeper understanding of how trust-enabling constructs and operational factors interact to shape satisfaction outcomes in global governance AI-enabled public services.

This study aims to address the dual objectives of achieving citizen satisfaction and employee satisfaction in AI-enabled public services. Specifically, this study seeks to explore how constructs such as trust, transparency, and perceived value influence citizen satisfaction in Indonesian AI-enabled public services, while identifying organizational factors like operational effectiveness and resource utilization that enhance employee satisfaction in Indonesia's AI-driven context. While Indonesia serves as our primary focus, these issues echo in other regions where public organizations grapple with accountability demands and the ethical dimensions of AI deployment (Pappas and Woodside, 2021). By investigating Human–AI collaboration as a mediator, this study contributes to the growing discourse on aligning technological efficiency with human-centric governance.

Guided by the complexities of public services, this study addresses the following research questions: (1) How do trust, transparency, and perceived value influence citizen satisfaction in Indonesian public services? (2) What organizational factors drive employee satisfaction in Indonesia? (3) How does Human-AI collaboration mediate the balance between efficiency and effectiveness? (4) What configurational pathways lead to satisfaction outcomes in Indonesian governance? These questions are integral to decoding the dynamics of AI-enabled governance. This study also directly connects with the study's findings, which reveal distinct pathways to satisfaction, and its implications, which underscore the need for cohesive and inclusive public service strategies.

This study enhances understanding of AI-enabled governance in Indonesia by integrating PVT and RBV to address the effectiveness-efficiency paradox in resource-constrained settings. It extends PVT to emphasize trust and transparency in AI contexts and advances RBV by positioning Human-AI collaboration as a strategic resource. The findings offer practical guidance for policymakers, highlighting the need for AI systems that balance efficiency with citizen-centric outcomes. Trust-enabling factors like transparency and service accuracy boost citizen satisfaction, while operational elements such as resource utilization and Human-AI collaboration improve employee engagement. These insights highlight the importance of aligning technological advancements with human-centric governance to enhance service quality and inclusivity.



2 Literature review


2.1 Previous studies and gaps

Integrating AI into government services to balance effectiveness and efficiency has gained increasing scholarly attention, yet the dual satisfaction of citizens and employees remains underexplored. Existing studies, summarized in Table 1, reveal significant insights but also highlight persistent gaps. Chatterjee et al. (2022) emphasized citizen satisfaction and risk management in Indian AI-enabled services but overlooked employee perspectives and RBV applications. Similarly, Yap et al. (2021) explored citizen satisfaction in Malaysia's e-government portals but failed to address broader organizational effectiveness or dual satisfaction. These limitations point to the need for a holistic framework that captures the interplay between operational efficiency and service quality in public service delivery.

TABLE 1  Previous studies and gaps identification.


	Reference(s)
	Context (Effectiveness & efficiency in government services?)
	Dual satisfaction of citizens and employee?
	Theories/concepts Integrates PVT & RBV?
	Contribution





	Chatterjee et al. (2022)
	No (Explores AI in Indian government services, highlighting citizen satisfaction and risks)
	Partial (focus on citizen satisfaction)
	No (IT assimilation and public value theory)
	A theoretical model exploring AI in governance, public value creation, risk impacts, and technology assimilation, addressing literature gaps.

 
	Yap et al. (2021)
	No (focus on identifying factors driving citizen satisfaction with Malaysia's e-government portals)
	Partial (citizen satisfaction only)
	No (technology acceptance model and diffusion of innovation theory)
	Links perceived value and virtual community engagement to citizen satisfaction and continuance intention with e-government portals.

 
	Hasche et al. (2021)
	No (interpersonal trust in public organizations, focusing on vertical and horizontal dynamics)
	No
	No (trust-based dynamics within organization)
	Explores intra-organizational trust, emphasizing integrity, benevolence, and ability, through a qualitative case study.

 
	Alkhawaldah et al. (2024)
	Partial (organizational effectiveness in administrative empowerment)
	No (connects trust-based institutions to satisfaction)
	Partial (resource based view)
	Highlights how administrative empowerment enhances e-government adoption through organizational effectiveness in Jordan.

 
	Lai et al. (2009)
	No (continuous quality improvement through trust-based institutions and human capital)
	Partial (links trust-based institutions to satisfaction)
	Partial (institutional theory and resource-based view)
	Emphasizes trust-based institutions and human capital for quality improvement in public services.

 
	Hasche et al. (2021)
	No (links sustainable HRM to performance through teamwork, satisfaction, and motivation)
	No
	Concepts of sustainability-oriented HRM
	Shows how sustainable HRM practices enhance organizational performance through teamwork, satisfaction, and motivation.

 
	This study
	Yes (focus on integrating AI to enhance efficiency and effectiveness in government services in Indonesia)
	Yes (focuses on achieving dual satisfaction)
	Yes (public value theory and resource based view)
	Develops a configurational framework integrating PVT and RBV with Human-AI Collaboration to achieving employee and citizens satisfaction and optimizing public services.





This study extends prior research by integrating PVT and RBV to address dual satisfaction. Unlike Lai et al. (2009) who focused narrowly on trust-based institutions for public service improvement, this study emphasizes configurational pathways that align resource utilization, trust, and transparency to optimize outcomes. Alkhawaldah et al. (2024) linked administrative empowerment to e-government adoption but did not explore how Human-AI collaboration fosters dual satisfaction. By adopting a configurational approach, this study advances a more comprehensive perspective on achieving effectiveness and efficiency in government services, filling critical gaps in the literature.

The methodological innovation of this research lies in using fsQCA to identify the complex, non-linear pathways to high or low satisfaction. Unlike linear models predominantly employed in prior studies, fsQCA captures the equifinal nature of satisfaction, where different combinations of conditions lead to similar outcomes. For example, while prior studies emphasized the role of trust, this research integrates constructs like service accuracy, transparency, and operational effectiveness to uncover distinct pathways to dual satisfaction. This approach ensures that government services are designed to simultaneously empower employees and meet citizen expectations, addressing the effectiveness-efficiency paradox. The study contributes theoretically by extending PVT to emphasize citizen-centric constructs like trust and transparency while advancing RBV by demonstrating how resource optimization aligns with employee satisfaction. By integrating Human-AI collaboration into these frameworks, the study provides a holistic lens to analyze public service dynamics, particularly in resource-constrained environments such as Indonesia. This dual focus not only bridges gaps in existing research but also offers actionable insights for policymakers and public administrators seeking to design AI-driven services that are both effective and efficient.



2.2 The study's focus area and framework

This study integrates PVT and the RBV within a framework of Human-AI Collaboration to decode the pathways to achieving high and low satisfaction among employees and citizens in AI-enabled public services (Figure 1). Public Value Theory emphasizes creating public value by aligning government services with citizen-centric outcomes, including trust, transparency, and satisfaction. It focuses on ensuring that service delivery resonates with citizens' expectations while fostering ethical practices and engagement (Koskimies et al., 2022; Scutella et al., 2024). Although PVT is often associated with effectiveness including outcomes such as equity, inclusivity, and trust—efficiency is also an integral component of public value, as public institutions must judiciously use resources to deliver quality services. On the other hand, RBV highlights the strategic optimization of institutional resources, such as human agents and AI technologies, to improve operational efficiency and contribute to effective service provision without compromising service quality (Barney, 1991; Floridi, 2020). Thus, PVT and RBV are not separate silos but complementary lenses through which both efficiency and effectiveness can be understood as interdependent pillars of public value.
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FIGURE 1
 The study's focus area on integrating PVT and RBV with human-AI collaboration to decoding high vs. low employee and citizens (Dis)satisfaction.


At the core of this integration is Human-AI Collaboration, which bridges the strengths of automation and human oversight. AI technologies streamline routine administrative tasks, enhancing accessibility, processing time, and resource utilization (Jiang et al., 2022). Human oversight complements these advancements by providing ethical judgment, trustworthiness, and adaptability to diverse citizen needs (Koskimies and Kinder, 2024). This synergy is particularly critical in the context of Indonesia's public services, where cultural diversity and resource constraints necessitate innovative yet inclusive approaches to service delivery. Human-AI Collaboration not only optimizes service efficiency but also ensures that public value principles are upheld in diverse socio-cultural environments.

Using a configurational approach with fsQCA, this study departs from traditional linear methodologies by capturing the asymmetrical relationships between multiple constructs (Figures 2a, b). For employee satisfaction, critical conditions such as service accessibility, resource utilization, operational effectiveness, and processing time emerge as key determinants, illustrating how the alignment of organizational resources influences workplace satisfaction (Figure 2a). Similarly, for citizen satisfaction, factors like service accuracy, transparency, perceived service value, and trust interplay to create pathways that maximize satisfaction outcomes (Figure 2b). These configurations highlight the equifinal nature of achieving high satisfaction, where different combinations of conditions lead to similar outcomes.
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FIGURE 2
 (a, b) The study's configurational paths for high vs. low employee satisfaction and citizens satisfaction. (a) PTT, processing time; SAC, service accessibility; RUT, resource utilization; OPR, operational effectiveness; HACE, human AI collaboration. (b) SA, service accuracy; TR, transparency; CT, citizens trust; PSV, perceived service value; HACE, human Al collaboration.


The configurational framework not only identifies the conditions that foster high satisfaction but also decodes the pathways leading to dissatisfaction. For employees, fragmented operational processes and inefficient resource utilization are key contributors to dissatisfaction, emphasizing the need for cohesive strategies to optimize internal operations. For citizens, dissatisfaction arises from the absence of trust-enabling constructs like transparency and service accuracy, pointing to the critical role of trust in fostering public engagement. The visualized configurational pathways (Figures 2a, b) underscore the interplay of these constructs.

By integrating PVT and RBV through Human-AI Collaboration and employing fsQCA, this study contributes to advancing theoretical and practical understanding of AI-enabled public services. The findings provide a roadmap for public administrators to balance operational efficiency and citizen-centric effectiveness, addressing the longstanding effectiveness-efficiency paradox. Figures 1, 2 not only demonstrate the theoretical underpinnings but also visualize the multi-dimensional framework.



2.3 Effectiveness dimensions from public value theory

Public Value Theory was introduced by Moore (1997) and expanded by Benington and Moore (2010), positions public services as drivers of societal wellbeing by aligning governance outcomes with citizen needs and democratic values. It emphasizes the role of public managers as stewards of trust, accountability, and transparency while promoting equitable resource distribution (Prebble, 2018; Fukumoto and Bozeman, 2019). PVT has been widely used to evaluate public sector initiatives, offering tools to assess how fiscal policies and programmatic decisions create societal benefits (Kalambokidis, 2014; Williams and Shearer, 2011). With public service delivery increasingly adopting digital technologies, PVT provides a vital framework for assessing AI integration in public administration, focusing on how these technologies can uphold inclusivity, fairness, and trust (Criado and Gil-Garcia, 2019; Hong and Lee, 2023).

One of the primary dimensions of PVT in the AI-enabled public service context is service accuracy, which represents the ability to deliver precise and consistent outcomes that align with citizen expectations. Accurate service delivery reduces errors and delays, thereby fostering confidence in the government's capacity to provide fair and efficient services (Kulal et al., 2024; Chen et al., 2021). For example, AI technologies in public services such as permit processing or social benefit allocation enhance both efficiency and reliability by minimizing administrative bottlenecks and ensuring fair treatment. However, service accuracy alone cannot address broader concerns around equity and inclusivity. It requires an ethical framework to ensure that accuracy does not exacerbate systemic inequalities or biases, thereby maintaining public trust and upholding democratic principles (Desiere and Struyven, 2021).

Transparency is a fundamental element of effective public service delivery within the PVT framework. It enables citizens to understand decision-making processes, fostering trust in the system's fairness and accountability (De Fine Licht and de Fine Licht, 2020). In AI-driven services, transparency mitigates the opacity of algorithmic decisions by offering clear, accessible explanations of operational processes, thereby reducing uncertainty and building public confidence (Fatima et al., 2022; Wang et al., 2023). Moreover, transparency promotes inclusivity by ensuring that all citizens, regardless of socioeconomic or cultural background, have equal access to resources and a clear understanding of their entitlements (Willems et al., 2022). Striking a balance is essential, as excessive detail can overwhelm users, while insufficient transparency risks eroding trust.

Citizen trust is a key foundation of effective public services and emerges from the interaction of accuracy, transparency, and ethical governance. Trust is not just the result of reliable service delivery but also shapes how citizens perceive fairness and inclusivity in public systems (Robles and Mallinson, 2023). In AI-enabled services, building trust requires addressing risks related to data privacy and algorithmic bias (Kleizen et al., 2023; Wang et al., 2021). Trust enhances the value of public services by ensuring citizens view these systems as equitable and responsive to their needs (Yigitcanlar et al., 2023). Strengthening trust requires active citizen engagement and clear communication about service capabilities alongside ethical oversight of AI implementation to align with the principles of PVT in the digital era.



2.4 Efficiency dimensions from resource-based view

The RBV provides a vital framework for understanding how strategic resource allocation improves public service efficiency. Introduced by Wernerfelt (1984) and Barney (1991), RBV highlights the importance of leveraging assets like expertise, infrastructure, and institutional knowledge to achieve sustainable operational advantages. In AI-enabled public services, RBV emphasizes the potential of AI to optimize resource use, improve workflows, and reduce inefficiencies (Wang et al., 2023; Mikhaylov et al., 2018). The effectiveness of AI systems relies on their integration with human expertise and alignment with institutional objectives to ensure technological capabilities support governance goals while addressing accountability and public trust.

Processing time represents a critical dimension of operational effectiveness under the RBV framework. AI-driven systems significantly reduce processing delays by enabling rapid data analysis and automated decision-making, allowing public services to meet growing demands without proportionately increasing resources (Yin et al., 2023; Liu et al., 2020). By enhancing the speed and scalability of service delivery, AI contributes to operational reliability and responsiveness, thereby elevating citizens' perceptions of government efficiency. Moreover, optimized processing times alleviate the workload for employees, enabling them to focus on higher-value tasks, which enhances job satisfaction and contributes to organizational effectiveness. This capacity to maintain high service standards while minimizing delays highlights the transformative potential of AI in public administration.

Service accessibility is another cornerstone of operational efficiency, as it ensures inclusivity and ease of use in public service systems. AI technologies, such as natural language processing and adaptive interfaces, make government services more accessible to diverse populations, including individuals with disabilities (Hong and Lee, 2023; Kim et al., 2023). For employees, streamlined e-government systems enhance productivity by providing secure and transparent platforms for service delivery, fostering a supportive work environment that drives satisfaction and reliability (Chowdhury et al., 2022). However, addressing potential inequities in access and accountability requires robust governance frameworks to ensure that AI implementation aligns with principles of fairness and inclusivity. By overcoming these challenges, service accessibility becomes a vital enabler of both employee efficiency and citizen satisfaction.

Efficient resource utilization is essential for improving the operational effectiveness of AI-driven public services. AI reallocates resources to high-priority tasks and eliminates redundancies, enabling employees to focus on strategic roles that add greater value to public administration (Henkel et al., 2020; Mukherjee, 2022). Tools like predictive analytics and workflow optimization software support proactive management, reduce bottlenecks, and enhance collaboration between human and AI systems (Chowdhury et al., 2022). However, successful implementation must address potential stress linked to AI augmentation and ensure employee wellbeing (Young et al., 2019; Olan et al., 2022). Strategic resource utilization is central to leveraging AI for operational excellence and fostering a culture of efficiency in public services.



2.5 Human-AI collaboration

Human-AI collaboration introduces a transformative approach in public services by merging AI's computational power with human judgment, empathy, and adaptability. While AI efficiently processes large datasets, automates routine tasks, and ensures rapid decision-making, humans contribute ethical oversight, contextual understanding, and adaptability to diverse citizen needs (Jiang et al., 2022; Le et al., 2023). This synergy mitigates the “black box” nature of AI, enhances transparency, and delivers personalized services that build trust and inclusivity in public administration (Floridi, 2020; Alon-Barkat and Busuioc, 2023). By aligning AI's strengths with human intervention, this collaboration addresses the efficiency-effectiveness paradox inherent in public service delivery.

Operational efficiency benefits significantly from this partnership, particularly in processing time, service accessibility, and resource utilization. AI reduces delays, optimizes workflows, and ensures scalability, enabling organizations to meet growing demands effectively (Cranefield et al., 2023; Noor et al., 2022). Meanwhile, human oversight ensures transparency and equity, fostering personalized and inclusive services that align with organizational goals (Li et al., 2023). This hybrid approach supports seamless integration of AI into public services, maintaining high-quality delivery while addressing challenges like automation bias and information asymmetry (Vassilakopoulou et al., 2023).

Efficient resource utilization exemplifies the value of Human-AI collaboration, as AI automates repetitive tasks and optimizes operational capacity, freeing employees to focus on strategic roles (Chowdhury et al., 2022). At the same time, human involvement ensures fairness and accountability, particularly in decision-making processes. This balance addresses overreliance on AI while fostering employee satisfaction and maintaining citizen trust (Flathmann et al., 2023). By leveraging both AI's precision and human adaptability, this collaboration enables public services to achieve sustainable efficiency and effectiveness, ensuring responsive, equitable, and trustworthy governance.



2.6 Employee and citizens satisfaction

Integrating citizen and employee satisfaction is crucial for achieving effectiveness and efficiency in AI-enabled public services. Citizen satisfaction reflects the quality, accessibility, and responsiveness of services, serving as a core element of public value. Transparent and ethical AI governance builds trust by addressing concerns about bias, data security, and privacy through clear communication and algorithmic fairness (Floridi, 2020; Prokop and Tepe, 2022). AI-driven personalization enhances inclusivity by tailoring services to individual needs and increasing perceived service value (Koskimies et al., 2022; Kumar et al., 2021). Simplifying processes and ensuring equitable participation through inclusive design strengthens citizen engagement with public agencies, laying the groundwork for long-term trust and accountability.

On the employee side, job satisfaction reflects how effectively AI technologies are integrated into workplace processes and organizational practices. AI enhances operational efficiency by automating repetitive tasks, enabling employees to concentrate on more strategic functions, which increases their engagement and productivity (Marikyan et al., 2022; He et al., 2023). However, the integration of AI must be carefully managed to avoid negative outcomes such as digital overload or reduced autonomy. Leadership plays a critical role in harmonizing technological advancements with employee wellbeing, fostering adaptability and resilience in a rapidly evolving digital environment (Fleischer and Wanckel, 2024). Empowering employees with AI tools not only improve workflow efficiency but also aligns their roles with organizational goals, creating a supportive environment that drives both satisfaction and high performance.

The relationship between citizen and employee satisfaction is mutually reinforcing. Positive citizen experiences validate employees' efforts, enhancing their sense of purpose and motivation (Prysmakova, 2021). When citizens express satisfaction with AI-enabled services like personalized assistance or faster processing, employees feel valued and appreciated, boosting morale and pride (Chen et al., 2021). In turn, motivated employees deliver higher-quality services, shaping citizens' perceptions of government as efficient and responsive. This dynamic foster a cycle of trust and engagement, enabling both citizens and employees to thrive in an environment defined by transparency, inclusivity, and collaboration.




3 Proposition development

Achieving citizen and employee satisfaction in AI-enabled public services requires a nuanced understanding of the configurational pathways that foster or hinder these outcomes. Existing research, such as Criado and Gil-Garcia (2019) and Scutella et al. (2024), has predominantly relied on linear models like SEM to examine satisfaction, which often oversimplifies the complex relationships among constructs. These models overlook the equifinality and asymmetrical nature of satisfaction, where multiple, context-specific configurations of factors lead to similar outcomes. By integrating PVT and the RBV with a configurational methodology like fsQCA, this study advances the theoretical understanding of how citizen-centric effectiveness and operational efficiency can coexist. Specifically, it highlights the interplay between constructs such as trust, transparency, and operational resources, offering a more comprehensive perspective on public service optimization.

This study bridges critical gaps in the existing literature by addressing the multi-dimensional and asymmetrical nature of satisfaction outcomes in AI-enabled public services. Previous studies have emphasized the significance of trust and operational efficiency, but these factors are often examined in isolation without considering their dynamic interplay or the diverse pathways that lead to similar outcomes (Prebble, 2018; Kalambokidis, 2014). While high citizen satisfaction might result from trust and service accuracy, dissatisfaction often arises from fragmented service delivery or the absence of key constructs like transparency (Robles and Mallinson, 2023). Similarly, employee satisfaction may depend on effective resource utilization and operational efficiency but is undermined by misaligned or inefficient systems. By leveraging fsQCA, this study decodes these complex, non-linear pathways, uncovering how the presence or absence of certain conditions can shape satisfaction outcomes.

In analyzing these pathways, the study reveals that satisfaction is rarely driven by a single factor but rather by configurations of complementary conditions. For citizens, constructs such as trust, transparency, and service accuracy are critical for fostering satisfaction, yet these factors must align cohesively to create a robust service experience (Benington and Moore, 2010; Willems et al., 2022). In contrast, for employees, operational effectiveness and resource utilization are essential but need to be paired with service accessibility to drive engagement and workplace satisfaction (Yin et al., 2023; Liu et al., 2020). This configurational lens challenges the traditional one-size-fits-all approach, highlighting how tailored combinations of constructs address unique satisfaction drivers for both groups. Such findings underscore the need for public administrators to adopt a holistic perspective when designing AI-enabled public services.

The configurational methodology employed in this research provides new insights into how satisfaction is achieved through cohesive alignments of key constructs. High citizen satisfaction, for instance, emerges from pathways where trust-building mechanisms such as transparency and service accuracy are effectively integrated. Conversely, dissatisfaction is rooted in fragmented conditions, where critical factors like trust or transparency are absent, eroding public confidence and engagement (Criado and Gil-Garcia, 2019; Desiere and Struyven, 2021). Similarly, employee satisfaction is shaped by the alignment of operational efficiency, resource optimization, and workplace support systems, while dissatisfaction arises from a lack of cohesion in these areas. These findings advance the theoretical understanding of satisfaction as a multi-dimensional construct, shaped by the presence and alignment of enabling conditions.

Through its propositions, this study articulates the necessity and sufficiency of specific conditions in driving satisfaction, emphasizing the equifinality of configurational pathways. For example, while service accuracy and trust are essential for citizen satisfaction, they must be combined with transparency to foster long-term public engagement (Barney, 1991; Robles and Mallinson, 2023). Similarly, for employees, resource utilization and operational effectiveness must align with accessible service delivery frameworks to sustain high workplace satisfaction (Chowdhury et al., 2022; Vassilakopoulou et al., 2023). These propositions challenge oversimplified models of satisfaction, advocating for a nuanced, tailored approach that recognizes the interplay of multiple constructs in shaping outcomes.

Ultimately, the propositions derived from this study provide a robust foundation for advancing theoretical and practical understanding of AI-enabled public services. By integrating PVT and RBV with fsQCA, the study highlights the interplay between trust, transparency, and operational efficiency to provide a comprehensive framework for addressing the effectiveness-efficiency paradox. These findings guide empirical testing and offer practical insights for public administrators seeking to optimize service delivery while balancing the diverse needs of citizens and employees. Such an approach ensures that public services remain responsive, equitable, and sustainable in the context of rapidly evolving technological environments. Therefore, the following propositions were proposed:

Proposition 1: No single presence condition—whether it be processing time, resource utilization, or service accessibility—is sufficient to achieve high employee satisfaction in AI-enabled public services.

Proposition 2: No single absence condition—whether it be processing time, resource utilization, or service accessibility—is sufficient to explain low employee satisfaction in AI-enabled public services.

Proposition 3: No single presence condition—whether it be service accuracy, transparency, or trust—is sufficient to achieve high citizen satisfaction in AI-enabled public services.

Proposition 4: No single absence condition—whether it be service accuracy, transparency, or trust—is sufficient to explain low citizen satisfaction in AI-enabled public services.



4 Method


4.1 Research context

Indonesia's vast and diverse population, spread across thousands of islands, presents unique challenges for public administration. Traditional systems often struggle to provide services that are accessible, transparent, and efficient, particularly under resource constraints. To address these challenges, artificial intelligence technologies—such as automated identity verification, citizen engagement platforms, and data-driven decision tools—are being implemented to enhance service delivery (Koskimies and Kinder, 2024; Floridi, 2020). These technologies improve speed, accuracy, and inclusivity, but they cannot address all issues alone. Questions of fairness, ethics, and trust remain critical. Human-AI collaboration bridges this gap by combining AI's efficiency with human judgment, ensuring services are fair, culturally sensitive, and accountable. This integration reduces inefficiencies and builds trust while fostering inclusivity. This study examines how balancing AI and human oversight influences key outcomes, such as employee and citizen satisfaction, providing insights into optimizing public services to align with stakeholder expectations in Indonesia's complex administrative context (Koskimies and Kinder, 2024; Scutella et al., 2024).



4.2 Operationalization and measurement items
 
4.2.1 Service accuracy

Service accuracy describes how well AI-powered public services can deliver reliable, precise, and contextually appropriate responses to meet users' diverse needs. The idea is inspired by Wagenheim and Reurink (1991), who stressed the importance of minimizing errors through accurate task completion on the first attempt, and Vigoda (2000), who highlighted the need for responses that align with the context of user expectations. Drawing from Chan et al. (2021), this variable is measured by assessing both the technical accuracy of the service and its ability to respond appropriately to specific user situations.



4.2.2 Transparency

Transparency reflects how well the system reduces information gaps by ensuring the public gains a clear understanding of ongoing processes. This concept aligns with Heald (2006) and Florini (2007), who emphasize the importance of information disclosure in promoting public participation and strengthening accountability. Similarly, Grimmelikhuijsen (2012) highlights the role of transparency in enabling citizens to monitor and evaluate service performance objectively. Adapted from Chen (2021), this study measures transparency by assessing the extent to which AI systems can provide relevant updates, explain decision impacts, and build trust by minimizing information gaps between the government and the public.



4.2.3 Citizens trust

Bouckaert and Van de Walle (2003) emphasize that trust strengthens when government actions demonstrate fairness, consistency, and responsiveness, while Mansoor (2021) highlights the importance of meeting citizens' expectations in building trust. In this study, citizens' trust refers to the belief that AI-driven public services can effectively provide dependable, efficient, and citizen-centered results. To assess this, indicators adapted from Chen et al. (2021) focus on service reliability, efficiency, and alignment with public welfare.



4.2.4 Public service value

According to Moore (1997) public service value reflects the shared expectations citizens have regarding how well government services perform in meeting their needs. Meanwhile, Pandey (2024) highlights public service value as a quantifiable result derived from the quality, efficiency, and effectiveness of public service delivery. In this study, public service value is measured using dimensions adapted from Li and Shang (2020), which include time savings, the justification of government expenditure, and the encouragement of continued service use.



4.2.5 Citizens satisfaction

Citizen satisfaction refers to how individuals assess the quality and reliability of AI-powered public services based on both rational judgments and emotional experiences. It captures the extent to which services meet public expectations by delivering efficient, dependable, and beneficial outcomes. Drawing from Wang et al. (2021), satisfaction is measured using indicators such as perceived service quality, trust in service delivery, and the benefits received from the services provided.



4.2.6 Processing time

Processing time highlights the system's ability to minimize delays and provide real-time updates for effective task management. Mishra and Varma (2020) describe it as the duration a system requires to process service requests, while Véronneau and Cimon (2007) emphasize its role in facilitating timely decision-making. To assess this variable, measurement items adapted from Alanezi et al. (2012) evaluate task completion speed, process time updates, and the overall efficiency of AI tools in handling public service operations.



4.2.7 Service accessibility

Service accessibility describes the extent to which AI-powered public services facilitate smooth, inclusive, and user-friendly access to public resources. Wixom and Todd (2005) emphasize the importance of technology in simplifying access to services, while Osei-Kojo (2017) highlights the role of digital platforms in improving public sector inclusivity. To assess this concept, measurement items adapted from Wixom and Todd (2005) evaluate factors such as ease of use, service availability, and the convenience of accessing public services through AI-based tools.



4.2.8 Resource utilization

Resource utilization refers to how AI-powered public services manage and apply resources strategically to ensure task efficiency and operational effectiveness. Javed et al. (2020) describe it as achieving maximum results with minimal input, while Wang and Zhao (2024) emphasize the importance of integrating resources for adaptability and long-term performance. Similarly, Wan et al. (2023) stress its strategic importance in reaching desired outcomes. To assess this concept, measurement items adapted from Caldwell and Hayes (2007) evaluate how AI contributes to resource efficiency, task execution quality, and the overall effectiveness of public service operations.



4.2.9 Operational effectiveness

In this study, operational effectiveness describes the ability of AI-powered public services to manage resources wisely, produce consistent results, and adjust to shifting demands. Evans and Lindsay (2011) emphasize the importance of surpassing public expectations, while Santa et al. (2019) highlight critical elements such as accuracy, speed, cost efficiency, and adaptability in public service delivery. To evaluate this variable, measurement items adapted from Santa et al. (2019) focus on how AI systems contribute to improving service reliability, shortening response times, and maintaining cost-effective, flexible service operations.



4.2.10 Employee job satisfaction

Employee job satisfaction refers to the sense of fulfillment and support employees experience in their roles, particularly when using AI tools to assist their tasks. Harter et al. (2002) describe job satisfaction as employees' attitudes toward their work, while Addis et al. (2019) emphasize the positive impact of AI tools in improving job experiences and workplace perceptions. To measure this variable, indicators adapted from Addis et al. (2019) examine employees‘ satisfaction with AI-supported tasks, their sense of job fulfillment, and how well they feel supported by the organization.



4.2.11 Human-AI collaboration

In this study, Human-AI collaboration emphasizes how cooperative interactions between AI systems and individuals can improve task performance, service quality, and operational reliability. Tan et al. (2023) and Yue and Li (2023) describe this interaction as a partnership where both parties contribute unique capabilities to reach common goals. FTo measure this concept, indicators adapted from Hou et al. (2023) and Zhang et al. (2024) assess factors such as trust in the system, efficiency in task completion, and the seamless integration of AI in public service operations.




4.3 Sampling technique, profile, and data collection procedures

This study collected data through an online survey targeting citizens and government employees engaged with AI-powered public services in Indonesia. Participants were selected using purposive sampling to ensure their experiences aligned with the research objectives. Eligible respondents included individuals aged 18 or older who had interacted with AI-enabled services or tools. The survey, hosted on Google Forms, was distributed through government networks, social media, and public service email lists. It covered informed consent, demographic details, AI usage patterns, and key constructs measured on a 7-point Likert scale. Validated by experts and translated into Indonesian, the survey emphasized confidentiality and the right to withdraw. Over 8 months, 886 responses were collected (457 citizens and 429 employees), providing critical insights into how AI integration enhances public service efficiency, transparency, trust, and satisfaction.

The citizen demographic highlights a diverse and dynamic population engaging with AI-enabled public services. With females slightly outnumbering males (57 vs. 43%) and a dominant age group of 26–35 years (43%), the data underscores a young, middle-aged demographic. Educational attainment skews toward high school graduates (52%), followed by bachelor's degree holders (43%), indicating moderate levels of formal education. Occupation patterns show private company employees and entrepreneurs leading (29% each), with notable contributions from university students (23%) and government employees (18%), reflecting a range of economic and social backgrounds. Income distribution suggests economic diversity, with a majority earning IDR 3,000,001–5,000,000 (36%), and a strong urban representation (60%) highlights accessibility challenges for rural citizens (40%), emphasizing a potential gap in service delivery equity.

The employee profile reveals a balanced and youthful workforce, with females representing 54% and 76% of employees aged 26–35 years. Public service providers (45%) and administrative staff (34%) dominate roles, while IT personnel remain underrepresented (6%), signaling potential skill gaps in technical expertise. The reliance on chatbots (48%) and AI-based administrative tools (38%) demonstrates a significant shift toward automation, yet only 13% use AI for decision support, suggesting room for further technological integration. Notably, 71% of employees have 1–3 years of service, reflecting rapid workforce turnover and adaptation to evolving public service technologies.



4.4 Analysis technique

This study applies fuzzy-set qualitative comparative analysis (fsQCA) using fsQCA 4.1 to identify the pathways leading to high and low employee satisfaction and citizen satisfaction in AI-enabled public services. FsQCA is particularly suited for analyzing complex, non-linear interactions among multiple variables, making it an effective tool for examining constructs such as human-AI collaboration, operational effectiveness, resource utilization, and service accessibility. Unlike linear methods such as regression or structural equation modeling (SEM), fsQCA captures equifinality (different combinations of conditions producing similar outcomes) and asymmetry (the pathways to high satisfaction can differ fundamentally from the pathways to low satisfaction). Fiss (2011) and Ragin (2008) underscore that this configurational approach is invaluable when exploring multiple causal patterns, which are often present in multi-faceted phenomena such as public service delivery.

The analysis begins with calibration, transforming responses from a 7-point Likert scale into fuzzy sets using thresholds for full membership, non-membership, and the crossover point, following guidelines from Pappas and Woodside (2021) and Ragin (2023). These calibrated values serve as the basis for generating a truth table, which systematically identifies configurations of causal conditions influencing satisfaction outcomes. One key advantage of fsQCA is its ability to address the heterogeneity within samples—rather than forcing a single “best-fit” model, fsQCA allows for multiple causal pathways to emerge, aligning with the theoretical premise that different AI-enabled contexts (e.g., variations in organizational readiness or user demographics) may yield different roads to satisfaction.

The fsQCA analysis evaluates necessity and sufficiency to uncover the combinations of conditions that lead to high vs. low satisfaction among employees and citizens. Metrics such as consistency, raw coverage, and unique coverage validate the identified pathways, ensuring robust alignment with the study's theoretical framework. In contrast to SEM or linear regression, which typically treat relationships as uniform across all observations, fsQCA focuses on case-based patterns, offering nuanced insights into why certain public service outcomes occur under specific configurations of technology, resources, and trust-related factors (see Pappas and Woodside, 2021; Ragin, 2023). The findings reveal distinct drivers of satisfaction in AI-enabled public services, including the roles of processing time, transparency, and service quality, and how these factors combine to influence satisfaction outcomes. By distinguishing the pathways to both high and low satisfaction, this study provides rich, case-sensitive insights for optimizing AI-enabled public service delivery.




5 Result


5.1 Common method variance

Common method variance was assessed to ensure the integrity of the self-reported questionnaire data. Harman's single-factor test, conducted in SPSS 26, revealed that eigenvalues for employees ranged from 1.330 to 9.281 and for citizens from 1.259 to 9.182, with no single factor exceeding the 50% variance threshold (Baumgartner et al., 2021). Additionally, variance inflation factor analysis generated from SmartPLS-4 showed values between 1.000 and 2.334 for employees and 1.000 and 1.608 for citizens, indicating no multicollinearity concerns. These analyses confirm that the dataset is reliable and unaffected by significant CMV issues.



5.2 Validity and reliability assessment

The measurement model's reliability and validity were assessed for both employee and citizen datasets using SmartPLS 4.0, demonstrating its robustness shown in Table 2. OL exceeded the recommended threshold of 0.70, confirming strong item reliability across all constructs. Internal consistency was validated with CA and CR values above 0.70 for both datasets. Additionally, AVE values surpassed the 0.50 benchmark, ensuring convergent validity. These results confirm the reliability and validity of the measurement model across both datasets, establishing a solid foundation for further structural equation modeling and hypothesis testing (Hair et al., 2017).

TABLE 2  Validity and reliability.


	Constructs
	OL
	α
	CR
	AVE





	Employee

 
	Employee Job satisfaction
	0.848–0.920
	0.86
	0.915
	0.782

 
	Human-AI collaboration
	0.752–0.761
	0.727
	0.8
	0.572

 
	Operational effectiveness
	0.724–0.755
	0.733
	0.815
	0.547

 
	Processing time
	0.866–0.871
	0.845
	0.902
	0.755

 
	Resource utilization
	0.748–0.755
	0.765
	0.788
	0.566

 
	Service accessibility
	0.842–0.860
	0.818
	0.892
	0.733

 
	Citizens

 
	Citizen trust
	0.715–0.795
	0.741
	0.837
	0.562

 
	Citizen satisfaction
	0.731–0.814
	0.678
	0.824
	0.61

 
	Human-AI collaboration
	0.721–0.742
	0.708
	0.82
	0.534

 
	Perceived service value
	0.771–0.796
	0.372
	0.761
	0.614

 
	Service accuracy
	0.724–0.788
	0.608
	0.793
	0.56

 
	Transparency
	0.742–0.815
	0.645
	0.809
	0.586






The threshold for OL, outer loadings > 0.70; α, Cronbach's Alpha > 0.70; CR, composite reliability > 0.70; AVE, average variance extracted > 0.50.






5.3 Calibration selection and truth table

This study employs fsQCA to uncover pathways to high and low levels of employee satisfaction and citizen satisfaction in AI-enabled public services. Responses from a 7-point Likert scale were calibrated into fuzzy sets with thresholds of “6” for full membership, “4” as the crossover point, and “2” for full non-membership, based on established guidelines (Pappas and Woodside, 2021). The calibrated data enabled the creation of truth tables, which identified causal configurations of key antecedents such as processing time, service accessibility, and human-AI collaboration for employees, as well as service accuracy, transparency, and citizen trust for citizens. The Tables 3, 4 provided insights into how combinations of factors influence satisfaction outcomes, forming the basis for further analysis.

TABLE 3  Truth table for employee pathways.


	Antecedents for high employee satisfaction
	Cases
	High EJS ?
	Raw consistency





	PTT
	SAC
	RUT
	OPR
	HACE
	
	
	

 
	0
	1
	0
	1
	1
	6
	1
	1.000

 
	0
	1
	0
	1
	0
	5
	1
	1.000

 
	0
	0
	1
	1
	1
	5
	1
	0.990

 
	1
	1
	0
	1
	1
	10
	1
	0.989

 
	1
	0
	1
	1
	1
	10
	1
	0.988

 
	1
	0
	1
	0
	1
	8
	1
	0.986

 
	0
	0
	1
	0
	0
	5
	1
	0.982

 
	0
	1
	1
	1
	1
	43
	1
	0.977

 
	1
	1
	1
	1
	1
	336
	1
	0.966

 
	1
	1
	1
	1
	0
	4
	1
	0.964

 
	1
	0
	1
	0
	0
	27
	1
	0.939

 
	Antecedents for low employee satisfaction
	Cases
	Low EJS?
	Raw consistency


 
	PTT
	SAC
	RUT
	OPR
	HACE
	
	
	

 
	0
	0
	0
	0
	0
	1
	1
	0.890

 
	0
	0
	0
	1
	0
	1
	1
	0.884

 
	0
	1
	1
	0
	0
	1
	1
	0.870

 
	1
	1
	0
	1
	0
	1
	1
	0.811

 
	0
	0
	1
	0
	0
	5
	1
	0.806

 
	0
	1
	0
	1
	0
	5
	0
	0.780

 
	1
	1
	1
	1
	0
	4
	0
	0.768

 
	0
	1
	0
	1
	1
	6
	0
	0.712

 
	0
	0
	1
	1
	1
	5
	0
	0.711

 
	1
	0
	1
	1
	0
	2
	0
	0.707

 
	1
	0
	1
	0
	0
	27
	0
	0.668

 
	1
	0
	1
	0
	1
	8
	0
	0.653

 
	1
	1
	0
	1
	1
	10
	0
	0.601

 
	1
	0
	1
	1
	1
	10
	0
	0.595

 
	0
	1
	1
	1
	1
	43
	0
	0.448

 
	1
	1
	1
	1
	1
	336
	0
	0.229







“1” represent “Yes” and “0” represent “No.”

PTT, processing time; SAC, service accessibility; RUT, resource utilization; HACE, human-AI collaboration; EJS, employee job satisfaction.



TABLE 4  Truth table for citizens pathways.


	Antecedents for high citizens satisfaction
	Cases
	High CTS ?
	Raw consistency





	SA
	TR
	CT
	PSV
	HAIC
	
	
	

 
	1
	1
	1
	0
	1
	2
	1
	0.992

 
	1
	1
	1
	1
	1
	461
	1
	0.991

 
	1
	0
	1
	1
	1
	1
	1
	0.985

 
	1
	0
	0
	1
	1
	1
	1
	0.985

 
	0
	1
	0
	0
	0
	1
	1
	0.936

 
	0
	0
	0
	0
	0
	9
	0
	0.738

 
	Antecedents for low citizens satisfaction
	Cases
	Low CTS ?
	Raw consistency


 
	SA
	TR
	CT
	PSV
	HAIC
	
	
	

 
	0
	0
	0
	0
	0
	9
	1
	0.989

 
	0
	1
	0
	0
	0
	1
	1
	0.982

 
	1
	0
	0
	1
	1
	1
	1
	0.853

 
	1
	0
	1
	1
	1
	1
	0
	0.686

 
	1
	1
	1
	0
	1
	2
	0
	0.662

 
	1
	1
	1
	1
	1
	461
	0
	0.077







“1” represent “Yes” and “0” represent “No.”

SA, service accuracy; TR, transparency; CT, citizens trust; PSV, perceived service value; HAIC, human-AI collaboration; CTS, citizens satisfaction.



In Table 3, for high employee satisfaction, eleven configurations were identified with raw consistency values ranging from 0.939 to 1.000. For instance, a configuration with perfect consistency included the presence of service accessibility and operational effectiveness, paired with the absence of resource utilization. This highlights how efficient AI collaboration and accessible services drive satisfaction even when resources are not fully optimized. Another pathway, with a consistency of 0.990, demonstrated the importance of balancing resource utilization and operational efficiency to achieve high satisfaction. These findings underscore the importance of integrating multiple complementary antecedents to create optimal conditions for employee satisfaction. For low employee satisfaction, fragmented and inconsistent pathways were observed, with raw consistency values as low as 0.229. One configuration included the absence of service accessibility and operational effectiveness, paired with the presence of resource utilization, emphasizing the negative impact of inaccessible and inefficient systems. Another configuration demonstrated how the absence of human-AI collaboration contributes to dissatisfaction, even when other factors are present. These results highlight how misaligned or absent conditions undermine employee satisfaction and reveal critical areas for improvement in AI-enabled public services.

In Table 4, for high citizen satisfaction, six configurations were identified with raw consistency values ranging from 0.738 to 0.992. One notable configuration achieving a consistency of 0.992 highlighted the presence of service accuracy, transparency, and human-AI collaboration, while perceived service value was absent. This result demonstrates that when core service dimensions such as accuracy and transparency are well-integrated, high satisfaction can still be achieved even in the absence of value perceptions. Another high-satisfaction pathway, with a consistency of 0.985, emphasized the importance of citizen trust, service accuracy, and human-AI collaboration, underlining trust as a central driver of satisfaction in public services. Conversely, low citizen satisfaction configurations reflected a more fragmented nature with consistency scores ranging from 0.077 to 0.989. For example, a pathway with 0.989 consistency indicated the absence of all key antecedents—service accuracy, transparency, citizen trust, perceived service value, and human-AI collaboration—leading to dissatisfaction. Another pathway, with a consistency of 0.853, highlighted the absence of transparency and service accuracy despite the presence of perceived service value and human-AI collaboration, showing how a lack of critical service elements can offset the benefits of other factors. These low-satisfaction configurations underscore the need for cohesive and aligned service delivery mechanisms to foster citizen satisfaction.

This analysis highlights the configurational nature of satisfaction outcomes in AI-enabled public services by comparing pathways to high and low satisfaction. High satisfaction arises from cohesive alignments of key factors such as service quality, operational efficiency, and trust, while low satisfaction stems from fragmented or missing alignments. These findings offer strategic insights for public service organizations to improve satisfaction by focusing on critical areas like service accessibility, transparency, and AI collaboration. The results also stress the need to address misalignments to mitigate dissatisfaction, providing a comprehensive framework for enhancing both employee and citizen satisfaction in AI-driven environments.



5.4 Necessary condition analysis

Levels of employee satisfaction and citizen satisfaction in AI-enabled public services shown in Table 5. Using thresholds of consistency >0.90 and coverage >0.50 (Pappas and Woodside, 2021), the results reveal key conditions required for positive outcomes. For high employee satisfaction, constructs such as resource utilization (consistency: 0.920, coverage: 0.888) and operational effectiveness (consistency: 0.909, coverage: 0.939) emerge as indispensable drivers. Human-AI collaboration also plays a pivotal role, achieving consistency and coverage values of 0.902 and 0.934, respectively, underscoring its importance in fostering employee engagement and satisfaction within AI-enabled service environments. These findings highlight that high satisfaction is driven by cohesive and aligned configurations of critical factors.

TABLE 5  Necessary condition analysis for high vs. low employee satisfaction.


	Configuration
	For high IJS
	For low IJS





	
	Consistency
	Coverage
	Consistency
	Coverage

 
	Calib_ PTT
	0.813
	0.907
	0.904
	0.210

 
	~Calib_ PTT
	0.291
	0.934
	0.597
	0.399

 
	Calib_ SAC
	0.846
	0.919
	0.892
	0.201

 
	~Calib_ SAC
	0.264
	0.921
	0.640
	0.464

 
	Calib_ RUT
	0.920
	0.888
	0.967
	0.194

 
	~Calib_ RUT
	0.165
	0.960
	0.442
	0.535

 
	Calib_ OPR
	0.909
	0.939
	0.904
	0.194

 
	~Calib_ OPR
	0.220
	0.916
	0.718
	0.621

 
	Calib_ HACE
	0.902
	0.934
	0.875
	0.189

 
	~Calib_ HACE
	0.220
	0.894
	0.708
	0.600







Threshold for necessary condition with consistency >0.90 and coverage >0.50.

Bolded values are necessary condition with both high consistency and coverage.

“~” indicates negation.



In contrast, in Table 6, low employee satisfaction arises from fragmented pathways and the absence of key antecedents. For instance, the negation of resource utilization (~Calib_RUT: consistency: 0.442, coverage: 0.535) and operational effectiveness (~Calib_OPR: consistency: 0.718, coverage: 0.621) significantly contributes to dissatisfaction. These results suggest that when essential elements like operational efficiency and resource optimization are absent, employee satisfaction deteriorates even if other constructs are present. This fragmented nature of low satisfaction pathways underscores the importance of holistic alignment across constructs, as the absence of critical drivers disrupts the overall satisfaction framework.

TABLE 6  Necessary condition analysis for high vs. low citizens satisfaction.


	Configuration
	For high CTS
	For low CTS





	
	Consistency
	Coverage
	Consistency
	Coverage

 
	Calib_SA
	0.985
	0.973
	0.832
	0.078

 
	~Calib_SA
	0.067
	0.809
	0.715
	0.814

 
	Calib_TR
	0.974
	0.975
	0.818
	0.077

 
	~Calib_TR
	0.077
	0.819
	0.731
	0.729

 
	Calib_CT
	0.985
	0.977
	0.819
	0.766

 
	~Calib_CT
	0.069
	0.801
	0.751
	0.827

 
	Calib_PVT
	0.972
	0.974
	0.812
	0.767

 
	~Calib_PVT
	0.078
	0.815
	0.7233
	0.712

 
	Calib_HAIC
	0.990
	0.976
	0.809
	0.753

 
	~Calib_HAIC
	0.063
	0.777
	0.745
	0.871







Threshold for necessary condition with consistency >0.90 and coverage >0.50.

Bolded values are necessary condition with both high consistency and coverage.

“~” indicates negation.



For citizen satisfaction, high satisfaction pathways are characterized by strong alignments of trust-related and service quality constructs. Service accuracy (consistency: 0.985, coverage: 0.973) and transparency (consistency: 0.974, coverage: 0.975) are necessary conditions for achieving high satisfaction, while human-AI collaboration (consistency: 0.990, coverage: 0.976) further strengthens citizen trust and service perception. Conversely, low citizen satisfaction stems from the absence of these key conditions, such as the negation of transparency (~Calib_TR: consistency: 0.731, coverage: 0.729) and service accuracy (~Calib_SA: consistency: 0.715, coverage: 0.814). These findings illustrate that dissatisfaction is driven by the absence of trust and service quality constructs, emphasizing the need for cohesive and reliable service delivery. Overall, the analysis underscores the necessity of aligning critical constructs to achieve high satisfaction outcomes while addressing fragmented pathways to prevent dissatisfaction.



5.5 FsQCA findings

The fsQCA analysis identified six distinct configurations (p1 to p6) for employee satisfaction and dissatisfaction, as detailed in Table 7 and visualized in Figures 3 and 4. For employee satisfaction, the overall solution consistency of 0.937 and coverage of 0.922 validate the robustness of the identified pathways, supporting Proposition 1 (Pr.1). Configuration p1 highlights the critical role of service accessibility, achieving a consistency of 0.954 and raw coverage of 0.829. This pathway underscores the significance of accessible services as a foundational enabler of employee satisfaction. Configuration p3 integrates service accessibility with processing time, demonstrating the combined impact of efficient service delivery and accessibility on fostering satisfaction, achieving the highest consistency of 0.960. These findings emphasize the importance of seamless operational processes and equitable access in driving satisfaction outcomes for employees in AI-enabled public services.

TABLE 7  Configurational path for outcome employee job satisfaction vs. dissatisfaction.


	Configuration
	Employee satisfaction
	Employee dissatisfaction





	
	p1
	p2
	p3
	p4
	p5
	p6

 
	Processing time
	
	
	•
	⊗
	•
	⊗

 
	Service accessibility
	•
	
	•
	
	•
	⊗

 
	Resource utilization
	
	⋆
	⋆
	•
	⊗
	⊗

 
	Operational effectiveness
	⋆
	⋆
	⋆
	⊗
	•
	

 
	Human-AI collaboration
	⋆
	⋆
	
	⊗
	⊗
	⊗

 
	Raw coverage
	0.829
	0.820
	0.673
	0.441
	0.349
	0.292

 
	Unique coverage
	0.021
	0.034
	0.003
	0.143
	0.067
	0.009

 
	Consistency
	0.954
	0.954
	0.960
	0.821
	0.811
	0.867

 
	Overall solution coverage
	0.922
	0.518

 
	Overall solution consistency
	0.937
	0.760

 
	Proposition
	Pr.1 Confirmed
	Pr.2 Confirmed







“•” indicates presence of conditions, “⊗” indicates absence of conditions, and “blank space” indicates a “don't care” condition “⋆” indicates a necessary conditions in high coverage.




[image: Three Venn diagrams labeled (a), (b), and (c) each show overlapping colored areas, representing different configurations with labeled sections: HACE, PTT, SAC, RUT, and OPR. Stars are placed in each diagram. Configuration (a) has consistency 0.954 and coverage 0.829, (b) has consistency 0.954 and coverage 0.820, and (c) has consistency 0.960 and coverage 0.673.]
FIGURE 3
 (a–c) Visualization of configuration p1, p2 and p3 for employee satisfaction. The ellipse, normal-presence of condition; no ellipse-absence of condition and ellipse with stars-necessary condition.



[image: Three Venn diagrams labeled d, e, and f, each with five overlapping sets: PTT, HACE, SAC, OPR, and RUT. Diagram d shows configuration p4, consistency 0.821, coverage 0.441. Diagram e shows configuration p5, consistency 0.811, coverage 0.349. Diagram f shows configuration p6, consistency 0.867, coverage 0.292.]
FIGURE 4
 (a–c) Visualization of configuration p4, p5 and p6 for employee dissatisfaction. The ellipse, normal-presence of condition; no ellipse - absence of condition and dotted ellipse-absence of condition.


In contrast, configurations contributing to employee dissatisfaction (p4 to p6) reveal a fragmented alignment of conditions, resulting in an overall solution consistency of 0.760 and coverage of 0.518, supporting Proposition 2 (Pr.2). For instance, configuration p6 highlights the absence of operational effectiveness and resource utilization as key drivers of dissatisfaction, with a consistency of 0.867 and raw coverage of 0.292. This pathway demonstrates how the lack of efficient workflows and resource optimization creates significant barriers to satisfaction. Similarly, configuration p5 underscores the detrimental effects of missing service accessibility and processing time, highlighting the compounded impact of absent service-related constructs. These findings illustrate the multidimensional nature of dissatisfaction, where the misalignment or absence of critical drivers significantly undermines satisfaction levels.

To illustrate these employee-focused configurations, we identified two typical cases within our dataset: Case E1: (matching configuration p3, high satisfaction): a government employee reported that AI-based administrative tools significantly reduced waiting times for citizens, and the user interface was straightforward enough that staff could handle inquiries rapidly. This individual noted feeling “more motivated” due to being freed from repetitive tasks and appreciated how improved response speeds earned positive feedback from citizens. Case E2: (matching configuration p6, dissatisfaction): Another employee indicated that while AI tools were introduced, there was minimal training and no clear guidelines for allocating resources effectively. As a result, routine tasks piled up, and errors increased. This employee described feeling “overworked and undervalued,” attributing most problems to the AI system's incomplete integration into daily workflows. These example underscores how variations in service accessibility, processing time, and organizational readiness can shape employees' overall job satisfaction.

For citizen satisfaction as shown in Table 8, four configurations (p7 to p10) were identified, with high satisfaction pathways (p7 to p9) achieving an overall solution consistency of 0.987 and coverage of 0.960, confirming Proposition 1 (Pr.1). Configuration p7 emphasizes the critical role of service accuracy and transparency, achieving a consistency of 0.985 and raw coverage of 0.756. This pathway highlights the importance of trust-building constructs such as accurate and transparent service delivery in fostering citizen satisfaction. Configuration p8 integrates perceived service value and human-AI collaboration, achieving the highest consistency of 0.989 and a unique coverage of 0.882. These results showcase how the alignment of collaborative AI systems with perceived service value enhances citizen trust and satisfaction, demonstrating the complementary role of human-AI interaction in public service delivery. Conversely, the pathways leading to citizen dissatisfaction (p9 and p10) exhibit fragmented and misaligned conditions, resulting in an overall solution consistency of 0.884 and coverage of 0.642, confirming Proposition 2 (Pr.2). Configuration p9 reveals the absence of transparency and service accuracy as key contributors to dissatisfaction, achieving a consistency of 0.986 and raw coverage of 0.529. Configuration p10 highlights the cumulative impact of missing service accuracy, transparency, and human-AI collaboration, leading to a consistency of 0.853 and raw coverage of 0.476.

TABLE 8  Configurational path for outcome citizens satisfaction vs. dissatisfaction.


	Configuration
	Citizens satisfaction
	Citizens dissatisfaction





	
	p7
	p8
	p9
	p10

 
	Service accuracy
	⋆
	⋆
	⊗
	•

 
	Transparency
	⊗
	⋆
	
	⊗

 
	Citizens trust
	
	⋆
	⊗
	⊗

 
	Perceived service value
	⋆
	
	⊗
	•

 
	Human-AI collaboration
	⋆
	⋆
	⊗
	•

 
	Raw coverage
	0.756
	0.957
	0.529
	0.476

 
	Unique coverage
	0.002
	0.882
	0.165
	0.112

 
	Consistency
	0.985
	0.989
	0.986
	0.853

 
	Overall solution coverage
	0.960
	0.642

 
	Overall solution consistency
	0.987
	0.884

 
	Proposition
	Pr.1 Confirmed
	Pr.2 Confirmed







“•” indicates presence of conditions, “⊗” indicates absence of conditions, and “blank space” indicates a “don't care” condition “⋆” indicates a necessary conditions in high coverage.



The configurational pathways for employee and citizen satisfaction reveal the intricate interplay of organizational and service-related constructs in AI-enabled public services. Employee satisfaction is driven by the alignment of operational effectiveness, resource utilization, and service accessibility, while citizen satisfaction is enabled by trust-enabling constructs such as service accuracy, transparency, and perceived service value. High satisfaction arises from cohesive and complementary conditions that align organizational goals with user needs, whereas dissatisfaction stems from fragmented and misaligned pathways where critical enablers are absent. These findings highlight the multidimensional nature of satisfaction outcomes and the critical role of integrating trust-building and service optimization mechanisms in public services. The visualized configurations (Figures 3–5) illustrate these pathways, offering insights into the specific combinations of factors that drive satisfaction or dissatisfaction, enabling organizations to refine their strategies for service delivery in AI-driven environments.


[image: Two Venn diagrams labeled (a) and (b) show configurations of overlapping sets: HAIC, PSV, SA, TR, and CT. Each set has a star symbol and different colors. Configuration (a) has consistency 0.985 and coverage 0.756. Configuration (b) has consistency 0.989 and coverage 0.957.]
FIGURE 5
 (a, b) Visualization of configuration p7 and p8 for citizens satisfaction. The ellipse, normal-presence of condition; no ellipse-absence of condition and dotted ellipse-absence of condition.


We also examined representative respondents who typify the citizen-focused configurations: case C1 (matching configuration p8, high satisfaction): One citizen praised the AI-driven service for accurately processing welfare applications and explaining eligibility criteria via a user-friendly chatbot. The individual mentioned a “strong sense of trust” in the system due to clear notifications about processing times and transparency around how decisions were made. Case C2 (matching configuration p9, dissatisfaction): another citizen expressed frustration over a lack of clarity about why their request was delayed. No updates were provided, and the system seemed prone to errors when entering personal details. They felt “ignored and mistrustful,” attributing dissatisfaction to poor service accuracy and minimal transparency. By highlighting these real-world examples, we show how satisfied and dissatisfied citizens experience AI-enabled services through distinct configurations of trust, service accuracy, transparency, and human-AI collaboration.



5.6 Model robustness testing

To validate the robustness of the fsQCA solution models for employee and citizen satisfaction, a predictive validity approach was implemented based on the guidelines of Pappas and Woodside (2021). The original sample was randomly divided into two groups: a subsample for initial analysis (N = 228 for employees, N = 214 for citizens) and a hold sample for robustness testing (N = 229 for employees, N = 215 for citizens). The subsample analysis began with truth table calibration and proceeded to the identification of sufficient configurations for each outcome. As shown in Table 9, two configurations (S1 and S2) were identified for employee satisfaction, with overall solution consistency and coverage values of 0.889 and 0.919, respectively. Configuration S1 highlights the importance of service accessibility, operational effectiveness, and human-AI collaboration, achieving a consistency of 0.914 and raw coverage of 0.761. Similarly, S2 integrates resource utilization with operational effectiveness and human-AI collaboration, achieving a consistency of 0.925 and raw coverage of 0.765.

TABLE 9  Sufficient condition from subsamples of employee and citizens satisfaction.


	Solutions
	Raw coverage
	Unique coverage
	Consistency





	Employee satisfaction (N = 228)

 
	S1: SAC*OPR*HACE
	0.761
	0.011
	0.914

 
	S2: RUT*OPR*HACE
	0.765
	0.014
	0.925

 
	
	Overall solution coverage 0.919

 
	
	Overall solution consistency 0.889

 
	Citizens satisfaction (N = 214)

 
	S3: SA*TR*CT*PSV*HAIC
	0.976
	0.975
	0.996

 
	
	Overall solution coverage 0.966

 
	
	Overall solution consistency 0.996






“*” represents presence.



For citizen satisfaction, one configuration (S3) was identified, demonstrating a robust alignment of service accuracy, transparency, citizen trust, perceived service value, and human-AI collaboration. This configuration achieved an exceptionally high consistency of 0.996 and raw coverage of 0.976, highlighting the indispensable role of trust and service-related constructs in fostering satisfaction. The overall solution coverage of 0.966 and consistency of 0.996 further validate the strength of the identified pathway. These results underscore the configurational complexity of satisfaction outcomes and highlight the alignment of multiple complementary antecedents as critical drivers for both employee and citizen satisfaction.

Next, the robustness of the identified solutions was tested using the hold sample (N=229 for employees, N = 215 for citizens) through the XY plot approach in fsQCA software. The predictive performance of the subsample solutions was evaluated against the hold sample, and the results are visualized in Figures 6a–c. For employee satisfaction, the consistency and coverage values for S1 and S2 remained high, with consistency values of 0.902 and 0.914, and coverage values of 0.735 and 0.759, respectively. Similarly, for citizen satisfaction, S3 maintained a consistency of 0.991 and coverage of 0.962, confirming the stability and predictive validity of the solution model. These values closely align with those obtained from the subsample, validating the generalizability of the configurations to an independent dataset.


[image: Three scatter plots labeled (a), (b), and (c) show blue data points. Plot (a) has consistency 0.914 and coverage 0.761. Plot (b) has consistency 0.925 and coverage 0.765. Plot (c) has consistency 0.996 and coverage 0.976. Each plot displays a spread along a diagonal trend line.]
FIGURE 6
 (a–c) The XY plot for sufficient configurations of s1 and s2 to predict employee satisfaction (N = 229) and $3 for citizens satisfaction (N = 215) based on hold samples.


The robustness testing highlights the stability of the solution models across different samples, ensuring that the configurations are not overfitted to the original subsample. For employees, service accessibility, operational effectiveness, and resource utilization emerge as pivotal constructs, while for citizens, trust-enabling constructs such as service accuracy, transparency, and perceived service value are key drivers. The predictive strength of these configurations illustrates their applicability in broader contexts of AI-enabled public services, ensuring reliable pathways for enhancing satisfaction outcomes. By demonstrating consistent results across both subsample and hold sample, the study establishes the robustness of its configurational approach to understanding satisfaction dynamics in AI-driven environments.




6 Discussion

Public Value Theory emphasizes trust, transparency, and equitable service delivery as central pillars of effective governance. Our results show that trust (e.g., perceived value and fairness) and transparency (e.g., clear process explanations, accountability mechanisms) are essential for high citizen satisfaction—particularly addressing RQ1, which explores how constructs like trust and perceived value influence citizen satisfaction in Indonesian AI-enabled public services. When AI systems provide accurate and transparent welfare benefits, they foster inclusivity and reliability, aligning with the PVT notion that public services should respond directly to citizen expectations (Criado and Gil-Garcia, 2019; Fatima et al., 2022). However, our analysis also reveals a tension between providing thorough explanations and avoiding information overload, highlighting that excessive detail can alienate citizens with limited digital literacy (Willems et al., 2022). In contexts like Indonesia (Koskimies and Kinder, 2024), where institutional trust may already be fragile, a carefully balanced approach to transparency is critical.

The findings further indicate that fragmented configurations—where trust-enabling factors are absent—lead to dissatisfaction, reinforcing PVT's stance that public value deteriorates if services appear opaque or biased. In short, PVT provides a lens through which AI deployments can be evaluated for inclusivity, equity, and fairness. The results confirm that merely implementing AI tools without addressing trust and transparency issues can undermine public confidence, thereby weakening the broader mission of public value creation.

While PVT addresses the “public-facing” side of AI-enabled services, the Resource-Based View underscores internal resource optimization to achieve operational efficiency and effectiveness. Our results highlight how constructs like operational effectiveness and resource utilization significantly influence employee satisfaction—directly aligning with RQ2, which focuses on organizational factors driving employee satisfaction in Indonesia's AI-driven context. Employees benefit when AI-driven automation eliminates repetitive tasks and enables them to focus on higher-value, strategic work (Chowdhury et al., 2022), increasing their engagement and sense of fulfillment. Conversely, poor integration or inadequate training can disrupt workflows, leading to dissatisfaction and resistance (He et al., 2023).

These observations resonate with RBV's emphasis on leveraging unique resources (in this case, AI capabilities and skilled human capital) to sustain competitive advantage. Effective AI deployments require thoughtful alignment between technology and internal processes. Our fsQCA findings reveal multiple equifinal pathways to high employee satisfaction, some of which prioritize resource utilization alongside service accessibility or processing time. This underscores that AI systems are not a one-size-fits-all solution; each agency or department may combine resources differently to achieve peak performance.

RQ3 examines how Human–AI collaboration mediates the balance between effectiveness and efficiency, directly bridging the citizen-centric concerns of PVT with the operational focus of RBV. Our analysis suggests that AI alone—even when highly efficient—cannot ensure ethical, inclusive service delivery without human oversight. This oversight provides ethical judgment and adaptability, addressing “black box” issues in AI-based decision-making. When integrated effectively, AI-driven systems can streamline day-to-day tasks, while humans uphold cultural sensitivity, equity, and trust-building measures. This synergy is especially critical in resource-constrained settings like Indonesia, where technological efficiency must coexist with diverse user needs.

RQ4, which explores which configurational pathways lead to satisfaction outcomes, is best illustrated through the lens of Human–AI collaboration: some pathways show that employees thrive when resource optimization and accessible AI systems are supported by human oversight. Similarly, citizens benefit from service accuracy, transparency, and trust-building measures guided by human involvement. In short, Human–AI collaboration unifies the outward-facing goals of public value and the inward-facing goals of resource optimization, providing a robust means to address the effectiveness–efficiency paradox in AI-enabled governance.

Concurrently, our findings demonstrate how PVT and RBV independently and collectively influence satisfaction outcomes in AI-enabled public services. PVT highlights the necessity of trust, transparency, and service accuracy to fulfill citizen expectations, while RBV emphasizes strategic deployment of organizational resources for operational effectiveness and employee engagement. Human–AI collaboration serves as the functional bridge between these perspectives, ensuring that AI-driven efficiency does not come at the expense of inclusive, accountable governance.

On a practical level, high citizen satisfaction hinges on careful attention to transparency and trust, while high employee satisfaction relies on optimized workflows and well-integrated AI support. Fragmented or absent constructs lead to dissatisfaction among both groups, highlighting the need for policymakers to harmonize these three dimensions rather than treat them in isolation. By fostering a culture of continual learning, robust ethical frameworks, and inclusive decision-making, public administrators can expand AI's transformative potential, ultimately guiding AI-driven public services toward greater responsiveness, fairness, and sustainability.



7 Implication


7.1 Implication for theory development

This study provides critical advancements in the theoretical understanding of AI-enabled public services by integrating PVT and the RBV within the context of Human-AI collaboration. While existing research has predominantly treated these frameworks independently, this study demonstrates their complementarity in addressing the effectiveness-efficiency paradox, offering a robust lens to decode dual satisfaction among citizens and employees. Specifically, the findings underscore that PVT emphasizes citizen-centric constructs like trust, transparency, and service accuracy, aligning with the societal expectations of fairness and inclusivity. Conversely, RBV contributes by optimizing resource utilization and operational effectiveness, revealing how these internal organizational factors enhance employee satisfaction. This theoretical integration enriches both frameworks, providing a holistic understanding of how technology can bridge the gap between citizen expectations and organizational objectives.

A key theoretical contribution lies in the study's configurational approach, which challenges traditional linear methodologies such as SEM. By employing fsQCA, the study captures the equifinal and asymmetrical nature of satisfaction outcomes. The findings reveal that satisfaction, whether among employees or citizens, emerges not from isolated constructs but through distinct pathways combining complementary conditions. For example, trust and transparency must align with service accuracy to foster high citizen satisfaction, while operational effectiveness and resource utilization must complement Human-AI collaboration to enhance employee satisfaction. This equifinality underscores the need to reconsider oversimplified linear models and adopt configurational methodologies to decode the complexity inherent in public service satisfaction. Consequently, the study not only advances methodological innovation but also provides a roadmap for future research to explore non-linear interactions in public administration contexts (Pappas and Woodside, 2021; Fiss, 2011).

This study also extends PVT by operationalizing trust and transparency in AI-enabled environments, addressing the evolving role of algorithmic decision-making in public administration. Prior research has established trust as foundational to public service delivery (Criado and Gil-Garcia, 2019; Willems et al., 2022), but the integration of AI introduces challenges such as algorithmic opacity and perceived risks of bias. This research enriches PVT by demonstrating that trust must be accompanied by operational mechanisms like service accuracy and ethical AI oversight to achieve citizen-centric outcomes. For instance, the study identifies transparency as a dual-edged construct: while it builds trust by clarifying decision-making processes, excessive or overly technical transparency risks alienating citizens with limited digital literacy. These insights advance the theoretical discourse on PVT, emphasizing the dynamic interplay between technology-driven transparency and societal trust. Additionally, the study addresses the gaps identified by Yap et al. (2021), who explored citizen satisfaction in Malaysia's e-government portals but overlooked broader organizational factors or trust-enabling constructs.

From the perspective of RBV, this study extends the framework by incorporating Human-AI collaboration as a critical resource for optimizing public service delivery. Traditional RBV literature focuses on tangible and intangible resources like infrastructure, knowledge, and human capital (Barney, 1991). However, the findings reveal that the synergy between human oversight and AI capabilities represents a new class of strategic resources in public administration. For example, AI systems enhance operational efficiency by automating repetitive tasks, while human judgment ensures adaptability, fairness, and ethical governance. This interplay addresses the limitations of RBV in technology-intensive environments, demonstrating how resource integration can overcome barriers to both employee and citizen satisfaction. By addressing the gaps identified by Alkhawaldah et al. (2024), who linked administrative empowerment to e-government adoption but did not explore the potential of Human-AI collaboration, this study provides a pathway to align AI-driven operational efficiency with the broader societal objectives of inclusivity and trust.

The study's emphasis on Human-AI collaboration introduces a novel dimension to both PVT and RBV, positioning it as a mediating mechanism that resolves the effectiveness-efficiency paradox. Previous studies, such as Lai et al. (2009) emphasized the role of trust-based institutions but failed to integrate operational resource optimization into their framework. By demonstrating that AI systems can enhance efficiency without compromising effectiveness when combined with human oversight, this research redefines the theoretical boundaries of PVT and RBV. For instance, the findings reveal that Human-AI collaboration fosters trust, transparency, and resource optimization simultaneously, ensuring that technological advancements support societal wellbeing rather than undermining it. This theoretical integration has significant implications for the broader discourse on digital transformation in public administration, providing actionable insights for achieving sustainable and equitable service delivery in diverse socio-cultural contexts.

Finally, the study advances the theoretical understanding of satisfaction as a multidimensional construct. By analyzing pathways to both high and low satisfaction, the research highlights the necessity of cohesive alignments among constructs. Fragmented configurations, such as the absence of transparency or operational effectiveness, contribute to dissatisfaction, reinforcing the importance of integrating complementary drivers in public service delivery. These findings not only extend existing theories but also pave the way for future studies to explore how emerging technologies like AI can redefine the parameters of satisfaction in public administration. By filling the gaps highlighted in Hasche et al. (2021), which focused narrowly on interpersonal trust without addressing external factors like technology integration, this study provides a more comprehensive framework for understanding the interplay of organizational, societal, and technological constructs in shaping satisfaction outcomes.



7.2 Implication for public administration practice

The study underscores the transformative potential of Human-AI collaboration in addressing the effectiveness-efficiency paradox in public services. AI systems can optimize routine operations such as permit processing and citizen inquiries, enabling employees to focus on strategic and complex tasks, thereby enhancing job satisfaction and service quality (Jiang et al., 2022; Chowdhury et al., 2022). For instance, municipalities leveraging AI to handle permit applications have reported reduced processing times and fewer administrative errors (Floridi, 2020). However, Human-AI collaboration is not without challenges. Resistance from employees, stemming from fears of redundancy or mistrust in AI's capabilities, can undermine adoption. To counter these barriers, public administrators must implement comprehensive training programs and foster participatory engagement during the design and implementation phases. By addressing these concerns, Human-AI collaboration can evolve into a strategic tool that enhances operational efficiency and employee satisfaction, aligning with broader institutional goals.

Transparency is pivotal in fostering citizen trust, as revealed by the study's findings. Transparent AI systems enhance accountability and reduce perceptions of bias, especially in services like welfare eligibility and tax assessments (Fatima et al., 2022; Wang et al., 2023). For example, AI tools used for social benefit distribution that explain eligibility criteria can mitigate distrust and improve citizen engagement (Koskimies and Kinder, 2024). However, transparency can also overwhelm citizens, particularly in regions with low digital literacy. Overly complex explanations of algorithmic decisions risk alienating users, leading to disengagement and reduced trust (Willems et al., 2022). Administrators must strike a balance by adopting user-centric approaches, such as simplified communication methods, multilingual support, and visual explanations. Furthermore, transparency must extend beyond communication to include robust ethical safeguards. Regular audits, compliance with international data protection standards, and the publication of algorithmic processes can reinforce public confidence in AI-enabled services.

Resource utilization is a key consideration for public administration, especially in resource-limited settings like Indonesia. AI technologies improve efficiency by reallocating resources to high-priority needs, optimizing workflows, and eliminating redundancies (Henkel et al., 2020; Wang and Zhao, 2024). For instance, predictive analytics can forecast citizen demand, enabling proactive resource allocation. However, this efficiency must be managed carefully. Poorly implemented AI systems may worsen inequities, such as favoring urban over rural areas in resource distribution. Policymakers should adopt governance frameworks that prioritize equitable access and involve diverse stakeholders to ensure balanced decision-making (Olan et al., 2022).

The study also emphasizes the importance of fostering citizen trust through service accuracy, perceived value, and ethical AI governance. Trust is fundamental to public service satisfaction and is built through reliable, transparent, and fair systems (Criado and Gil-Garcia, 2019; Robles and Mallinson, 2023). Personalized AI services, such as tailored healthcare or education recommendations, enhance perceived value and deepen trust (Koskimies and Kinder, 2024). However, these benefits come with risks. Overpersonalization may lead to ethical concerns, such as data privacy violations or discriminatory outcomes (Fatima et al., 2022). For instance, personalized welfare recommendations based on historical data may unintentionally perpetuate systemic biases. Policymakers must establish robust data governance policies, including privacy safeguards and algorithmic audits, to balance personalization with ethical integrity.

Collaborative governance is critical for aligning AI-enabled services with citizen and employee needs. The study highlights the benefits of involving diverse stakeholders in the co-design of public services, ensuring they are inclusive and effective (Koskimies and Kinder, 2024; Scutella et al., 2024). For example, pilot testing AI systems with citizen focus groups can identify usability issues and improve service delivery. Similarly, engaging employees in the design process can uncover operational bottlenecks and foster acceptance. However, collaboration requires substantial investment in time, resources, and capacity-building, which may strain already stretched public administration systems. Policymakers must weigh these costs against the long-term benefits of inclusive governance, including increased trust, satisfaction, and adaptability. Collaborative governance not only ensures that services reflect societal values but also enhances system resilience, enabling governments to navigate technological and social change effectively.




8 Conclusion, limitation, and future studies

This study provides significant insights into the dual challenges of effectiveness and efficiency in AI-enabled public services, focusing on achieving both citizen and employee satisfaction through the integration of PVT and the RBV. The findings reveal that trust, transparency, and service accuracy are pivotal to fostering citizen satisfaction, while resource utilization, operational effectiveness, and Human-AI collaboration are critical for employee satisfaction. By adopting a configurational approach using fsQCA, the research highlights multiple equifinal pathways to satisfaction, underscoring the multidimensional nature of public service optimization. This aligns with Criado and Gil-Garcia (2019) and Fatima et al. (2022), who emphasize the role of trust and transparency in public service delivery. The study advances theoretical understanding by demonstrating how PVT and RBV complement each other, providing a holistic framework to address the effectiveness-efficiency paradox. Practically, the findings offer actionable strategies for policymakers to design AI-driven public services that are inclusive, efficient, and citizen-centric, contributing to sustainable governance practices.

Despite its contributions, the study is not without limitations. First, the data collection was limited to public services in Indonesia, which may constrain the generalizability of the findings to other socio-cultural and institutional contexts. This is consistent with the challenges highlighted by Koskimies and Kinder (2024), who note that cultural diversity significantly influences public service outcomes. Future research could expand the geographical scope to include diverse regions, examining how cultural and policy differences influence satisfaction outcomes. Second, while this study employed fsQCA to identify complex pathways, it does not address longitudinal changes in satisfaction dynamics. Criado and Gil-Garcia (2019) also emphasize the importance of capturing evolving patterns in trust and satisfaction over time. Future studies could incorporate longitudinal designs to capture these dynamics. Additionally, the reliance on self-reported measures may introduce response biases, such as social desirability bias, potentially influencing the results. Employing mixed-method approaches, as recommended by Wang et al. (2023), could mitigate these biases by combining quantitative data with qualitative insights from in-depth interviews or case studies.

Building on these limitations, future studies should explore the broader implications of Human-AI collaboration in public services, particularly its ethical, social, and psychological dimensions. For instance, examining how AI integration influences employee wellbeing and job security across different organizational hierarchies could provide deeper insights into workforce adaptation, as suggested by Marikyan et al. (2022). Furthermore, future research should investigate the role of algorithmic fairness and inclusivity in fostering public trust, particularly in marginalized communities, as highlighted by Willems et al. (2022). Comparative studies across countries with varying levels of technological maturity could illuminate how AI adoption interacts with institutional readiness and citizen expectations (Koskimies and Kinder, 2024). By addressing these research gaps, future studies can enhance the theoretical and practical understanding of AI's transformative potential in public administration, contributing to more equitable and effective governance systems globally.

In addition, we propose the following future research questions to guide subsequent investigations:

1. How do different socio-cultural contexts mediate the impact of AI-based systems on citizen and employee satisfaction outcomes?

2. What strategies or governance models can best mitigate algorithmic biases, especially for underserved or marginalized populations?

3. How might longitudinal shifts in both citizen and employee perceptions alter the effectiveness of AI-enabled public services over time?

4. Which dimensions of Human-AI collaboration are most critical for sustaining employee wellbeing and organizational effectiveness in various public sector environments?**

By addressing these research gaps and questions, future studies can enhance the theoretical and practical understanding of AI's transformative potential in public administration, contributing to more equitable and effective governance systems globally.
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