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The use of Generative Artificial Intelligence has raised concerns related to plagiarism 
in scientific contexts. However, bad academic writing is far from being the main 
ethical challenge related to digital transformations in knowledge production. 
Additionally, science is not the only trust discourse affected, as journalism and 
law are deeply impacted in its social roles by the dissemination of artificially 
generated discourses. Power and knowledge are increasingly imbricated in digital 
society in a global context where colonial hierarchization, dehumanization and 
exploitation strategies are still in place. In response to the insufficiency of high-
level moral principles before the ethical and Human Rights challenges brought 
by GenAI applications, this paper offers an alternative theoretical approach to 
digital ethics presented in the “decolonizing ethical thinking” section. The aim is to 
focus on the role that the new epistemic dynamics play to the risk of technodigital 
colonialism. Decoloniality readings should account for why the benefits and risks 
are not universally distributed and therefore may help ethical responses be more 
attentive to the connections between knowledge and power.
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1 Introduction

The use of Artificial Intelligence (AI) has been the subject of increasing public debate. 
These systems have commonly been described as the newest and final solution for performing 
repetitive tasks, which would free up human time for more satisfying activities (Federspiel 
et al., 2023).

AI is far from new. Artificial Intelligence originated as a discipline back in 1956. At the 
time, the hope was that the field of human cognition would describe the functioning of human 
intelligence and its learning processes so well that a machine would be able to replicate them. 
If in the beginning the intention was to make a human-like machine, today the aim of AI is to 
overcome human limitations. Current applications go from virtual assistants to precision 
agriculture. However, the new waves of frenzy are due to the ability to emulate human writing 
presented by large language models (LLMs), a type of text-producing AI, of which the most 
notorious example is ChatGPT (Shanahan, 2024).

LLMs are generative mathematical models which emulate the statistical distribution of 
tokens — words, parts of words or individual characters — as they are found in collections of 
texts produced by humans and which serve as the basis for training the model. In simpler 
terms, the sentences of the text are produced from the probability of word-association in 
sentences (Shanahan, 2024).

The ever-growing ability to emulate human discourse and cultural products in the most 
diverse genres generates content on an unprecedented scale and challenges various practices, 
including arts and sciences (Thorp, 2023). The application of generative AI to scientific 
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purposes is of special concern, especially in the field of health sciences, 
even more so if it informs automated decision-making in 
healthcare practices.

“Artificial Intelligence” is an umbrella term that covers several 
types of algorithms coded in different programming languages, with 
very different complexities and purposes. AI applications are most 
commonly the result of a combination of different algorithms and are 
generally meant to interact with other technologies, such as searching 
tools and social media, but also neurotechnology. The accrued aspects 
of this convergence are not sufficiently being taken into account in 
ethical reasoning.

There is a significant mismatch between the dimension and 
complexity of the challenges posed by digital transformations and 
high-level moral principles offered as guidelines. Not only do these 
principles lack enough of a grip on reality, but the debate led by ethics 
boards in tech companies may be part of diversionist tactics, intended 
to avoid regulation (Munn, 2023).

This kind of uselessness and toothlessness criticized in digital 
ethics can be identified in previous attempts to offer ethical guidelines 
to technoscience development. Similarly, from Nazi experiments to 
the Syphilis Studies performed in Tuskegee and in Guatemala; from 
the abuse of Henrietta Lacks cells to the implementation of the ethical 
double standard for HIV/AIDS research in Africa, the context which 
led to these violations of Human Rights performed in scientific 
contexts was not taken into enough consideration, and the subsequent 
ethical guidelines can all roughly be  summarized in three main 
principles, namely autonomy, beneficence, and one unspecified, 
justice.

First, the inefficiency of those approaches can be attributed to the 
fact that the very existence of an ethical debate around an emergent 
technology means that the correct decisions are not self-evident. 
Therefore, those guidelines do not have any practical function. 
Secondly, those atrocities are not a mere result of lack of attention to 
the wishes of patients or participants. The reason all those attempts to 
draft ethical guidelines fail is a lesson to be learnt: it cannot be ignored 
that dehumanization is a previous and instrumental step to exploiting 
human lives.

This perspective sheds some light on the most commonly 
associated risk with generative AI, that of plagiarism or damage to 
scientific integrity related to the use of outputs of LLMs (Flanagin 
et al., 2023). Even though GenAI can be used in a wide variety of ways 
in academic writing, some with results which are not so far removed 
from online search engines (for example), LLMs can be  used to 
formulate questions, suggest ideas or even change the argumentative 
structure of an article, interfering so much in the conception and 
writing style that authorship becomes a debatable matter (Kaebnick 
et al., 2023).

The moral background is that misappropriation is deemed as 
unacceptable academic practice, at least on an individual level. 
Paradoxically, the impact of using LLMs resulting from massive 
knowledge capture has not been proportionally discussed in most 
scientific endeavors.

Artists, in contrast, are denouncing the harmful nature of the 
appropriation of their works by generative AI (Allyn, 2023; Webster, 
2023). In an unusual reenactment of the maxim “life imitates art,” 
Scarlett Johansson, who voiced the virtual assistant in the 2013 movie 
“Her,” alleged that in 2024 her voice was copied after she turned down 
OpenAI’s offer to voice Sky, the ChatGPT virtual assistant (Mickle, 

2024). Following the controversy, the company replaced the disputed 
voice (OpenAI, 2024). In another example, Hayao Miyazaki and, more 
recently, Guillermo del Toro expressed disgust towards AI generated 
drawings and animations (Leatham, 2022; Leatham, 2023). They both 
justified their esthetic disapproval based on the absence of emotion 
and empathy in machines. These very human attributes that arts 
dedicate to depict are also fundamental to ethics.

It is possible to argue that other technological advances were 
firstly criticized, but then contributed to disseminate and popularize 
arts. Couldn’t GenAI be  to many human creative practices a 
popularization tool similar to what sound recording was to music 
from the end of the nineteenth century?

Although one might entertain the idea of an increasingly shared 
way of producing knowledge and benefit from it, the first point in 
order to fulfill such promises is to recognize that plagiarism is far from 
the main ethical risk related to GenAI.

It is known that scientific discourse and practices have the effect 
of validating and remediating some forms of distress while silencing 
and oppressing others. Convergent technologies, such as AI, 
neurotechnology and genetics mobilize conceptualizations related to 
reason, rationality, mental health and intelligence which are 
historically linked to strategies of classification, hierarchization, 
discipline and exploitation in colonial power dynamics (Illes 
et al., 2025).

For more than a decade, Global South scholars from diverse 
disciplines have warned of negative and unjust effects related to digital 
technology. Tech companies increasingly reenact colonial power 
dynamics promoting global expansion to generate socio economic 
dependency on their activities and products. Democracies are 
dumped so the accumulation of value obtained from overexploitation 
of the workforce and environmental resources such as minerals and 
energy happen without accountability. All of it is made in the name of 
humanistic values, portrayed as a civilizing mission for the good of 
humanity, especially for “uncivilized” people (Nothias, 2025).

Although technodigital colonialism, data colonialism, algorithmic 
colonialism or digital colonialism are terms used interchangeably to 
describe the way colonial power dynamics relate to digital 
technologies, the literature addresses a diversity of effects from 
different geographical locations and academic areas (Nothias, 2025). 
For example, Ricaurte (2019) focuses on possible damaging 
consequences in terms of access to public services by racial minorities 
resulting from the national biometric ID project in Kenya. Colonial 
exploitation of mineral resources in the Democratic Republic of 
Congo and its major political, environmental and health effects for the 
local population, including those related to child labor were 
highlighted by Oyedemi (2019). Anti-colonial activists in India 
denounced Facebook for its strategy of creating dependency on digital 
services. In political contexts, predictive systems, fed with massive 
amounts of personal data, are used to implement social policies and 
for surveillance purposes all over the world without public debate 
about how these measures affect historically vulnerable populations, 
as Prasad (2018) describes.

In this paper, we illustrate with cases in the United States and 
Brazil how generative AI, while presenting itself as a neutral tool, may 
increase inequality by reenacting colonial power dynamics. A 
non-colonial theoretical framework subsequently addresses the 
centrality of the distinction between reason and nature to colonialism, 
exploring the ties between knowledge, power and subjectivation in a 
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colonial matrix of power. Enunciation of knowledge is then proposed 
as the focus for ethical analysis, which allows to identify the 
production, enunciation and validation mechanisms related to trusted 
discourses, such as science, journalism and law in contrast to those 
related to artificially generated discourse.

2 GenAI ethical challenges

One of the most promising applications of AI is offering more 
efficient and rational resource allocation solutions. However, 
Obermeyer et al. (2019) warn of the possible harmful effects of using 
an AI designed to determine investment priorities in public health. 
The authors describe an algorithm based on treatment costs already 
spent, which is then used to recommend preventive health measures, 
reducing costs of therapeutic interventions. Although the cost of care 
was deemed to be an adequate proxy for the analysis, racial bias has 
gained scale with the widespread use of the algorithm by health 
insurance companies in the US. Since racism leads to less empathy for 
the pain and suffering of black and non-white patients, the algorithm 
ends up classifying therapeutic investment, but not the severity of the 
illness itself. By using the algorithm, white patients, who historically 
receive more resources and therapeutic investment, are also prioritized 
in preventive actions. The choice of this proxy is obviously 
problematic, and while the use of the algorithm appears to offer 
statistical based guidance, it feeds back and perpetuates racial 
inequality in healthcare on a larger scale.

Generative AI were largely used during Brazilian mayoral elections 
in 2024 to create images, videos and audio recordings, the so-called 
deepfakes, while tech platforms did little about it and even resisted 
judicial orders to prevent effects of misinformation in the elections. 
Historically marginalized from voting and representation, women 
running for office were especially targeted and the main victims of 
deepnudes, an accrued form of political and sexual violence. At least five 
female candidates filed police reports, including one that was running 
for mayor in São Paulo, the largest city in Brazil (Cruz et al., 2024).

An international divide is currently largely marked by an 
unmatched concentration of power related to digital technologies in 
the Global North. Peripheral countries mainly feature as datafarms 
and, despite the pervasiveness of digital surveillance in those contexts, 
the outputs of GenAI continue to not properly depict their diversity. 
Silveira and Lima (2024) studied Gemini’s outputs when asked in 
Brazilian Portuguese to describe white and black people in different 
contexts, such as laboral and leisure contexts. The GenAI offered 
gendered descriptions of human activities, with more detailed physical 
attributes in narratives about women. Even though the tool mentioned 
the importance of inclusion when describing white people performing 
activities, the reality of its functioning was contradictory. It significantly 
did not offer narratives when asked to describe black people performing 
different activities, under the argument it was ‘just a language model’.

GenAI is often conceived as part of the path to build Artificial 
General Intelligence (AGI), which would not only be  capable of 
offering non-pre-programmed answers, but also learning on its own 
how to perform new tasks. AGI mobilizes human expectations to find 
deus ex machina answers to humanity’s problems. Many of the present 
utopian ideals imply convergence with other technologies and show 
reminiscence of the eugenic movement that occupied most of scientific 
hopes to answer social problems from the end of 19th century to the 

first half of the 20th century. The expectation of solving social problems 
without tackling their historical causes has not only proven to 
be wrong and inefficient, but often a camouflage of the intent to neglect 
or exploit even more vulnerable populations (Gebru and Torres, 2024).

3 Decolonizing ethical thinking

Behind all the most significant bioethical events, which are nothing 
less than Human Rights violations in scientific contexts, 
dehumanization is based on naturalized attributes (such as race, 
gender, sexual orientation and deficiencies). This mechanism comes 
from the core of modernity/colonialism which sustains the hierarchized 
distinction between reason and nature as one of its most distinctive 
ideas (Quijano, 2000). Not that this distinction between human and 
non-human based on rationality is new in western knowledge 
systematization, as it traces back to Ancient Greece. But, to modern 
science, which stems from a combination between cartesian dualism 
and Bacon empiricism, nature is not just inferior, it is something to 
master. More than that, the goal of science and destiny of mankind is 
to enlarge the epistemic empire over nature (Irving, 2006).

As a result, pursuing the mission civilisatrice placed colonized 
people in a natural situation of inferiority in relation to civilized 
humans. Thus, oppression and exploitation were perceived as a 
more than justifiable practice; they represented the fulfillment of 
a manifest destiny (Quijano, 2016). The use of scientific knowledge 
to consign human beings to the mere manifestation of biological 
attributes is the MO of much of the bias and prejudices since then.

The topicality of those mechanisms motivates coloniality as a 
term. Although used interchangeably with colonialism, the term 
highlights the historical continuity of colonial hierarchization 
strategies in contemporary power dynamics. Knowledge and power, 
but also subjectification, i.e., the formation of an individual conception 
of oneself, are intertwined from the inaugural power dynamics set by 
colonialism in the beginning of globalization (Quijano, 2019).

Coloniality of knowledge refers to the control over the 
enunciative/epistemic apparatus. Coloniality of being unfolds the ties 
between colonial power and lived experience. On one side of the 
spectrum of existence there is the universal human, a subject that 
produces knowledge, and on the other, a racialized and colonized 
being, a sub-alterity, a mere object about which humans produce 
knowledge (Quijano, 2019).

While recognizing that coloniality is lived and sensed in variable 
ways, Mignolo and Bussmann (2023) draw attention to a common 
aspect of it: the authorization/destitution mechanism, that legitimates 
specific enunciative discourses by invalidating others. Based on this, 
it is suggested that comprehending the role of knowledge in the 
colonial matrix of power is a matter of “focusing on the enunciation 
of Western knowledge, instead of on its enunciated content.”

In the context of AI and Big Data in general, the aspiration for 
protection of privacy and of intellectual property is depicted as obsolete 
if not egoistic, since knowledge as common good is the flagship of the 
defense of digital transformation. But if instead of the content, the 
attention goes to the way GenAI operates, a contradiction manifests itself:

Data about people today is less a public asset and increasingly 
privately funded, collected, and analyzed. (…) In the 21st century, a 
new transformation of social knowledge is underway, driven not by 
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governments but by corporations. The huge increase in commercial 
knowledge of everyday life since the 1980s now dwarfs what states 
know about social subjects, a change accelerated by the emergence 
of commercial platforms. Such transformation empowered new 
corporate actors to render social life more “trackable and tractable.” 
This new model of social governance has fuzzy limits. Once a “social 
graph” is in place, no human interaction seems free from corporate 
intervention: The very notion of data-driven intervention implies a 
datafied social good to be actualized (Magalhães and Couldry, 2021).

Zuboff (2019) gives an insightful account of that dynamic as 
surveillance capitalism, a new phase where privacy is the main 
commercialized commodity. In this context, although data driven 
products are designed to be perceived as personal, privacy is sold in 
bulk in the form of aggregate data. The author was one of the first to 
unmask the “knowledge as common good” claims by pointing out that 
selling data about people is the trade which made all the billionaire 
fortunes since the 2000’s.

The economic dimension is just one of the aspects of data 
colonialism. Before the commercialization and data capture can 
take place, massive exploitation must be naturalized (Couldry 
and Mejias, 2018). In turn, naturalized exploitation is preceded 
by selective dehumanization. It is no coincidence that historical 
mechanisms of discrimination are updated and up-scaled while 
becoming progressively harder to detect. While the neutrality and 
immateriality of algorithmic functioning are described as the 
steps toward tackling society’s problems, technological 
advancements (such as GenAI) contribute to digital colonialism 
when uncritically developed and consumed (Faustino and 
Lippold, 2023).

Apocalyptic scenarios are not inevitable, but there is no reason to 
expect technobillionaires to know what humanity needs and what 
social goods are attainable and at what cost (Benjamin, 2024).

Technodigital approaches to progress lean into an artificial kind 
of intelligence and its generative abilities, superintelligence and deep 
learning. The lexicon mobilized in those expectations is unequivocal: 
knowledge production is central (Benjamin, 2024). The reason why 
data collection, machine learning and generative AI are changing 
human relations is not only because they have become a technical 
feasibility, but because these technologies have an increasing role in 
enunciation of legitimate discourses. The purpose of this paper is 
exactly to focus on the role that epistemic dynamics play regarding 
the risk of digital colonialism. If we are to imagine that technology 
will lead to common knowledge sharing, it is first necessary to 
ascertain that people are not being dispossessed or exploited by it.

4 Discussion

4.1 On knowledge

A decolonial reflexive exercise is interested in how knowledge 
enunciation may contribute to naturalize inequity, domination, and 
exploitation, and how these effects come to be naturalized. Then, in 
order to investigate the digital colonialism risk related to text 
generative AI, it is first and foremost required to examine how 
discourse is artificially generated and to ask why humans are 
convinced by it.

Artificially generated texts are considered trustworthy even if the 
workings of most algorithms are opaque to human knowledge. If it is 
increasingly difficult to distinguish human to non-human discourse, 
explaining the legitimacy of discourse cannot be  reduced to the 
analysis of its content.

Long before “post-truth” was declared the word of the year in 
2016, Foucault (1977a) argued that analyzing regimes of truth is not 
about asserting which is the “truest” truth in dispute, but about 
investigating how discourses come to be  socially accepted and 
appropriated, while interacting in a mutually transformative relation 
with pre-existing beliefs and opinions. The regime of truth is a 
conceptual framework meant to assess how the enunciation of truth 
shapes social, economic and political arrangements while acting upon 
subjectification processes.

Power dynamics have a great part in determining whose 
discourses will be considered true, and how those, once being held 
truthful, will reflexively reinforce power positions. On the other hand, 
the discursive content bears a set of values that conform individual 
consciences and bodies, acting as subjectification mechanisms and, at 
the same time, reshaping social conduct.

Parallel to the rising of a digital society, lower levels of public trust 
in science, journalism and the legislative-legal system are seen. The 
correlation is obviously not just a coincidence and LLMs outputs are 
meant to be  (and increasingly are) used as surrogate enunciation 
instruments. Algorithms are often opaque and inexplicable. 
Nevertheless, their outputs are trusted to be neutral, objective and 
accurate (Domingos, 2022).

LLMs seems to be part of a set of enunciation discourses based on 
majoritarianism. According to Lifton (2012), the phenomenon has to 
do with the expectation that something repeated many times by many 
people is less likely a lie when contrasted with something only said by 
a few people. This is in itself probabilistic thinking. In contrast, aspects 
related to scientific practices such as elaborating hypotheses, prior 
scientific foundation which allows a theory to be postulated and then 
tested by empirical method, are not involved in the production, 
enunciation or validation of knowledge by AI tools.

Often resorting to text generative AI and the gain in scale of 
discursive dissemination granted by social media, negationism often 
claims to unveil the real political character of science, law and 
journalism, when it should be obvious that politics is exactly the set of 
discourses and practices that structures social organization. Trust in 
science is partially due to the institutional and collective way it is 
developed. Rituals and specific rules of social recognition, mechanisms 
of control and normalization are ingrained in the scientific 
community. Therefore, affirming that scientific enunciation depends 
on previous theoretical foundation and empirical demonstration does 
not mean denying the social and political dimension of scientific 
enterprise, it is in fact quite the opposite. Scientific knowledge is a 
collective community endeavor that, according to Foucault (1976, 
1977b), dictates normalcy parameters to mental health and human 
conduct, influencing the design of legal systems and civil organization.

Coloniality of knowledge intends to describe how scientific 
knowledge and its collective character, supposedly based on 
rationality, neutrality and objectivity, reserve for some the position of 
subjects of knowledge, while delegitimizing other epistemic practices, 
degrading colonized beings to the mere status of knowledge objects, 
not granting them the possibility to elaborate and use their own 
categories to describe themselves and their interest in phenomena. 
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The epistemic privilege on dictating what is desirable and normal in 
human conduct in contrast with what should be deemed uncivilized, 
pathological or criminal is a pillar to historical colonial power 
dynamics (Mignolo and Walsh, 2018).

Although knowledge is always intertwined with power, 
trustworthiness in science, law and in journalism has to do with the 
possibility of the truth standing up against the majority, common 
sense and power. Investigation can reveal a journalistic scoop, provide 
decisive counter-evidence in law or start a scientific revolution. The 
possibility to prevail against widely accepted perception provides 
trust. For this reason, bearing resemblance to decolonial scholarship, 
Çelik and Haydari (2022) argue that feminist journalism can be seen 
as a decolonial resistant practice which goes back to non-western 
cultures. Public prestige of the media outlet ensures safety for those 
who confide in journalists and it also legitimizes the discourses and 
the veracity of facts in the public sphere.

Democratic societies are ideally structured according to science, 
law and freedom of press; therefore, these enunciative practices are not 
only political, but the very basis of democratic politics. The relation 
between knowledge and power is irrevocable. In contrast, enunciation 
as a result of a digital majoritarianism, based on the expectation that 
advanced and massive data processing mechanisms will lead to 
neutral, truthful and precise ways to conduct collective phenomena, 
has not only proven to be mistaken, as we unfortunately witnessed in 
pandemics and election interference, but a very political way of 
organizing society by evading accountability and its checks and 
balances. The authoritarian connotation of this kind of power 
dynamics is becoming more obvious every day.

Even while recognizing that the democratic world itself is a 
display of colonial reminiscent in its unjust dynamic power, 
majoritarianism disguised as democracy does not seem to be  the 
answer. If the opaqueness of GenAI, from the data gathering to the 
algorithm processing mechanisms, is not properly dealt with, 
humanity faces unprecedented risks for perpetuating bias and social 
inequities in an upscaled technological colonialism.

4.2 On knowledge to self

Alienated from the legitimated position to enunciate trusted 
discourses about their own perceptions of reality, colonized beings 
end up with a mirror that can only offer a distorted reflection of 
themselves. This, states Quijano (2000), possibly generates the most 
cruel effect of coloniality, the fact that colonized beings do not want 
to coincide with themselves. Legitimate knowledge discourses offer 
parameters according to which resemblance, morality and rationality 
of peripheral beings are inferior, which makes desiring to not 
be oneself the mark of the colonized subject.

Coloniality of being differentiates subjects and objects of 
knowledge. With data-driven technologies, an extreme knowledge 
peripheralization process takes place and most of the world’s 
population is merely seen as a data source. Databases used for machine 
learning must be ethically sourced and representative. However, even 
considering the diversity in data collection, the resulting technology 
portrays supposedly universal values that are not representative of all 
subjectivities, which contributes to a sense of inadequacy and 
oppression of peripheral subjects. Hence, the significance of AI 
development not being a monopoly. Diverse existences and 

cosmovisions must influence technological design in all its phases. 
This will not only guarantee that artificially generated outputs will 
be more representative, but most importantly that more people will 
have a voice in the set of human problems that technologies are 
destined to solve (Gebru et al., 2021).

In the opposite direction, currently, most of the convergent 
technologies connect technoscientific improvement to promote ideals 
of productivity, efficiency and betterment of physical-cognitive 
perfection. Updating many eugenic propositions, whilst classifying 
bodies and its subjectivities in scales of value, technological 
colonialism may upscale discrimination and exploration of those 
deemed inferior (Gebru and Torres, 2024).

4.3 On knowledge to power

Algorithmic governmentality describes how information and 
subjectification are closely intertwined in power dynamics. 
Optimization of individual behavior and social interactions conform 
docile, predictable and productive social behavior. The emerging 
modes of governmentality are accompanied by the destabilization of 
other trustworthy discursive practices in western social organization 
(Rouvroy and Stiegler, 2016), mainly science, journalism and 
legal norms.

If initially more circumscribed to consumption and social 
interactions, digital tools such as GenAI are progressively assuming 
more active parts in the political arena and contributing to shape 
political orientation and election results. In the latter, humanity 
testifies an unseeing cumulation of economic power in big techs 
associated with authoritarian tendencies, all presented as a way of 
promoting more rational and efficient governmental practices 
(Harrington, 2024).

In peripheral countries, besides the concentration of power which 
leads to increasing immunity from democratic and social constraints, 
the arising power dynamics also work to enable and naturalize the 
unequally distributed effect of the use of energy and other natural 
resources, and the exploitation of low wage work (Faustino and 
Lippold, 2023).

5 Conclusion

Enunciation of knowledge is a promising focus for ethical analysis 
of technoscientific phenomena. It allows challenging the common 
assumption that data is simply data. The choices related to the purpose 
of AI, but also to the parameters and mechanisms of data collection 
and processing are not random or derived from a natural order of the 
world. On the contrary, all of these processes are part of a system of 
values and purposes which modulates subjectivity and human 
collective behavior.

Data do not lie; there is truth to it, but not because AI is objective 
and infallible, but because it alters the reality it describes to a large 
extent. By offering a perspective portrayed in the artificially generated 
discourse, GenAI has the power to effectively make it more relevant. 
In a circular effect, when texts composed by generative AI are 
disseminated on the Internet, they are then used to further train and 
give feedback to generative AI. Repeated a thousand times, the result 
is self-legitimation. All this happens while terms such as extraction, 
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collection and processing act to reinforce the perception that truth 
emerges from numbers and in the absence of interest, bias or power.

Analyzing how GenAI, mainly LLMs, plays an increasing role in 
western enunciation apparatuses includes recognizing how it (through 
Big Data) issues discourses and how they are socially sanctioned. 
Decoloniality readings will account for why the benefits and risks are 
not universally distributed and will help ethical responses be more 
attentive and more able to stand against exploitative power dynamics.
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