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Decades of research on personality identified dissociable psychological

temperaments. Cloninger’s temperament and character theory used a

psychobiological approach to differentiate three major dimensions of

personality: harm avoidance, novelty seeking, and reward dependence.

Previous studies, heretofore, did not examine the correspondence between

Cloninger’s psychological temperaments and statistically independent data-

driven components and how that could enhance the clinical utility of

personality temperaments. In this study, we validated an Arabic version of the

tri-dimensional personality questionnaire (TPQ) to construct data-driven

personality temperaments using independent component analysis (ICA). Using

SVM, we contrasted the clinical utility of data-driven personality vs. Cloninger’s

psychological temperaments in differentiating medication-naïve patients with

major depressive disorder (N=244) and healthy subjects (N=1109). Data-driven

personality components based on ICA showed very little overlap with Cloninger’s

original temperaments. Both Cloninger’s temperaments and data-driven

components revealed low internal consistency (for subscales) but high test-

retest reliability. Cloninger’s temperaments, however, showed a poor goodness-

of-fit for the structure of the TPQ. Data-driven components significantly

outperformed psychological TPQ temperaments with higher accuracy and

recall but not precision. To our knowledge, this is the first study to examine

the clinical utility of data-driven vs. psychological personality metrics using a

sizeable sample of patients and healthy individuals. Our results could have wide

implications for reexamining psychometric data to extract data-driven latent

structures that can improve replicability, clinical utility, and cross-

disciplinary inference.
KEYWORDS
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Introduction

A myriad of psychological models explored the principal

dimensions of personality. Collectively, these models varied in the

number of proposed psychological dimensions of personality based

on different survey methods, including the three-factor model (1, 2),

the big-fivemodel (3, 4), Strelau’s temperament inventory (5), Catell’s

16 personality factor model (6), the alternative model of personality

disorders (AMPD) (7), and the Norman five (8). In the past three

decades, Cloninger’s psychobiological model of personality (9, 10)

inferred significant impact on the field of psychiatry (11). Cloninger’s

model is based on neurochemical, neuroanatomical, and

neurogenetic evidence, especially linking to monoaminergic activity

in the brain. Thus, Cloninger’s model presents a more suitable tool to

study personality temperaments across psychiatric disorders (9, 10).

According to Cloninger, personality is expressed in three

temperaments: novelty seeking (NS), representing exploration and

impulsive actions; harm avoidance (HA), defined as cautiousness

and fear of negative outcomes; and reward dependence (RD),

manifested as seeking and maintenance of actions that result in

positive outcomes (10). Each of these temperaments is further

divided into four subscales according to different sub-

temperaments. Cloninger used this categorization to create the

tri-dimensional personality questionnaire (TPQ; 100 true/false

questions) (10). Both English and translated versions of the TPQ

revealed uniformly acceptable internal consistency and cross-

cultural similarity [English (12), French (13), Japanese (14) and

German (15, 16)]. It remains elusive, however, to what extent the

data structure of question/item responses in the TPQ conform to

the different temperaments put forward by Cloninger.

Previous studies utilized exploratory factor analysis (EFA) to

examine the uncorrelated data components based on subscales and

verify their correspondence with Cloninger’s personality temperaments

in the TPQ (15–19). Most studies reported results that are largely

consistent with Cloninger’s model (15, 16). Nevertheless, factors

loadings were not unique to one subscale only, and some of them

exhibited considerable cross-loadings on more than one subscale.

Similarly, confirmatory factor analysis (CFA) results were inconclusive

to support personality temperaments proposed by Cloninger (19–21).

This is further corroborated by internal consistency measures

(Cronbach’s alpha) to test the structure of TPQ. At the temperament

level, measures of internal consistency were within acceptable range (12).

However, many of the subscales showed low internal consistency values

(12, 19). Taken together, these lines of evidence show that the TPQ

temperament and sub-temperament structure is not fully supported by

data-driven constructs.

Various proposals appeared to restructure TPQ based on its

questions/items using EFA (14, 22–24). Collectively, these studies

failed to replicate Cloninger’s structure and their internal

consistency remained low. Moreover, EFA comes with multiple

limitations related to the assumption of normality (Gaussianity)

(25, 26) which cannot be expected in the TPQ where the answers are

dichotomous (true or false). Further, in case of non-Gaussian data,

EFA will only result in decorrelation of the signal and not
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statistically-independent components (27). Independent

component analysis (ICA), on the other hand, could decompose

data into statistically independent components with no prior

information about the nature of the underlying sources (28, 29).

Statistical independence in ICA is computed using higher order

moments, which are stronger statistical properties when compared

to decorrelation (30). This warrants the use of ICA to identify the

independent, rather than the uncorrelated, components when

trying to find the personality components underlying the TPQ.

Personality components and temperaments were heavily studied in

relation to psychiatric disorders (31). Compared to other models of

personality, Cloninger’s model in the TPQ showed significant promise

in quantifying personality changes in psychiatric disorders. For

instance, the TPQ showed higher HA in generalized anxiety disorder

(32), panic disorder (32), eating disorders (33), obsessive compulsive

disorder (34), following exposure to psychological trauma (35), and as a

predictor of development of post-traumatic stress disorder (PTSD)

(36). Conversely, patients with PTSD, alcoholism, and substance abuse

exhibited higher levels of NS (16, 37). The correlation of TPQ

temperaments and major depressive disorder (MDD) has received

special attention. TPQ is characterized by high HA scores in patients

with MDD (38, 39), as well as in healthy siblings of patients with MDD

(40). Furthermore, TPQ temperaments, especially HA, were predictive

of response to treatment in MDD (41, 42). However, significant

overlaps are present within psychiatric disorders and within

personality dimensions, which makes it difficult to discern

independent personality dimensions when studying the clinical utility

of TPQ, as evident in previous studies.

In general, a critical gap in studies of psychiatric disorders lies in

the dissociation between the effects of these disorders and those

stemming from exposure to psychotropic medications. The same

applies to previous studies of TPQ in psychiatric populations.

Previous studies recruited and mixed patients on-medications,

patients off-medications, and medication-naive patients. The lack

of dissociation between disorder and medication effects could

introduce multiple confounding variables (43, 44). Effects of

chronicity (45) combined with the immediate vs. long-term

effects of treatment (46) can also mask the personality dimensions

of psychiatric disorder. This is further compounded by the vast

comorbidity between different psychiatric disorders (47).

In this study, we used ICA to analyze TPQ at the question/item

level to explore independent components based on a data-driven

personality construct. We illustrated the differences between the

data-driven and psychological personality temperaments as proposed

by Cloninger. Further, we assessed the clinical utility of data-driven vs.

psychologically-defined personality temperaments in patients with

MDD. In particular, we attempted to circumvent previous limitations

of studies on psychiatric populations by testing medication-naïve

patients with MDD. For all aforementioned analyses, we used EFA

to analyze TPQ results as a control condition. Compared to Cloninger’s

temperaments and EFA results, we predicted that our data-driven

temperaments will be principally different and possess

diagnostic and treatment-predictive utilities that outperform the

psychological temperaments.
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Methods

Protocols and consent

All subjects provided written informed consent before

enrollment in the study. Study protocols were in accordance with

the Declaration of Helsinki and approved the Al-Quds University

Research Ethics Committee.
Subjects

We tested 1353 Arabic-speaking subjects in the West Bank,

Palestine, including 244 patients with MDD and 1109 healthy

controls (HC). A subsample of 90 HC was tested and retested 4-6

weeks apart to check for the test-retest reliability of the

questionnaire. Participants were recruited from Al-Quds

University, An-Najah University, and various psychiatric and

neurological clinics throughout the West Bank, Palestine.

Exclusion criteria for all subjects included prior psychotropic

drug exposure; the presence of any psychiatric disorder except for

MDD, major medical or neurological illness, illicit drug use or

alcohol abuse within the past year, lifetime history of alcohol or

drug dependence and current pregnancy or breastfeeding.

Aside from completing an Arabic-translated version of the TPQ

(48), all subjects were interviewed using the mini-international

neuropsychiatric interview (MINI) (49), the Beck depression

inventory II (BDI-II) (50) and the Beck anxiety inventory (BAI)

(51). Table 1 summarizes demographics and neuropsychological

characteristics for our sample.
TPQ validation

For initial validation of the translation, the TPQ was translated to

Arabic and back-translated to English for cross-referencing.

Following data collection, we used HC data for validation of our

Arabic translation of the TPQ. In particular, we calculated

Cronbach’s alpha for internal consistency estimation for TPQ

scales and subscales. Further, we performed a test-retest reliability

on a subset of 90 subjects using Spearman’s rho. Internal consistency

measures for the main scales were within the acceptable range for the
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three main scales, ranging from 0.63 to 0.82. Cronbach alpha scores

were acceptable for HA subscales and poor for NS and RD subscales,

except for RD3, which had acceptable score of 0.70. Test-retest

reliability was moderately high for the main scales, ranging from

0.70 to 0.81, and moderate to high in the subscales, ranging from 0.42

to 0.8. Table 2 shows the descriptive statistics for TPQ scales and

subscales along with Cronbach alpha values. Our validation results

were similar to previous validation and normative studies of the TPQ

(12, 15, 16, 19).
Exploratory & confirmatory factor analysis
for TPQ subscales

We performed exploratory factor analysis (EFA) on the 12 scales

of the TPQ using a three-factor solution with a varimax rotation (52).

We followed EFA with confirmatory factor analysis (CFA) using the

lavaan R package to measure the resemblance between the resulting

factors and the original Cloninger scales (53). CFA includedmeasures

of goodness of fit: p-value, comparative fit index (CFI), root mean

square error of approximation (RMSEA) and the standardized root

mean square residual (SRMR). We used the following criteria to for

goodness of fit: a non-significant chi-square p-value (20), CFI > 0.90

(54), RMSEA < 0.08 (54) and SRMR <0.10 (54).
Independent component analysis

We applied ICA at the item/question level to extract

independent components of personality in our volunteers. In

particular, we used Infomax ICA which utilizes an unsupervised

neural network for maximizing the joint entropy to find the

independent components (28, 55, 56). Prior to applying ICA,

principal component analysis (PCA) was applied for data

whitening and dimension reduction (26). Using parallel analysis,

we were able to determine the appropriate number of PCA

components to retain post whitening. In parallel analysis, we

created a simulated dataset from which we calculated the

eigenvalues. The number of components is determined as the

number of original data components with eigenvalues higher than

the intersection point between simulated data components (57). In

our dataset, using parallel analysis indicated that the number of

components that pass the parallel analysis threshold in our dataset

was 13 (from 100). We wrote the code for parallel analysis in

Python based on the R package psych (58). Parallel analysis results

are illustrated in Figure 1. Accordingly, our subsequent ICA was

expected to produce 13 independent components (ICs) based on

the TPQ data.
Support vector machine

We used SVM to compare the ability of ICA data-driven

components vs. Cloninger’s original TPQ temperaments in

differentiating patients with MDD from HC. The ICA dataset

contained 13 independent components extracted from TPQ
TABLE 1 Demographics and basic psychometric measures of subjects in
both the HC and MDD groups. Age and Education are given in years and
are presented as mean ± standard deviation.

HC MDD

Sample Size 1109 244

Age 22.3 ± 9.2 28.6 ± 9.7

Education 14.0 ± 3.6 12.7 ± 3.0

Female Percentage 59.6 60.7

BDI score 10.1 30.7

BAI score 10.6 28.3
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questions/items using Infomax ICA. The temperament subscale

dataset separated TPQ results into 12 subscales according to the

original approach suggested by Cloninger (10).

Our sample contained 1109 HC and 244 patients with MDD.

We split the dataset using an 80/20 ratio for training and holdout. In

order to overcome the limitations of the imbalanced dataset, we

used a combination of undersampling of the majority group, and

oversampling the minority group. For oversampling, we utilized
Frontiers in Psychiatry 04
synthetic minority oversampling technique (SMOTE) (59) which

introduces new examples in the minority class along the line

segments joining the k nearest neighbors (59, 60). SMOTE was

combined with undersampling, which is done by randomly

removing samples from the majority group as implemented in the

python package imbalanced-learn (61). Studies suggest that using

SMOTE in combination with random undersampling provides

better classification results as compared to undersampling only
FIGURE 1

Parallel analysis on eigenvalues to estimate the number of source components. The dashed line represents eigenvalues for the simulated data. The
circles represent eigenvalues for the actual data. The red dot indicates the estimated number of components.
TABLE 2 Descriptive statistics and internal consistency measures for HC, divided into males and females.

TPQ
Measure

Mean All
(mean ± SD)

Mean Male
(mean ± SD)

Mean
Female

(mean ± SD)
Cron. a

All Cron. a Male
Cron.

a Female

Test-
retest

Reliability

NS1 5.1 ± 1.6 5.0 ± 1.6 5.2 ± 1.6 0.35 0.35 0.35 0.57*

NS2 2.6 ± 1.7 2.6 ± 1.6 2.5 ± 1.8 0.50 0.45 0.54 0.58*

NS3 3.5 ± 1.6 3.5 ± 1.6 3.5 ± 1.6 0.55 0.53 0.58 0.81*

NS4 4.6 ± 1.9 4.6 ± 1.9 4.5 ± 1.8 0.39 0.42 0.36 0.73*

NS 15.7 ± 4.2 15.8 ± 4.1 15.8 ± 4.3 0.63 0.60 0.65 0.70*

HA1 3.5 ± 2.1 3.5 ± 2.1 3.5 ± 2.2 0.61 0.57 0.64 0.66*

HA2 4.0 ± 1.9 4.0 ± 1.9 4.0 ± 1.9 0.63 0.65 0.63 0.67*

HA3 1.9 ± 1.6 1.9 ± 1.7 1.9 ± 1.7 0.60 0.60 0.60 0.80*

HA4 3.6 ± 2.5 3.5 ± 2.5 3.7 ± 2.6 0.73 0.72 0.74 0.78*

HA 13.0 ± 5.9 12.8 ± 5.8 13.1 ± 6.1 0.82 0.81 0.83 0.81*

RD1 4.3 ± 0.9 4.3 ± 1.0 4.4 ± 0.9 0.41 0.45 0.40 0.56*

RD2 4.1 ± 1.7 4.3 ± 1.6 4.0 ± 1.8 0.38 0.29 0.43 0.42*

RD3 7.0 ± 2.5 6.8 ± 2.4 7.1 ± 2.5 0.70 0.68 0.72 0.72*

RD4 2.0 ± 1.3 1.9 ± 1.3 2.0 ± 1.3 0.45 0.41 0.47 0.63*

RD 17.4 ± 3.8 17.2 ± 3.7 17.5 ± 3.9 0.61 0.58 0.62 0.71*
SD, standard deviation *: significant Spearman’s rho at p < 0.001.
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(59). We applied he SMOTE/undersampling approach to the

training and holdout datasets independently.

We applied SVM on the balanced training dataset to test the

clinical utility of ICA data-driven vs. subscale variables vs TPQ

factors in identifying patients with MDD (62). The data were

divided into training, validation and holdout datasets with ratios

64/16/20. Optimal hyperparameters were estimated using grid

search as implemented in Python scikit-learn (63). Grid search

compares combinations of different types of kernels (e.g., linear,

radial basis function (RBF) or sigmoid) and kernel function

parameters (hyperplane confidence interval (C), linearity of

separation (g)) to find the optimal hyperparameters. The median

hyperparameters are shown in Table 3. To prevent overfitting, SVM

was run 5 times in a 5-fold cross validation scheme, where we

changed the subjects assigned to the holdout set with every

iteration. A workflow of the model training and testing is shown

in Figure 2.
Results

EFA and CFA of TPQ

We used EFA to investigate whether uncorrelated factors of

TPQ subscales conform to Cloninger’s TPQ scales. Factor loadings

of subscales following varimax rotation are shown in Table 4. For

simplification, we removed all absolute factor loadings below 0.3.

The three-factor solution largely replicates Cloninger’s three

temperaments, with some deviations in NS1, HA2 and RD2. The

variance explained by the factor model was 33%.
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We used CFA to confirm whether Cloninger ’s three

temperament model of TPQ fits our data. CFA measures showed

a poor goodness-of-fit. Three measures showed poor goodness-of-

fit while the fourth was acceptable. CFA goodness-of-fit results can

be found in Table 5.
Data-driven components of the TPQ
using ICA

To complement our analysis on the original TPQ temperaments

and subscales, we conducted both Cronbach’s alpha and a test-

retest reliability using Spearman’s rho on the data-drive personality

components. ICA produced 13 components that represent the data-

driven TPQ structure. In order to project the components onto the

question space, we assigned each component with the questions

with the highest 10th percentile of loadings. Below is a summary of

the internal consistency and test-retest reliability of the data-driven

components (Table 6).
TABLE 3 Best parameters chosen by grid search cross validation for
each data set.

Hyperparameter Subscales
Dataset

ICA
Dataset

FA
Dataset

C 5 3 3

g 0.1 0.1 25

Kernel RBF RBF RBF
fr
Grid search cross validation was applied 4 times, one for each training data set produced. The
median of the parameters used are mentioned here. RBF, radial basis function.
FIGURE 2

SVM workflow for subscales and ICA datasets. Grid search was used in a 5-fold cross validation paradigm to finetune hyperparameters. The entire
SVM workflow followed 5-fold cross-validation to avoid potential undersampling bias. CV, cross validation.
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In order to understand whether a correlation between the ICs

and the TPQ subscales and factors, we identified the loading of the

separate ICs on the Subscales and factors. For the subscales, we

summed the ICA weights for the questions that represent each

subscale. As for the TPQ factors, we summed the product of IC

weights and factor weights for each IC and factor. The z-scored ICA

loadings are represented in Figure 3.
Frontiers in Psychiatry 06
Identifying MDD using TPQ psychological
vs. data-driven temperaments

We used the SVM-based classification workflow to compare

data-driven ICA components to TPQ subscales and TPQ Factors

for identifying MDD. Kruskal-Wallis Test was conducted to

examine the differences in accuracy, precision, recall and AUC.

The results show a significant difference in all four comparisons

(Kruskal-Wallis H = 11.1, 9.78, 11.81 and 11.58, respectively, p-

value <0.008 for all four comparisons). To follow up on this test, we

performed Mann-Whitney’s test for the four comparisons with

Holm-Bonferroni correction. For accuracy, recall and AUC

comparisons, ICA-based SVM was higher than both the

subscales- and the FA-based SVM, with corrected p-values <=

0.035 in all cases. As for precision, ICA-based SVM was not

significantly different from Subscales-based SVM, and both were

higher than FA-based SVM, with corrected p-values = 0.024 in both

cases. Thus, our SVM analysis on ICA components outperformed

the one based on Cloninger’s TPQ subscales in accuracy, recall and
TABLE 5 Goodness-of-fit values for the CFA Model.

Measure Value

c2 460.936

p-value <0.001

CFI 0.744

RMSEA 0.085

SRMR 0.083
CFI, comparative fit index; RMSEA, root mean square error of approximation; SRMR,
standardized root mean square residual.
TABLE 6 Descriptive statistics and internal consistency measures for the derived independent components.

Mean All
(mean ± SD)

Mean Male
(mean ± SD)

Mean Female
(mean ± SD) Cron. a Cron. a Male

Cron.
a Female

Test-
Retest

Reliability

IC1 4.0 ± 2.5 4.1 ± 2.5 3.9 ± 2.5 0.71 0.72 0.71 0.619

IC2 5.2 ± 2.4 5.1 ± 2.3 5.3 ± 2.4 0.66 0.63 0.68 0.696

IC3 2.9 ± 1.8 3.0 ± 1.7 2.9 ± 1.8 0.41 0.32 0.47 0.606

IC4 4.8 ± 1.7 4.7 ± 1.6 5.0 ± 1.6 0.22 0.2 0.22 0.736

IC5 4.2 ± 2.0 4.3 ± 1.9 4.2 ± 2.1 0.46 0.39 0.51 0.583

IC6 5.6 ± 1.6 5.5 ± 1.6 5.7 ± 1.6 0.13 0.1 0.15 0.747

IC7 4.6 ± 2.3 4.4 ± 2.2 4.8 ± 2.4 0.65 0.61 0.67 0.623

IC8 4.4 ± 1.7 4.5 ± 1.8 4.2 ± 1.7 0.37 0.39 0.36 0.825

IC9 4.7 ± 1.7 4.5 ± 1.7 4.8 ± 1.7 0.29 0.25 0.32 0.654

IC10 4.5 ± 1.6 4.6 ± 1.7 4.5 ± 1.6 0.17 0.24 0.09 0.644

IC11 4.3 ± 1.7 4.3 ± 1.6 4.3 ± 1.7 0.2 0.14 0.25 0.579

IC12 4.8 ± 2.0 4.6 ± 2.0 5.0 ± 2.0 0.47 0.43 0.49 0.676

IC13 3.9 ± 1.7 3.9 ± 1.7 3.8 ± 1.7 0.2 0.19 0.21 0.503
Each component is represented by the 10 questions that have the highest weight. SD, standard deviation; *, significant Spearman’s rho at p < 0.001.
TABLE 4 Factor loadings onto TPQ subscales for a three-factor solution
using EFA.

F1 F2 F3

NS1 -0.37

NS2 0.49

NS3 0.34

NS4 0.64

HA1 0.74

HA2 0.56 -0.34

HA3 0.67

HA4 0.7

RD1 -0.35

RD2

RD3 -0.68

RD4 -0.43

Cumulative
Variance 0.17 0.26 0.33
Shown here are loadings with absolute value > 0.3.
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area under the curve (AUC), while precision was comparable, as

summarized in Figure 4.
Discussion

We investigated the data-driven vs. psychological structure of

an Arabic-translation of Cloninger’s TPQ and its clinical utility.

Our results revealed a discordance between data-driven and theory-

driven classification of TPQ data. TPQ internal consistency and

test-retest reliability results echoed previous findings by showing

acceptable levels for the main three temperaments, but subscales did
Frontiers in Psychiatry 07
not perform as well. Using EFA produced a three-factor solution

with loadings close to Cloninger’s subscale proposal. However, CFA

exhibited a poor goodness-of-fit for the three-factor solution. Data-

driven personality components using ICA did not corroborate

Cloninger’s classification. Similar to Cloninger’s subscales, data-

driven personality components showed low internal consistency but

high test-retest reliability. In its clinical utility, data-driven

personality components showed significantly better accuracy and

recall for identifying patients with MDD than Cloninger’s theory-

driven personality temperaments.

This study utilized Cloninger’s model given its psychobiological

basis, especially the link between personality temperaments to
FIGURE 3

ICA loadings on TPQ subscales (left) and TPQ factors (right).
FIGURE 4

Performance measures for SVM-based classification. (A) ROC curves for both models with area under the curve (AUC) summaries at the bottom.
The shaded area represents standard error of the mean. (B) shows the balanced accuracy, precision and recall measures. Error bars represent
standard error of the mean. ROC, Receiver operating characteristic; AUC, Area under the curve.
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various monoamines (9, 10). In contrast, other models of

personality, such as the big five and its derivatives, assume that

personality differences are lexically reflected in language (4, 64).

Thus, their utility would better fit socio-cultural rather than

psychobiological studies (65). The structure of temperament

questionnaire (STQ) covers behaviorally-based components

without sufficient inference to basic biological processes (66).

More recent developments such as the functional ensemble of

temperament (FET) were conceived after the initiation of data

collection for the current study (67). Other clinically-oriented

models, like the AMPD (included in the diagnostic and statistical

manual of mental disorders (DSM-5)) (7), provides clinical

evaluation of personality disorders (pathological personality), as

opposed to personality temperaments in psychiatric disorders (68).

With neurochemical, neuroanatomical, and neurogenetic basis,

Cloninger’s model presented the most befitting choice to

investigate personality temperaments in MDD (9, 10).

Our internal consistency results corroborated previously

published normative data in English and translated versions of

the TPQ (12, 15, 16, 19). Specifically, major temperaments showed

high (for HA) or acceptable (NS and RD) internal consistency. In

contrast, internal consistency was acceptable for HA subscales but

low for NS and RD subscales. Our data show similar results for HA

main scale and subscales, but lower internal consistency for RD and

NS scales and subscales, falling below 0.60 in most subscales. Test-

retest reliability was moderately high, confirming the reliability of

TPQ when applied at different time points, which falls in line with

previous findings as well (10, 12). Some of the inconsistencies with

previous findings could be attributed to our significantly larger

sample size. Further, we used stricter inclusion criteria for HC

which could have unraveled previously unobserved characteristics

of TPQ metrics.

We tested whether Cloninger’s three-temperaments of the TPQ

using both EFA and CFA. Overall, EFA produced a three-factor

solution close to that proposed by Cloninger with some deviations.

In line with previous studies, the HA2 subscale showed high loading

on the EFA factor for NS (16, 19) while RD2 did not have loadings

on any of the three EFA factors (18). For validation of the goodness-

of-fit of the three-factor solution of TPQ, we utilized CFA to test the

extent to which the data fits the proposed variable structure (20).

We applied CFA on the subscale level to test if the main scales can

be reliably derived from the subscales. Our results revealed a poor

goodness of fit for Cloninger’s model, consistent with previous

findings (19, 69). Surprisingly, previous examination of CFA results

on the TPQ overlooked the poor goodness-of-fit results and

interpreted other metrics, such as the goodness of fit and root

mean square, in isolation (20, 21). Taken together, our EFA and

CFA results and previous findings indicated that there is more to

the data-driven structure of the TPQ than what Cloninger’s

model provides.

With ICA, we utilized more objective, non-Gaussian, and

assumption-free approach to unravel the data-driven structure of

TPQ. Previous methods to describe the structure of the TPQ were

either subjective, i.e., the researcher deciding which questions belong

to which scale based on a priori theoretical accounts (10), or partially

data-driven using factor analysis on predefined subscales that are
Frontiers in Psychiatry 08
based on a priori theoretical accounts (14, 22–24). Clearly, subjective

categorization of TPQ results was not optimal given the low internal

consistency at the subscale level and the poor goodness-of-fit (12, 15,

16, 19) On the other hand, given the binomial distribution of

responses to TPQ questions/items (true/false), factor analysis of the

TPQ data can lead to biased conclusions given its assumption on the

Gaussianity of data (25, 26). Nevertheless, previous studies used

factor analysis at the question/item level and could not replicate

Cloninger’s TPQ structure (14, 22–24). In comparison, ICA does not

assume data normality (70), as evident in TPQ data. Furthermore,

ICA defines statistical independence using higher order moments as

opposed to decorrelation with factor analysis (30). Application of

ICA produced 13 independent components that represent the data-

driven TPQ structure. ICA components were drastically different

from the 12 subscales of Cloninger’s TPQ structure as well as the 3-

factor solution of EFA (10, 12).

Our data-driven components exhibited consistently moderate

to high test-retest reliability was across all components, thus

confirming the reliability of the data-driven TPQ structure.

However, the internal consistency was poor overall, with the

exception of IC1, IC2, and IC7, which were deemed acceptable.

This is likely due to the fact that the independent components

represent statistically independent, and mostly nonlinear, latent

variables with weights derived from all questions rather than from a

subset of questions only. As such, ICA loadings did not uniquely

relate to any specific subset of the TPQ questions (or Cloninger’s

subscales or EFA factors). As such, our results confirmed the

difference between data-driven personality components and the

12 TPQ subscales proposed by Cloninger (10, 12).

TPQ has been widely used to study psychopathology and

psychotropic treatment effects. Here, however, we used TPQ

metrics as potential diagnostic markers for MDD. We further

compared the clinical utility of the data-driven vs. the

psychological structure of the TPQ in identifying MDD in a

sizeable sample of patients and healthy individuals. The data-

driven components of TPQ were significantly more superior to

the psychological structure of the TPQ in distinguishing

medication-naïve patients with MDD from HC. Specifically, both

accuracy (identification of MDD and HCs) and recall (identification

of MDD) were more pronounced for the data-drive classifier. This

might be attributed to the nonlinear and non-Gaussian examination

the data compared to factor analysis, or factor-analysis-based

categorization methods. These methods are often criticized as

being simple, and unable to capture the complexity of underlying

psychological processes (65). This result holds significant potential

for data-driven reexamination of psychometric results to extract

statistically independent components that link better to underlying

behavioral and neural constructs or subsequent diagnosis and

treatment choices (71).

Finally, we fully recognize that identifying statistically-

independent components does not necessarily equate with

measuring underlying biological processes of temperaments or

personality characteristics, which are often more complex and

interdependent (65). F (72) or instance, the functional ensemble of

temperament (FET) model highlights the role neurotransmitter

system in the regulation of temperaments, with their items
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reflecting the dynamics of behavior (31, 66, 72). Although data

collection for our study predates the neurochemically-informed

FET, examination of results from the FET model using our

approach would shed a very important light on the correspondence

between data-driven temperaments and their neurochemical basis. In

fact, we argue that every study using psychometrics should cross-

examine the data-driven and theory-based structure of their results to

highlight latent variables that could link different levels of analysis.

To our knowledge, this is the first study that combines advanced

analysis of TPQ structure, the utilization of machine learning

classifiers to identify MDD, and a significant sample size of both

patients and matched controls. In essence, this paper presents a

roadmap for the reexamination of a huge body of literature on

psychometrics. Immediate positive outcomes for the field of mental

health can emerge in the form of improving clinical utility,

replicability, and cross-discipline inferences.
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64. De Raad B, Mlačić B. The lexical foundation of the Big Five factor model.
In: Widiger TA, editor. The Oxford handbook of the five factor model. New York:
Oxford University Press (2017). p. 191–216.
frontiersin.org

https://doi.org/10.1016/S0191-8869(95)00128-X
https://doi.org/10.1016/S0191-8869(98)00008-7
https://doi.org/10.1037/0022-3514.70.1.127
https://doi.org/10.1037/0022-3514.70.1.127
https://doi.org/10.1016/0010-440X(93)90006-P
https://doi.org/10.1016/0191-8869(94)00199-3
https://doi.org/10.1016/0191-8869(92)90260-V
https://doi.org/10.1037/1040-3590.8.2.139
https://doi.org/10.1016/S0191-8869(03)00237-X
https://doi.org/10.1016/S0191-8869(00)00112-4
https://doi.org/10.1016/S0191-8869(00)00112-4
https://doi.org/10.1037/1040-3590.5.1.62
https://doi.org/10.1037/1082-989X.12.1.58
https://doi.org/10.20982/tqmp.09.2.p079
https://doi.org/10.1016/S0893-6080(00)00026-5
https://doi.org/10.1162/neco.1995.7.6.1129
https://doi.org/10.1162/neco.1995.7.6.1129
https://doi.org/10.1109/72.761722
https://doi.org/10.1109/72.761722
https://doi.org/10.2528/pierb09060903
https://doi.org/10.1186/s12888-018-1695-x
https://doi.org/10.1016/0165-0327(95)00058-5
https://doi.org/10.1016/0165-0327(95)00058-5
https://doi.org/10.1002/1098-108X(199309)14:2%3C213::AID-EAT2260140211%3E3.0.CO;2-P
https://doi.org/10.1016/0006-3223(90)90430-A
https://doi.org/10.1016/0006-3223(90)90430-A
https://doi.org/10.1016/j.paid.2005.03.007
https://doi.org/10.1016/S0006-3223(95)00648-6
https://doi.org/10.1016/S0006-3223(97)00325-9
https://doi.org/10.1016/S0165-0327(97)00047-5
https://doi.org/10.1001/archpsyc.60.5.490
https://doi.org/10.1016/0165-0327(94)90149-X
https://doi.org/10.1192/bjp.bp.106.024737
https://doi.org/10.3389/fnint.2013.00067
https://doi.org/10.3389/fnint.2013.00067
https://doi.org/10.1016/j.jad.2013.06.030
https://doi.org/10.1017/S0033291701004834
https://doi.org/10.1017/S0033291701004834
https://doi.org/10.1192/bjp.bp.108.051193
https://doi.org/10.1007/s11017-015-9321-0
https://doi.org/10.1016/S0924-9338(97)86748-X
https://doi.org/10.1207/s15327752jpa6703_13
https://doi.org/10.1037//0022-006x.56.6.893
https://doi.org/10.18637/JSS.V048.I02
https://doi.org/10.4306/pi.2014.11.4.419
https://www.iiis.org/CDs2017/CD2017Spring/papers/ZA832BA.pdf
https://www.iiis.org/CDs2017/CD2017Spring/papers/ZA832BA.pdf
https://doi.org/10.1109/ISSPIT.2007.4458163
https://doi.org/10.1007/bf02289447
https://CRAN.R-project.org/package=psych
https://doi.org/10.1613/jair.953
https://doi.org/10.1155/2015/368674
http://jmlr.org/papers/v18/16-365.html
https://doi.org/10.1038/nbt1206-1565
https://doi.org/10.1007/978-3-319-25783-9_41
https://doi.org/10.3389/fpsyt.2024.1436121
https://www.frontiersin.org/journals/psychiatry
https://www.frontiersin.org


Sawalma et al. 10.3389/fpsyt.2024.1436121
65. Trofimova I, Robbins TW, Sulis WH, Uher J. Taxonomies of psychological
individual differences: Biological perspectives on millennia-long challenges. Philos
Trans R Soc B: Biol Sci. (2018) 373. doi: 10.1098/rstb.2017.0152

66. Rusalov VM, Trofimova IN. Structure of temperament and its measurement.
Toronto, Canada: PSP: Psychological Services Press (2007).

67. Trofimova IN, Sulis W. A study of the coupling of FET temperament
traits with major depression. Front Psychol. (2016) 7:1848. doi: 10.3389/
fpsyg.2016.01848

68. Widiger TA, McCabe GA. The alternative model of personality disorders
(AMPD) from the perspective of the five-factor model. Psychopathology. (2020)
53:149–56. doi: 10.1159/000507378
Frontiers in Psychiatry 11
69. Earleywine M. The examination of alternative models enhances
confirmatory factor analyses. Pers Individ Dif. (1993) 15:593–4. doi: 10.1016/
0191-8869(93)90343-2

70. Hyvarinen A, Karhunen J, Oja E. What is Independent Component Analysis? In:
Hyvarinen A, Karhunen J, Oja E, editors. Independent Component Analysis. New York,
NY, USA: Wiley-Interscience, John Wiley & Sons, Inc. (2001). p. 147–64.

71. Craske MG, Herzallah MM, Nusslock R, Patel V. From neural circuits to
communities: an integrative multidisciplinary roadmap for global mental health. Nat
Ment Health. (2023) 1:1. doi: 10.1038/s44220-022-00012-w

72. Sulis W. Quo vadis taxonomies of consistent behavioural patterns: time to
change horses? Curr Opin Behav Sci. (2022) 44. doi: 10.1016/j.cobeha.2022.101103
frontiersin.org

https://doi.org/10.1098/rstb.2017.0152
https://doi.org/10.3389/fpsyg.2016.01848
https://doi.org/10.3389/fpsyg.2016.01848
https://doi.org/10.1159/000507378
https://doi.org/10.1016/0191-8869(93)90343-2
https://doi.org/10.1016/0191-8869(93)90343-2
https://doi.org/10.1038/s44220-022-00012-w
https://doi.org/10.1016/j.cobeha.2022.101103
https://doi.org/10.3389/fpsyt.2024.1436121
https://www.frontiersin.org/journals/psychiatry
https://www.frontiersin.org

	Data-driven vs. psychological personality temperaments: theoretical and clinical utility of personality measures in psychiatry
	Introduction
	Methods
	Protocols and consent
	Subjects
	TPQ validation
	Exploratory &amp; confirmatory factor analysis for TPQ subscales
	Independent component analysis
	Support vector machine

	Results
	EFA and CFA of TPQ
	Data-driven components of the TPQ using ICA
	Identifying MDD using TPQ psychological vs. data-driven temperaments

	Discussion
	Data availability statement
	Ethics statement
	Author contributions
	Funding
	Conflict of interest
	Publisher’s note
	References


