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Background

Digital mental health interventions, such as artificial intelligence (AI) conversational agents, hold promise for improving access to care by innovating therapy and supporting delivery. However, little research exists on patient perspectives regarding AI conversational agents, which is crucial for their successful implementation. This study aimed to fill the gap by exploring patients’ perceptions and acceptability of AI conversational agents in mental healthcare.





Methods

Adults with self-reported mild to moderate anxiety were recruited from the UMass Memorial Health system. Participants engaged in semi-structured interviews to discuss their experiences, perceptions, and acceptability of AI conversational agents in mental healthcare. Anxiety levels were assessed using the Generalized Anxiety Disorder scale. Data were collected from December 2022 to February 2023, and three researchers conducted rapid qualitative analysis to identify and synthesize themes.





Results

The sample included 29 adults (ages 19-66), predominantly under age 35, non-Hispanic, White, and female. Participants reported a range of positive and negative experiences with AI conversational agents. Most held positive attitudes towards AI conversational agents, appreciating their utility and potential to increase access to care, yet some also expressed cautious optimism. About half endorsed negative opinions, citing AI’s lack of empathy, technical limitations in addressing complex mental health situations, and data privacy concerns. Most participants desired some human involvement in AI-driven therapy and expressed concern about the risk of AI conversational agents being seen as replacements for therapy. A subgroup preferred AI conversational agents for administrative tasks rather than care provision.





Conclusions

AI conversational agents were perceived as useful and beneficial for increasing access to care, but concerns about AI’s empathy, capabilities, safety, and human involvement in mental healthcare were prevalent. Future implementation and integration of AI conversational agents should consider patient perspectives to enhance their acceptability and effectiveness.





Keywords: artificial intelligence, chatbots, conversational agents, patient perspectives, qualitative, mental health, anxiety, cognitive behavioral therapy




1 Introduction

Mental illness affects over 57.8 million adults in the United States, accounting for more than 1 in 5 individuals (1). Despite the significant prevalence, many do not receive adequate care. Prior to the COVID-19 pandemic, only 41% of US adults diagnosed with anxiety, mood, or substance use disorders reported receiving treatment in the previous year (2–4). This treatment gap is largely attributed to a shortage of mental healthcare professionals, a persistent issue in the US healthcare system (5–8). Currently, more than 165 million people live in mental healthcare professional shortage areas in the US, with only 27.2% of mental health needs across all counties met by available psychiatrists (9). Untreated mental health can lead to worsening symptoms, decreased quality of life, and higher risks of comorbid conditions.

The growing popularity of Artificial Intelligence (AI) and Machine Learning offers promising digital medicine solutions for mental health access (10, 11). However, there remain significant uncertainties regarding patient acceptability (12). While AI has been successfully implemented in various healthcare domains, its application in mental health care is still emerging and understudied (13). Previous studies have demonstrated mixed results concerning the efficacy of AI conversational agents in delivering therapeutic interventions, with some research indicating benefits in accessibility and patient engagement (14–17), while others highlight concerns about the lack of empathy, accuracy, and the ability to handle complex mental health issues (18–21). Moreover, there is a notable gap in understanding patients’ perspectives on the acceptability of AI conversational agents, particularly among those with anxiety disorders. Existing research primarily focuses on the technical capabilities and preliminary outcomes of AI applications, often neglecting the critical aspect of patient experiences and perceptions (22, 23). This gap is particularly concerning given the increasing integration of AI in mental health services. Therefore, it is essential to explore patient viewpoints to ensure that these digital tools are not only effective but also acceptable and trusted by the users they aim to serve.

To address these knowledge gaps, we conducted a qualitative study using semi-structured interviews with 29 adults with self-reported mild to moderate anxiety. Participants were recruited from the UMass Memorial Health system and engaged in discussions about their experiences and perceptions of AI conversational agents in mental health care. Through this approach, we aimed to capture a diverse range of patient experiences, perceptions, and perspectives on the acceptability of using AI conversational agents for mental health support. Our analysis focused on identifying key themes and sub-themes that reflect the nuanced views of patients regarding AI-driven mental health interventions.




2 Methods

Our study utilized data collected through semi-structured qualitative interviews conducted with adult patients from the UMass Memorial Health system. The data collection period spanned from December 2022 to February 2023. These interviews were designed to explore patient experiences and perceptions regarding the use of AI conversational agents in mental healthcare. This study was approved by the UMass Chan Medical School Institutional Review Board (Protocol #1340270).



2.1 Participant eligibility and recruitment

The study included 29 adult participants with self-reported experiences of mild to moderate anxiety. Eligibility criteria required participants to be at least 18 years old, have a self-reported diagnosis of anxiety, be able to read, write, and speak English, and have the capacity to provide informed consent. Exclusion criteria included visual impairment without access to assistive technology, a history of suicide attempts or psychosis, recent changes in psychotropic medication, acute psychosis, or posing a danger to self or others.

A HIPAA waiver was obtained to perform automated electronic medical record review and identify potentially eligible patients who received care at the UMass Memorial Health system. Eligible patients were contacted via recruitment emails, with additional recruitment through primary care clinicians and study flyers placed in clinic waiting rooms. Exclusion criteria were assessed both through chart review and initial screening phone interviews. Out of 784 potentially eligible individuals, 54 provided consent to contact, 37 provided written consent, and 29 completed the study procedures (Figure 1). Participants were compensated for their participation.




Figure 1 | Participant consort diagram.






2.2 Procedure

Participants attended 90-minute study sessions, during which they completed demographic and anxiety symptom surveys and participated in a qualitative interview. Demographic data included age, gender, race, ethnicity, employment status, and education level. Anxiety levels were assessed using the Generalized Anxiety Disorder scale (GAD-7), a validated 7-item questionnaire with a 4-point Likert scale to measure anxiety severity over the past two weeks (24). Sum scores of 0-4 indicated minimal anxiety, 5-9 mild anxiety, 10-14 moderate anxiety, and 15-21 severe anxiety. The qualitative interviews were conducted remotely via Zoom by a user experience researcher and were supported by an in-person study coordinator. Interviews were recorded, transcribed, and observational notes during each session were taken. The interviews had three sequential components: 1) participants were asked questions about their past experiences with AI conversational agents and perceptions of AI conversational agents in mental healthcare, 2) participants engaged with a mental health conversational agent app to ground and standardize their experiences, and 3) participants were asked additional general questions related to the acceptability of AI conversational agents in mental healthcare, and more. This manuscript is comprised of data collected only from the first and third parts of the interview. The second part of the interview was comprised of text-based conversation with a prototype AI conversational agent using a tree-based dialogue system underpinned by natural language understanding. The prototype agent did not respond to user input with any generative responses and performance of the prototype is not the focus of this manuscript.




2.3 Data analysis

Data were analyzed using rapid qualitative analysis as informed by Hamilton (25, 26). A rapid qualitative analysis approach was used considering the resources available for this pilot study, and because it yields rigorous, structured, and actionable data in a shorter timeframe compared to traditional qualitative analysis methods (27–29). The benefit of rapid qualitative analysis is its ability to quickly identify insights (e.g., gaps in care, facilitators/barriers, etc.) and guide decision-making and implementation strategies for targeted healthcare issues (30–33). First, a summary template was created so that a domain was mapped onto each interview question. Second, the transcript data and observational notes for each participant was divided up by three researchers, summarized into each domain, and organized into a matrix. Third, the three researchers reviewed one another’s summaries so that each transcript was reviewed twice by a researcher (and at least once by a researcher who was not present at the interview), and summaries were combined. The three researchers met regularly with two senior researchers experienced in qualitative research to discuss similarities and differences in domain summaries, reduce duplication, synthesize themes and sub-themes within and across domains, and identify important quotes. Discrepancies across researchers were discussed and reconciled to reach consensus in data interpretation over regular team meetings. By combining independent analysis, triangulation through cross-reviewing with multiple researchers, and iterative discussion of thematic interpretations, we sought to reduce bias and promote rigor in our analysis. In this study, only data pertaining to past experiences, perceptions, and acceptability of digital mental health tools in mental healthcare were analyzed.





3 Results



3.1 Participant characteristics

The sample consisted of 29 adults with self-reported diagnosis of anxiety. The demographic characteristics of the participants are detailed in Table 1. Participants tended to be younger, with 34.5% aged 18-24, 31% aged 25-34, and 34.5% aged 35 and older. The majority of participants were non-Hispanic White (65.5%) and female (72.4%). Most participants were employed (65.5%) or in school (27.6%). Educational attainment varied, with 44.8% holding a high school diploma or some college education, 34.5% holding a bachelor’s degree, and 20.7% holding a master’s degree or higher. Anxiety levels were assessed using the GAD-7 scale, with 34.5% of participants screening for minimal anxiety, 37.9% for mild anxiety, 24.1% for moderate anxiety, and 3.4% for severe anxiety symptoms.


Table 1 | Study participant characteristics (n=29).






3.2 Past experiences with AI conversational agents

Participants had diverse past experiences with AI conversational agents, primarily in retail and customer service contexts (Table 2). Positive experiences were often associated with newer technologies like ChatGPT, which impressed participants with its conversational capabilities. However, these positive experiences were tempered by an awareness of AI’s current limitations. Many participants cited negative experiences, including frustrations with conversational agents’ lack of personalization and empathy, and their inability to understand specific requests. As one participant noted, “Most of my experience with using chatbots has been kind of irritating … It always seems to be when you’re having a customer service problem or you need help with your bank account or this or that and all you ever want is to talk to a real person and you feel like you have to go through 400 chatbots before you can get an answer” (P24: Female, 28, Minimal Anxiety).


Table 2 | Past experiences with AI conversational agents.






3.3 Perceptions of AI mental health conversational agents

When asked about participants expectations about an app that “addresses mental health concerns via a conversation delivered by an AI powered agent,” participants expressed a range of perceptions as reflected in Table 3.


Table 3 | Positive and negative perceptions of AI conversational agents in mental healthcare.





3.3.1 Positive perceptions

A majority (n=21) reported positive but hesitant opinions, recognizing AI’s potential to increase care accessibility and efficiency, yet remaining skeptical about its current capabilities (Table 3). Participants noted the potential for increasing accessibility especially for those who find it challenging to access traditional therapy. One participant remarked, “I think if it can be helpful, it’s a great additional tool. You know mental health care is pretty limited and not available to most people, so I think if it can be used to sort of make mental health care available with integrity to more people, I think that’s a great idea” (P14: Female, 65, Moderate Anxiety). Others appreciated the convenience and immediate availability of AI conversational agents, which could serve as a valuable supplement to traditional therapy.




3.3.2 Negative perceptions

Around half of participants (n=17) conveyed skepticism, doubt, or concerns about the capabilities and application of AI mental health conversational agents (Table 3).



3.3.2.1 Lack of empathy

Many participants doubted AI’s ability to provide empathetic and thoughtful responses, a critical component of effective mental health care. A participant expressed skepticism, stating, “I do feel that there needs to be some sort of human connection, or like intellect there because I don’t think AI will always get what somebody is feeling.” (P19: Female, 19, Mild Anxiety). A few individuals also emphasized that AI’s perceived lack of empathy may create higher barriers for older individuals to use AI conversational agents, especially when compounded with their general unfamiliarity with this emerging technology.




3.3.2.2 Technical limitations

Issues such as the conversational agents’ inability to understand complex mental health needs and generate appropriate responses were significant concerns. One participant shared, “Just concerned that the digital therapy might not understand what I’m totally feeling or may not respond in the way that I want them to respond” (P29: Female, 21, Moderate Anxiety). In this context, several were also skeptical of AI’s therapeutic potential for more severe mental health conditions and questioned AI’s ability to adequately navigate and address emergency situations, such as suicidal crises.




3.3.2.3 Data privacy concerns

Participants were worried about the security and confidentiality of their personal data. Fears of hacking were elevated due to the sensitive nature of data related to mental illness and vulnerable emotional states. For instance, one participant noted, “I mean there’s always the chance that the system could get hacked or something … I feel like if you were having super intense like anxious moments or depression moments that if it got leaked you wouldn’t feel good about that being leaked. If that makes sense” (P03: Female, 21, Mild Anxiety). Some participants associated data privacy with trust and specified that they were wary of their data being sold, shared, or monitored. One participant highlighted concerns with providing in-depth personal information due to potential for AI model training leading to bias and stereotyping if an AI conversational agent were to diagnose mental illnesses.






3.4 Acceptability of AI conversational agents in mental healthcare landscape

When asked “how do you feel about the use of Artificial Intelligence in mental healthcare?” participants discussed the acceptability of AI conversational agents within the mental healthcare landscape, as reflected in Table 4. In this section, only 17 out of 29 participants were asked questions around acceptability of AI conversational agent apps due to time constraints in the interview.


Table 4 | Acceptability of AI conversational agent applications in mental healthcare.





3.4.1 Acceptable amount of human involvement in AI-driven therapy

A majority of participants (n=11) felt that implementing AI conversational agents without any human involvement was not acceptable and believed AI conversational agents should not replace therapy with mental health professionals.



3.4.1.1 Some amount of human involvement necessary

Many participants expressed that AI conversational agents could still be helpful but preferred them in combination with therapy led by a person (either in-person or over telehealth) rather than as a stand-alone service. One participant noted, “I think [accessing digital therapy in an app] is great as long as it’s like in conjunction with actual therapy. I don’t think it’s good to have it on its own. I think it needs to be in contrast with in-person” (P05: Female, 25, Mild Anxiety). This theme is consistent across interviews, indicating a preference for AI conversational agents to act as supplementary tools rather than replacements for human therapists.




3.4.1.2 Replacement of human therapists

Some participants were worried that AI conversational agents might be viewed as replacements for traditional therapy, which they believed could be dangerous. One participant mentioned, “[I have concerns with] people thinking that it’s the only type of mental health support that they need like whether they’re going to actual therapy or they should be going to actual therapy and they’re using this instead” (P19: Female, 19, Mild Anxiety).




3.4.1.3 No human involvement necessary except for emergencies

A minority of participants felt that no human involvement in AI conversational agents was acceptable, emphasizing the benefits of anonymity in decreasing barriers to starting therapy due to stigma or fear of judgment. One participant mentioned, “I feel good about it, because when you’re in person and discuss what are you feeling, sometimes you might not say how you feel because you feel like ‘oh, maybe that person is judging’. But this is more like you’re writing, and you don’t have a person there so this will make it more easier to share how you feel.” (P07: Female, 26, Mild Anxiety). Participants also often contextualized their acceptance within the current reality of limited access to mental health resources. As an important distinction, almost all participants expected human intervention to be absolutely necessary in an AI conversational agent app if a patient were to mention self-harm, suicidal ideation, or ideas of harming others.





3.4.2 More acceptable functions of AI conversational agents

Although many participants expressed hesitancy towards AI’s application for higher-order tasks without human involvement such as providing therapy or conversation, some felt that AI could be useful and more acceptable for more basic tasks. These tasks included renewing prescriptions, managing follow-up appointments, matching patients to healthcare providers, diagnosis support, administrative tasks (e.g., initial screenings), and baseline mental health interventions that fall short of delving into complex emotions. One participant mentioned, “I can’t imagine [AI tools] replacing a therapist. But I think in the more administrative tasks it could work … like initial screenings and, like I said, matching the patient to the correct health care provider.” (P24: Female, 28, Minimal Anxiety).






4 Discussion

This study explored the experiences, perceptions, and acceptability of AI conversational agents for mental health support among adults with self-report of mild to moderate anxiety. Our key findings revealed that while participants recognized the potential benefits of AI conversational agents in increasing accessibility to mental health care, they also expressed significant concerns regarding the potential lack of empathy, technical limitations, and data privacy. Most participants preferred AI conversational agents as supplementary tools rather than replacements for human therapists, emphasizing the need for some level of human involvement to ensure effective mental health care. These findings underscore the importance of addressing these concerns to enhance the acceptability and effectiveness of AI-driven mental health interventions.

The rapid diffusion of generative AI tools, demonstrated most poignantly by the rise of popularity and use of tools like ChatGPT, Claude, Gemini, etc. has positioned AI conversational agents as promising tools in supplementing care in mental health (34–36). Research has demonstrated that mental health conversational agents can increase engagement with therapeutic content and improve mental health symptoms (37–39). Many benefits of AI conversational agents identified in our study were similar to those found in previous studies, such as lowering barriers to care, improving access to therapeutic content, and alleviating the burden on current mental health professionals (14, 15, 17, 40). Multiple participants highlighted convenience and anonymity as key components of AI conversational agents that can lower barriers to care. These benefits may be even greater for those who may avoid seeking care due to stigma, fear of judgment, or anxiety interacting with real people. Previous studies have found that conversational agents can decrease stigma (41) and may increase the likelihood that patients disclose emotional and sensitive information compared to when interacting with other humans (42–44). The benefits of AI conversational agents may enhance equity of care for underserved groups, including rural, low-income, LGBTQ+, and racial/ethnic communities who already struggle to find affordable and culturally competent services (19, 45, 46).

Our analysis identified increased access to care as one of the main benefits of AI conversational agents. Participants often contextualized this benefit within the current mental health crisis where the need for care is substantially outpacing the supply of available mental health workers (47, 48). Despite the number of psychiatrists entering the workforce increasing by 26.3% from 2016 to 2021 (49), it is estimated that 6,129 additional psychiatrists are still needed as of 2024 to alleviate the current national shortage (47). The widespread adoption of smartphones (50) makes AI conversational agents a feasible and scalable solution to bridge this care gap without requiring patients to wait for or travel to appointments. Our study’s findings support the potential of AI conversational agents to increase access to care, a crucial benefit amid the current mental health crisis, and further support the role of AI conversational agents in assisting mental health professionals by providing data-driven insights and personalized, supportive interactions, thereby alleviating their workload.

Despite the recognized benefits, participants in our study raised significant concerns about the perceived lack of empathy, technical reliability, and data privacy of AI conversational agents. These issues are well-documented in the literature (14, 15). Gerke et al. highlighted the ethical and legal challenges of AI-driven healthcare, focusing on data security, safety, and algorithmic fairness, all of which are especially critical in mental health care (51). Patients are more likely to engage with digital health tools when they feel their data is secure (40, 52, 53). Establishing transparent data handling practices and ensuring user trust are essential for successful AI conversational agent adoption. Concerns about AI’s ability to understand and respond to complex mental health needs were also prevalent, especially in context of emergency mental health crises. In reference to these concerns, along with worries about the lack of empathy and personalization in AI responses, participants felt that AI conversational agents should be used as supplementary tools and retain some level human involvement. Consistent with previous research (40, 54), our findings highlight important implementation considerations around the acceptability of AI conversational agents as standalone mental health interventions. These gaps in current AI mental health applications emphasize the need for advanced algorithms to handle the nuances of mental health needs, improve empathy and personalization, and ensure data privacy (13). Addressing these technical and ethical concerns is crucial for enhancing the acceptability, efficacy, and adoption of AI conversational agents, building on previous research, and guiding future developments (51, 55). Our study provides a patient-centered perspective, highlighting real-world concerns and expectations. Additionally, it presents a roadmap for evolution of technologies in this space as they build on early successes of tree-based dialogue systems with more large-language model incorporated agents.



4.1 Limitations

While our study provides valuable insights into the perceptions and acceptability of AI conversational agents for mental health support among adults with mild to moderate anxiety, there are several limitations to consider.

First, the sample size comprised predominantly young, non-Hispanic White women, which may limit the generalizability of the findings. The limited diversity of our sample may have affected our results as men and younger people have been shown to be more open to AI technologies in healthcare (56, 57) and be more likely to have used AI conversational agents (58, 59), though these findings have been inconsistent across studies (60–63). This selection bias could mean that the experiences and perceptions of other demographic groups were not adequately represented. To mitigate this limitation, future studies should aim to include a more diverse sample size to enhance the comprehensiveness of the results. Similarly, the study’s setting in a single healthcare system may limit the applicability of the findings to other contexts. The specific characteristics of the UMass Memorial Health system and its patient population may not reflect those of other healthcare systems. Considering the growing concerns around potential biases of AI algorithms (64), lack of diversity in training datasets (65), and inequitable access to care (66), future studies with diverse groups of patients and across different healthcare settings and geographic locations​ are warranted.

Second, the rapidly evolving nature of AI technology means that the capabilities and limitations of AI conversational agents are continuously changing. The findings of this study are based on the state of AI technology from December 2022 to February 2023 and may not fully capture perceptions around technology advances since then. The timing of our study coincided with the rise of AI conversational agents use in the general public, most notably with the release of ChatGPT by OpenAI on November 30, 2022 (67). It is likely that perceptions of participants may be rapidly evolving as they experience or learn about new capabilities and acceptability of AI conversational agents. Previous studies have shown that prior knowledge of or familiarity with AI in healthcare can have positive moderating effects on perceptions of AI in healthcare (68–70). However, we did not formally assess participants’ knowledge of or familiarity with AI conversational agents or ChatGPT, which may have introduced unmeasurable bias and variability in participants’ perceptions of AI conversational agents. It is important for ongoing research to continuously evaluate and update the understanding of AI conversational agent applications in mental health care as the technology evolves.

Despite these limitations, our study provides a foundational understanding of patient perceptions and acceptability of AI conversational agents in mental health care. By recognizing and addressing these limitations, future research can build on our findings and contribute to the development of more effective and acceptable AI-driven mental health interventions.




4.2 Implications

The findings of our study have practical implications for patients, providers, payers, and policymakers in the healthcare ecosystem. AI conversational agents can bridge gaps in mental health care access, especially for medically underserved populations. By improving accessibility and reducing stigma, AI conversational agents provide a convenient, anonymous platform for individuals hesitant to seek traditional therapy, encouraging proactive mental health management. For providers, AI conversational agents can extend reach and efficiency by handling routine inquiries and initial support, allowing clinicians to focus on more complex cases. This approach can lead to better resource allocation and improved patient outcomes. Payers benefit from the cost-effectiveness of AI conversational agents, as they reduce the burden on mental health professionals and enable early intervention, lowering overall healthcare costs. Insurance companies should consider covering AI-driven mental health services to promote wider adoption. Policymakers play a critical role in regulating AI use in mental health care. Our study highlights the need for robust data privacy and security standards to protect patient information. Policymakers should develop regulations ensuring the ethical use of AI technologies, addressing data privacy, algorithmic bias, and transparency. Policies supporting research and development in AI mental health applications can drive innovation and improve efficacy and acceptability. The integration of AI conversational agents in mental health care has the potential to transform the landscape of mental health services. By addressing the limitations identified in our study and leveraging AI’s strengths, stakeholders can create a more accessible, efficient, and effective mental health care system. The future of mental health care depends on collaborative efforts of patients, providers, payers, and policymakers to harness AI’s power while ensuring ethical and patient-centered practices.
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e ke they can be ik unveliable,espcially i you use anguage that it does'tunderstand o it pereivs a something diffrent.” (P19
Femle, 19, Mid Ansicy)

“ guess i just e skepical because o o thinking and asscsment s just done by ke a human mind and i takes ot of taining and.
Knowedse 1 be able 1 lok ino someone's mentalsate and mind.So I'm skepicalthat an Al an do that out of  tet mesge” (P11:
Female, 26, Miniml Anxity).

s doubledged sword for immedist things Like when s bein wsod for mental hslh, it hasto know - ke thre’s 0 many sripts
running in the background a o' talking - the Al has to kno ... [when] to contactthe emergency persannelsight o, poope at the
ready, cspecaly i somcone i spesking abowt suiide” (P13: Male, 35, Minimal Ansity)

Data prvacy “Fmean, ther's alvays the chance that the system coukdget hacked orsomethin .. 1fe ke i you were having supe intense ke anious
moments, o depression momens,that i i got lsked you would' felgood abou that being eaked. I hat makes sense.” (PO3: Female, 21,
Mild Ansicy)

1 hink eust ouldbe b thing, Yesh,is asking peopl to el me the desils ofyour lfe,But where doe thisgo, whois monitoring this
hink those are questions that people would have” (P10: Femal, 27, Minimal Ansity)

“Not gret .. would not fl comforsble iving out any prsonal information o like in-depth nformtion about what I'm secking.

restment fo via AL Becaus 1 think Al works by using ke datsbase of what evryone befor it has i - o | think it rus the risk of

scrcotyping or rouping people int disgnoses via Al, and notvia a lcensed professional to Answer, 26, Mild Anxiey)
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Demographics n= 10 n=7
Age

18-24 10 (34.5%) 0 5 (50%) 4 (40%) 1 (10%)

25-34 9 (31%) 5 (55.6%) 4 (44.4%) 0 0

35-44 5(17.2%) 4 (80%) 0 1 (20%) 0

45-54 1 (3.5%) 0 1 (100%) 0 0

55-64 2 (6.9%) 0 1(50%) 1 (50%) 0

65 and over 2 (6.9%) 1 (50%) 0 1 (50%) 0
Gender

Male 6 (20.7%) 4 (66.7%) 1(16.7%) 1(16.7%) | 0

Female 21 (72.4%) 6 (28.6%) 9 (42.9%) 5 (23.8%) 1 (4.8%)

Non-binary 0 (0%) 0 0 0 0

Transgender 1(3.5%) 0 0 1 (100%) 0

Prefer not to answer 1 (3.5%) 0 1 (100%) 0 0
Race

‘ American Indian or Alaska Native 0 (0%) 0 0 0 0

Asian 5(17.2%) 2 (40%) 2 (40%) 1 (20%) 0

Black or African American 4 (13.8%) 0 3 (75%) 1 (25%) 0

Native Hawaiian or Pacific Islander 0 (0%) 0 0 0 0

White 19 (65.5%) 8 (42.1%) 6 (31.6%) 5 (26.3%) 0

Prefer not to answer 1(3.5%) 0 0 0 1 (100%)
Hispanic, Latino or Spanish origin or ancestry

No 25 (86.2%) 9 (36%) 10 (40%) 6 (24%) 0

Other or mixed Hispanic, Latino or 3 (10.3%) 1(33.3%) 1(33.3%) 0 1(33.3%)
Spanish origin

Missing 1 (3.5%) 0 0 1 (100%) 0
Employment status

Employed 19 (65.5%) 9 (47.4%) 5 (26.3%) 4 (21.1%) 1(5.3%)

Not working and not actively 1 (3.5%) 0 0 1 (100%) 0
seeking work

Student 8 (27.6%) 1 (12.5%) 5 (62.5%) 2 (25%) 0

Prefer not to answer 1 (3.5%) 0 1 (100%) 0 0
Highest level of education

High School Graduate/Some College 13 (44.8%) 3 (23.1%) 6 (46.2%) 4 (30.8%) 0
No Degree

Bachelor’s degree (e.g. BS, BA, AB, BBA) 10 (34.5%) 2 (20%) 5 (50%) 2 (20%) 1 (10%)

Master’s Degree or higher (e.g. MS, 6 E07%) 5 (83.3%) 0 1(16.7%) 0

MBA, PhD)





