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Background: The global prevalence of depression has escalated, exacerbated by

societal and economic pressures. Current diagnostic methodologies

predominantly utilize single-modality data, which, despite the existence of

certain multi-modal strategies, often fail to effectively harness the distinct

contributions of each modality in depression detection.

Methods: This study collected multi-modal features from 100 participants (67

depressed patients and 33 non-depressed individuals) to formulate a MMD2023

dataset, and introduces the Sentence-level Multi-modal Feature Learning (SMFL)

approach, an automated system designed to enhance depression recognition.

SMFL analyzes synchronized sentence-level segments of facial expressions,

vocal features, and transcribed texts obtained from patient-doctor interactions.

It incorporates Temporal Convolutional Networks (TCN) and Long Short-Term

Memory (LSTM) networks to meticulously extract features from each modality,

aligned with the structured temporal flow of dialogues. Additionally, the novel

Cross-Modal Joint Attention (CMJAT) mechanism is developed to reconcile

variances in feature representation across modalities, adeptly adjusting the

influence of each modality and amplifying weaker signals to equate with more

pronounced features.

Results: Validated on our collected MMD2023 dataset and a public available

DAIC-WOZ containing 192 patients dataset, the SMFL achieves accuracies of 91%

and 89% respectively, demonstrating superior performance in binary depression

classification. This advanced approach not only achieves a higher precision in

identifying depression but also ensures a balanced and unified multi-modal

feature representation.

Conclusion: The SMFL methodology represents a significant advancement in the

diagnostic processes of depression, promising a cost-effective, private, and

accessible diagnostic tool that aligns with the PHQ-8 clinical standard. By
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broadening the accessibility of mental health resources, this methodology has

the potential to revolutionize the landscape of psychiatric evaluation,

augmenting the precision of depression identification and enhancing the

overall mental health management infrastructure.
KEYWORDS

depression recognition, multi-modal feature learning, sentence-level, cross-modal joint
attention, binary depression classification
1 Introduction

In recent years, depression has emerged as a predominant

global health concern, affecting approximately 280 million

individuals worldwide, according to the World Health

Organization (WHO) (1). The COVID-19 pandemic has

exacerbated this issue, leading to a 27% increase in depression

cases due to widespread insecurity about finances, physical health,

and mental well-being (2). Depression not only affects individuals

by engendering persistent sadness, lack of interest, and negative

thoughts but also imposes significant economic and social costs on

society by reducing workforce productivity and increasing the risk

of suicide, with over 800,000 related deaths annually (3).

The conventional diagnosis of depression involves subjective

assessments during patient interviews, considering factors like

speech tone, facial expressions, and eye movements. Tools such as

the PHQ-8 andHAMD are frequently used (4); however, they require

extensive time and experienced clinical judgment, making the

diagnosis process cumbersome and prone to bias. Consequently,

there is a critical need for more efficient, objective methods to support

early diagnosis and reduce reliance on subjective evaluations.

Addressing this need, recent advancements have been made in

depression identification using deep learning on both single-modal

(5–8) and multi-modal data (9–15). For instance, employing short-

term speech segments (16) or integrating various acoustic features

(17) through deep learning models has shown promise.

Additionally, temporal convolutional networks have been used to

analyze multi-modal data such as facial expressions, speech signals,

and transcribed texts, enhancing diagnosis accuracy (18).

Despite these advancements, the integration of data from

extended patient-doctor interactions remains challenging due to

the dynamic and inconsistent nature of different modalities,

particularly in capturing weakly expressed features. To overcome

these limitations, this paper introduces a novel architecture, the

Sentence-level Multi-modal Feature Learning (SMFL) approach.

SMFL utilizes dialogue-based timestamps to align features from

multiple modalities, employing Temporal Convolutional Networks

(TCN) and Long Short-Term Memory (LSTM) modules to process

segmented features and enhance inter-sentence relationships.

Additionally, our Cross-Modal Joint Attention (CMJAT)

mechanism, leverages strong features such as text feature to
02
amplify weak ones (e.g., video feature), significantly improving

diagnostic accuracy.

Furthermore, this paper discusses the construction of the

MMD2023 dataset in collaboration with several hospitals to

address the scarcity of Chinese depression databases, providing a

robust foundation for validating our model. The effectiveness of

SMFL has been demonstrated through comprehensive experimental

analyses on both the DAIC-WOZ and MMD2023 datasets, showing

promising results in the field of depression identification.
2 Materials and methods

2.1 Data collection

In this study, we primarily collected data from the MMD2023

dataset, which was carefully curated in collaboration with the Fifth

People’s Hospital of Taiyuan City. This dataset consists of detailed

multi-modal data from 100 participants, including 67 individuals

diagnosed with depression and 33 non-depressed control group

participants. The MMD2023 dataset captures intricate interactions

through simulated in-depth patient-doctor dialogues.

Data samples were meticulously collected by professional

psychiatrists through clinical interviews and other diagnostic

methods. The patients were assessed in structured questionnaire

scores and the clinical expertise of the psychiatrists. Upon obtaining

written informed consent from the patients, the sessions were

conducted in a private diagnostic room, utilizing a portable high-

resolution camera (Sony HDR-CX680) to record the interactions.

Audio was captured at a low-pass filter sampling rate of 75 kHz,

while video was recorded at a frame rate of 50 fps. Textual data were

subsequently transcribed from the audio recordings using

specialized transcription tools. To ensure the accuracy of the

textual information, researchers verified and confirmed the

transcribed data rigorously.

The ethical review process for this study adhered strictly to the

guidelines established for the collection of depression-related data

in China and complied with the Declaration of Helsinki and

relevant national regulations, ensuring that the data collection

process upheld principles of beneficence, non-maleficence, and

justice. The study was approved by the Institutional Review Board
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(IRB) of Taiyuan Psychiatric Hospital (Approval #: 202018), which

rigorously evaluated the study protocol for compliance with ethical

standards. Participants were first briefed on the study’s objectives,

methods, and potential risks, followed by obtaining their informed

consent. Confidentiality was maintained by anonymizing all

personal identifiers and securely storing data.

To further validate the robustness and generalizability of our

proposed method, we also utilized the publicly available DAIC-

WOZ dataset. This well-established dataset includes various audio-

visual materials and transcribed textual interactions, with

participants being assessed using the Patient Health

Questionnaire-8 (PHQ-8), allowing for comprehensive

comparisons between individuals with depressive symptoms and

those without.

By leveraging the proprietary MMD2023 dataset and the

publicly avai lable DAIC-WOZ dataset , we ensured a

comprehensive and reliable evaluation of our Sentence-level

mu l t i -moda l Fea ture Learn ing (SMFL) method for

depression identification.

The demographic composition of the patient cohort in the

MMD2023 dataset is systematically detailed in Table 1, ensuring

fair representation in terms of age and gender distributions. This

careful selection and curation of data are crucial for the

development and validation of our SMFL method, which aims to

achieve meticulous detection and classification of depressive

episodes, consistent with the PHQ-8 gold standard, and enhance

the diagnostic tools of mental health professionals.

Age groups were categorized according to international

standard, with individuals aged 60 and above classified as elderly,

40 to 60 as middle-aged, 18 to 39 as young adults, and below 18 as

minors. As shown in Table 1, the young adults accounts for 56% of

the participants, and the elderly patients constitute 4% in our data.

The ratios of the other age groups were 32%, and 8%, respectively in

middle aged and minors. The depression was assessed by using the

PHQ-8 assessment scale, with a cutoff score of 9 or above. To

minimize differences in language ability, only the participants with

Chinese as their native language were enrolled into the study.

The criteria for participant inclusion are as follows:
Fron
1. Outpatient patients with clear language expression and no

speech difficulties. Gender is not restricted.

2. Patients are required to sign an informed consent form.

3. HAMD-17 score > 17 or PHQ-8 score ≥ 9.
tiers in Psychiatry 03
4. Absence of severe suicidal risk and no conditions such as

facial paralysis, disfigurement, abnormal facial movements,

facial spasms, facial stroke, facial implants, vitiligo, eye

diseases, speech disorders, stuttering, vocal cord surgery,

or other diseases.
Exclusion criteria include:
1. Exclusion of other mental disorders and mental disorders

caused by physical illnesses, substance abuse, or

personality disorders.

2. Abs ence o f p sy cho t i c s ymptoms du r ing the

depressive episode.

3. No history of alcohol or substance dependence, as well as

no history of acute intoxication.
2.2 Data preprocessing

This research leverages two principal datasets, e.g. the self-

collected MMD2023 and a public available DAIC-WOZ, to

facilitate a robust analysis of depression indicators. The

MMD2023 dataset is already described above, and DAIC-WOZ

dataset comprises 192 patient cases, including 74 identified as

having depressive symptoms. To ensure methodological rigor in

model training and validation, both datasets were divided using an

8:2 split ratio for training and testing purposes, respectively. This

structured division guarantees a balanced representation of

depressive cases across both sets, thereby enhancing the reliability

and validity of the study outcomes.

Especially for the MMD2023 dataset, the allocation resulted in

80 cases designated for the training set, which included 54

depressed patients. And 20 cases allocated to the testing set, with

13 depressed cases. To address the notable imbalance between

depressed and non-depressed cases, the study implemented

weighted ratios. These ratios were calculated based on the

disparity in case quantities to ensure equitable representation and

to enhance the analytical robustness of the findings. Specifically,

weight calculation was performed using Formulas 1 and 2:

proportion =
N0

St
,
N1

St

� �
(1)
TABLE 1 Gender and age distribution statistics of depressed patients and non-depressed individuals.

Group Gender Elderly Middle aged Young Adults Minors Total

Depressed Patients Male 0 5 11 1 17

Female 3 18 28 1 50

Non-depressed Individuals Male 1 2 4 1 8

Female 0 7 13 5 25

Total 4 32 56 8 100
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weight =
1

proportion
(2)

Formula 1 is the formula for calculating the proportion of positive

and negative in the training data set, Formula 2 is the weight formula, St
represents the total number of samples in the training set;N0 represents

the number of negative samples in the training set; N1 represents the

number of positive samples in the training set.

To protect patient privacy, this study has implemented a series

of measures to protect patient privacy. Firstly, personal sensitive

information such as names, dates, and locations has been removed

from the recorded audio and transcribed text. Secondly, in the case

of video data, only the 3D facial landmarks containing 68 pixels,

which are essential for measuring facial movements such as eye, lip,

and head movements, have been retained. This ensures that there is

not enough information available to identify individuals, only

sufficient information for measuring facial movements.
2.3 Feature extraction for each modal

This section elaborates the feature learning methods for each

modality (video, audio and text) utilized by the proposed

SMFL model.

2.3.1 Video Features
To navigate the communicative challenges between depressed

patients and doctors, physicians often rely on facial muscle changes

and eye movements to gauge psychological states. These nuances

are quantified as Action Units (AUs) by Ekman et al. (19). AUs

reflect the synchronized activities of facial muscle groups during

specific expressions and have been effectively utilized in multiple

studies for automated depression assessment, showing promising

outcomes. Additionally, visual features such as facial key points, eye

gaze direction, and head posture are also employed in evaluating

depression. For detailed information, please refer to Supplementary

Table S1.

2.3.2 Audio Features
Empirical studies indicate that speech segments from depressed

individuals often display prolonged pauses and muddled

expressions (20). Disturbances in rhythm have also been observed

in patients with mental disorders (21). In response, this study

incorporates auditory data encompassing these characteristics as

key input features. Notably, eight frequency-related parameters are

included, such as the fundamental frequencies of the first, second,

and third formants, jitter, frequency, and bandwidth. Furthermore,

three amplitude-related parameters—loudness, shimmer, and the

harmonic-to-noise ratio—are analyzed. Additionally, 14 spectral

parameters, including the alpha ratio and MFCCs, are utilized. For

detailed information, please refer to Supplementary Table S2.

2.3.3 Text Features
The semantic content of patient responses is instrumental in

assessing depressive states (22). Often, text data from patients
Frontiers in Psychiatry 04
exhibit a strong emotional undertone, with statements such as

“I’ve ruined my family, they would be better off without me” or

“I’m worthless.” In this study, an enhanced version of the

EmoBertA (23) model is employed to extract pertinent text

features, facilitating the differentiation of depression-related text.

For detailed information, please refer to Supplementary Table S3.
2.4 Model description

The proposed model, SMFL (Sentence-level Multi-modal

Feature Learning), consists of four modules: sentence-granularity

feature extraction, Multi-modal Feature Learning (MMFL), Cross-

Modal Joint Attention (CMJAT), and the Feature Fusion module.

The overall architecture of the model is illustrated in Figure 1.

SMFL utilizes three modalities as inputs: temporal facial

features, patient audio features, and interview transcript text

features. In the sentence-granularity feature extraction module,

the patient video is segmented based on sentence-level

timestamps, and the corresponding encoder is used to extract

sentence-level features for each modality. To enhance feature

representation, the extracted features from each modality are fed

into the MMFL module. Meanwhile, the MMFL module employs a

Fusion Feature network to integrate and process features from

different modalities. Specifically, the Fusion Feature network

receives features from audio, video, and text modalities, and by

merging and processing these features, it generates a global fused

feature Ffusion, providing a comprehensive view and rich semantic

information. The LSTM module in MMFL effectively models the

contextual relationships of the sequences, which is beneficial for

depression detection tasks.

Additionally, to reduce model complexity and improve

efficiency, the MMFL module introduces a variable threshold

value, M, to represent the upper limit of the number of sentences.

The CMJAT module establishes connections between the video and

text modalities, strengthening the facial features. After obtaining the

multi-modal sentence-level features, they are passed to the global

feature extraction unit.

Finally, Feature Fusion module is performed using Cross-

Attention, and the final depression recognition label is obtained

through a fully connected layer. This sophisticated approach

ensures that the model captures the nuanced interactions between

different modalities, thereby improving the accuracy and reliability

of depression detection.
2.5 Multi-modal feature learning

The enhanced feature representation of patient data is

significantly advanced by the Multi-Modal Feature Learning

(MMFL) framework, as illustrated in Figure 2. The process begins

with sentence-level features being fed into a Temporal

Convolutional Network (TCN) module. To augment the efficacy

of the TCN, this study integrates causal convolutions, dilated

convolutions, and residual blocks. These elements are strategically
frontiersin.org
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designed to modulate the receptive field size during temporal

feature extraction, ensuring that parameter count remains

manageable and system complexity does not become prohibitive.

After completing the initial TCN processing, a self-attention

mechanism is inserted. This self-attention mechanism processes

sentence-level features at this stage to better capture long-term

dependencies and semantic associations between sentences.
Frontiers in Psychiatry 05
Such an inser t ion can fur ther enhance the model ’ s

representation capabilit ies for sentence-level features,

improving performance in tasks like depression recognition.

Subsequently, the sentence-level features are aggregated into

global features and then passed as inputs to the Long Short-

Term Memory (LSTM) model. The LSTM module has several

advantages over the TCN configuration.
FIGURE 2

MMFL model architecture.
FIGURE 1

The proposed SMFL architecture.
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Firstly, through its complex memory cells and gating

mechanisms, LSTM can flexibly capture and retain long-term

dependencies in data sequences. This ability makes LSTM excel at

recognizing long-range temporal dependencies, whereas TCN’s

reliance on convolutional strategies may encounter issues.

Furthermore, LSTM addresses the common neural network

challenges of vanishing and exploding gradients, thereby enhancing

stability during the training of deep networks and improving its

ability to discern complex patterns within time-sequence data.

By synergistically combining TCN and LSTM, the MMFL

framework leverages the strengths of both approaches, including

efficient temporal feature extraction and comprehensive

management of model complexity while effectively capturing

long-range dependencies and mitigating gradient-related

challenges. This dual-approach architecture positions the

proposed model as a particularly promising tool for improving

the feature representation of patient data, thereby enhancing

diagnostic capabilities in the context of depression recognition.
2.6 Cross-modal joint attention

During the research process, it was observed that multi-modal

data often exhibits a distinction between strong and weak

modalities (text and video, respectively). Based on this

phenomenon, this study introduces a Cross-Modal Joint

Attention (CMJAT) mechanism, whose structure is depicted in

Figure 3. The core idea of CMJAT is to amplify weakly expressed

features and enhance their impact during model training, thereby

boosting the model’s capability in depression recognition. This

mechanism utilizes an attention framework to concentrate the

model’s focus on two closely related features during training.
Frontiers in Psychiatry 06
Specifically, CMJATbegins by calculating the similarity between the

features of strong andweakmodalities. It then adjusts the importance of

each modality feature using attention weights. The aim is to shift the

model’s focus towards task-relevant and expressive features,

simultaneously enhancing the influence of weaker features. By

integrating CMJAT, the model effectively leverages strong features to

bolster theexpressivepowerofweak features.Thisapproachbalances the

significance of different features inmulti-modal data, thereby enhancing

the overall performance of the model in recognizing depression.

The steps of the CMJAT mechanism are shown as follows:

2.6.1 Feature projection
The features from different modalities are transformed into

three-dimensional Query, Key, and Value vectors using linear

layers. This transformation allows for subsequent operations. The

formulas are as follows (Equations 3, 4, and 5):

Qout = Finput · WQweight + bQbias (3)

Kout = Finput · WKweight + bKbias (4)

Vout = Finput · WVweight + bVbias (5)

In the given formula, Finput represents the input feature data,

and WQweight , WKweight , WVweight are weight matrices used to

project the data into the Query, Key, and Value vector spaces,

respectively. bQbias, bKbias, bVbias represent the bias vectors.

2.6.2 Random permutation
To further enhance the model’s generalization ability and

robustness, the QKV data obtained from different modalities is

randomly permuted. This serves as a data augmentation technique.
FIGURE 3

Enhancing weak features using CMJAT.
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By randomly shuffling the order of the QKV vectors, the model is

exposed to different permutations of the multi-modal features, thus

improving its ability to handle various input configurations. This

helps the model generalize better to unseen data and enhances its

robustness to variations in feature ordering.

2.6.3 Using the einsum function
The next step is to calculate the similarity values between the

Query and Key vectors of each modality using the einsum function.

This operation allows for efficient computation of the similarity

scores. The formula is as follows (Equation 6):

sim = einsum( 0 b i d, b j d → b i j0, q, k) (6)

where q is the query tensor with a shape of (batch_size,

num_queries, query_dim), k is the key tensor with a shape of

(batch_size, num_keys, key_dim). The einsum function is used to

calculate the similarity between the queries (q) and keys (k). This

will generate a tensor sim with a shape of (batch_size, num_queries,

num_keys). Then, the softmax function is applied to compute the

weights of the tensor sim. Finally, using the einsum function again,

the similarity between sim and the value tensor v is calculated to

obtain the weighted output tensor out with a shape of (batch_size,

num_queries, value_dim).

2.6.4 Adjusting weights based on the results
In the domain of depression diagnosis, evaluation is frequently

carried out using screening tools such as the Patient Health

Questionnaire-8 (PHQ-8), which assigns scores to patients’

responses to ascertain the presence of depressive symptoms. In the

Cross-Modal Joint Attention (CMJAT)mechanism, textual and video

features are concatenated, followed by the application of a multi-head

self-attention mechanism between them. The model then takes the
Frontiers in Psychiatry 07
enhanced video features as input and channels them through a dense

(fully connected) layer to make predictions regarding depression.

Subsequent to this process, the results are analyzed, and the

parameters of the Weight layer are fine-tuned accordingly. This

iterative optimization is aimed at refining the model’s accuracy and

robustness in detecting depression.
2.7 Feature fusion module

In the Feature Fusion module, the Cross-Attention (CrossATT)

mechanism is used to compute the relationship mapping between

the global fused feature Ffuse and the global text feature Ftext , global

audio feature Faudio and the video feature FCMJAT
Video enhanced through

CMJAT, The normalized modality mappings are multiplied

element-wise with Ffuse, resulting in the CrossATT features FCA
text ,

FCAþCMJAT
Video and FCA

audio. Finally, the original Ffuse feature and the

CrossATT features are concatenated.

The structure of this process is depicted in Figure 4. Thepurpose of

this approach is to address potential issues in global feature fusion

during multi-modal model training, where certain modality features

may dominate and overshadow others. By introducing the CrossATT

mechanism, the relationships between different modalities can be

modeled more accurately, thereby enhancing the expressive capacity

of multi-modal features. This feature fusion method effectively

leverages the complementarity between different modalities, thereby

improving the overall performance and robustness of the model.
2.8 Model analysis

The features within depression datasets are inherently complex

and multi-modal. Consequently, it is common to encounter
FIGURE 4

Feature-Fusion model architecture.
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scenarios where the feature dimensions are potentially larger than

the sample size. Such data characteristics frequently precipitate

overfitting issues in prevailing deep learning-based feature

extractors. To resolve this issue, our proposed SMFL method

separately analyzes data from multiple modalities, thereby

accurately identifying depression patients from high-dimensional

features with only a small number of samples needed.

Specifically, the SMFL model initially aggregates multi-modal

data encompassing facial expressions, vocal attributes, and

transcribed texts, thereby effectively fortifying the model’s

robustness and mitigating the bias induced by single-modality

data. Subsequently, the model leverages TCN and LSTM

networks to meticulously mine the long-term dependencies

within each modality, thus enhancing the model’s generalization

capability even on small-scale datasets. Finally, the model

incorporates the CMJAT mechanism, which is adept at

harmonizing and balancing the relationships among different

modalities, ensuring a comprehensive capture of depressive

symptoms. By integrating these components, our SMFL model

mitigates the overfitting issues that arise when the feature

dimensionality exceeds the sample size, thereby accurately

distinguishing patients with depression.
3 Results

3.1 Evaluation metrics

In this study, precision, recall, specificity, F1-score, and

accuracy were used as evaluation metrics to assess the

performance of different classification models. Precision measures

the proportion of true positive predictions out of all predicted

positive instances. Its formula is as follows (Equation 7):

Precision =  
TP

TP + FP
(7)

Recall, on the other hand, measures the proportion of true

positive predictions out of all actual positive instances (24). In an

ideal scenario, higher precision and recall indicate better model

performance. However, there is often a trade-off between precision

and recall. The formula for recall is as follows (Equation 8):

recall =  
TP

TP + FN
(8)
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F1-score serves as the harmonic mean of precision and recall,

providing an overall assessment of the model’s performance on

these two metrics (25). Additionally, specificity is another

important metric that measures the proportion of true negative

predictions out of all actual negative instances. A higher specificity

indicates a lower rate of false positives. The formulas for specificity

are as follows (Equations 9 and 10):

F1 − score =  
2TP

2TP + FP + FN
(9)

Specificity =  
TN

TN + FP
(10)

Lastly, accuracy is used to measure the proportion of correctly

classified instances out of all samples in a classification model. It is a

commonly used evaluation metric that provides an understanding

of the overall classification performance of the model. The formula

for accuracy is as follows (Equation 11):

Accuracy =  
TN + TP

TP + TN + FP + FN
(11)

In the above formulas: TP (True Positives) represents the

number of positive samples correctly classified. FP (False Positives)

represents the number of negative samples incorrectly classified as

positive.TN (True Negatives) represents the number of negative

samples correctly classified. FN (False Negatives) represents the

number of positive samples incorrectly classified as negative.

The issue of data imbalance frequently arises in depression

datasets, potentially skewing model performance metrics. To address

this, we primarily employAccuracy for primary assessment, providing

an initial gauge of the model’s overall performance. Additionally, we

incorporate Precision, Recall, and Specificity to facilitate a more

comprehensive evaluation. Furthermore, we employ the F1-score,

which harmonizes Precision and Recall into a single metric, offering

a nuanced assessment of the model’s performance in the context of

imbalanced data. This multi-faceted evaluation strategy ensures a

robust and nuanced understanding of the model’s efficacy in

identifying depression.
3.2 Detailed description of implementation

The experiments in this study were conducted on a Linux

operating system, utilizing hardware resources primarily
TABLE 2 The depression recognition results of our SMFL on MMD2023 dataset.

Model F1-score Specificity Precision Recall Accuracy

TCN (all) 0.79 ± 0.04 0.79 ± 0.04 0.81 ± 0.03 0.79 ± 0.05 0.81 ± 0.05

TCN (sentence) 0.83 ± 0.04 0.79 ± 0.04 0.87 ± 0.03 0.79 ± 0.05 0.85 ± 0.05

TCN + Self-Attention + Cross-Attention 0.85 ± 0.03 0.84 ± 0.03 0.88 ± 0.03 0.84 ± 0.03 0.86 ± 0.03

LSTM + Self-Attention + Cross-Attention 0.91 ± 0.03 0.84 ± 0.03 0.93 ± 0.03 0.84 ± 0.03 0.90 ± 0.03

SMFLM 0.93 ± 0.03 0.90 ± 0.03 0.94 ± 0.03 0.88 ± 0.03 0.91 ± 0.03
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consisting of eight GeForce RTX 3080Ti GPUs. The software

environment included Python 3.6.6 and the PyTorch 1.7.0

framework. The baseline network employed for the experiments

was the Temporal Convolutional Network (TCN), which was

further optimized to obtain the Sentence-level Multi-modal

Feature Learning (SMFL) model. The key parameters of the

SMFL model were set as follows: an initial learning rate of 1e-3,

Adam optimizer, 5 hidden layers, and 12 hidden channels in the

sentence-level feature extraction, a convolutional kernel size of 5,

and a dropout rate of 0.5. Each experiment was conducted for a

maximum of 100 epochs, with the learning rate reduced by a factor

of 10 every 5 epochs. If the loss on the test set did not decrease for 10

consecutive epochs, the training process was stopped. Upon

evaluation with the fully trained SMFL model, the inference time

for a single sample was approximately 5.479 second. The code for

the proposed SMFL methodology has been made publicly accessible

at https://github.com/Crisp1031/SMFL.
3.3 Experimental results

3.3.1 Comparative experiments on
different dataset

To reveal the effectiveness of our SMFL approach, a

comparative evaluation was conducted on our self-collected

MMD2023 dataset (Table 2) and the publicly available DAIC-

WOZ dataset (Table 3).

3.3.1.1 Result on self-collected clinical data

In Table 2, the experimental results are based on the self-

collected dataset MMD2023. It can be observed that the proposed

SMFL model outperforms other models, achieving F1-score,

specificity, precision, recall, and accuracy of 93%, 90%, 94%, 88%,

and 91%, respectively. This indicates that the model exhibits

excellent performance and generalization ability in Chinese

depression recognition tasks, being able to adapt to the

characteristics of different depression datasets. Comparing TCN
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(all) and TCN (sentence), it can be observed that using sentence-

level data outperforms directly using complete segment data.

Specifically, incorporating sentence-level data leads to

improvements of 4% in F1-score, 6% in precision, and 4%

in accuracy.

Furthermore, combining TCN (sentence) with Self-Attention

and Cross-Attention mechanisms further enhances the model’s

performance, confirming the utility of these attention

mechanisms in depression recognition. After incorporating the

attention mechanisms, there are additional improvements of 2%

in F1-score, 5% in specificity, 1% in precision, 5% in recall, and 1%

in accuracy. Replacing TCN (sentence) with LSTM results in a 6%

increase in F1-score, a 5% increase in precision, and a 4% increase

in accuracy. This suggests that using the LSTM model slightly

outperforms the TCN model in data processing. Finally, the

proposed SMFL model demonstrates superior performance

compared to other models.

Compared to TCN (all), the SMFL model achieves

improvements of 14% in F1-score, 11% in specificity, 13% in

precision, 7% in recall, and 10% in accuracy. The loss values of

this experiment are shown in Figure 5. Additionally, this study

validates the feasibility of the visual feature extraction method used

in the data preprocessing stage, as well as the effectiveness of feature

parameter selection. These findings highlight the SMFL model as a

more effective choice for depression recognition in handling multi-

modal data.

In summary, the SMFL model performs remarkably well on

real-world clinical data, effectively addressing practical issues and

demonstrating significant clinical applicability. It provides powerful

decision support for clinical practitioners and holds potential for

application in actual depression diagnosis and treatment. By

integrating multi-modal data and leveraging advanced deep

learning techniques, the SMFL model can offer more accurate and

reliable depression recognition results, significantly improving the

diagnosis and treatment of depression patients. Therefore, the

SMFL model holds tremendous potential for wide-ranging

clinical applications.
TABLE 3 The depression recognition results of our SMFL on DAIC-WOZ dataset.

Model F1-score Specificity Precision Recall Accuracy

TCN (all) 0.76 ± 0.04 0.78 ± 0.04 0.71 ± 0.03 0.83 ± 0.05 0.77 ± 0.05

TCN (sentence) 0.79 ± 0.04 0.81 ± 0.04 0.74 ± 0.03 0.81 ± 0.04 0.77 ± 0.05

LSTM + Self-Attention 0.81 ± 0.04 0.83 ± 0.03 0.80 ± 0.03 0.84 ± 0.05 0.82 ± 0.04

LSTM + Self-Attention + Cross-Attention 0.83 ± 0.04 0.81 ± 0.05 0.80 ± 0.03 0.85 ± 0.05 0.83 ± 0.04

TCN + Self-Attention 0.81 ± 0.05 0.79 ± 0.05 0.80 ± 0.03 0.80 ± 0.03 0.80 ± 0.05

TCN + LSTM + Self-Attention 0.84 ± 0.05 0.80 ± 0.04 0.78 ± 0.03 0.83 ± 0.04 0.81 ± 0.05

Zou et al. (20) 0.87 0.79 0.94 0.81 0.86

C-CNN (12) 0.77 0.56 0.71 0.83 0.70

SMFLM 0.89 ± 0.03 0.85 ± 0.03 0.94 ± 0.04 0.84 ± 0.05 0.89 ± 0.04
The bold text is the best result among each column.
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3.3.1.2 Results on clinical data

To evaluate the generalization ability of the proposed SMFL

model, we also conducted the experiments on the public dataset

DAIC-WOZ. The experimental results are summarized in Table 3.

The SMFL model achieved outstanding results on the public

dataset, with F1-score, specificity, precision, recall, and accuracy

reaching 89%, 85%, 94%, 84%, and 89%, respectively. Comparing

the experiments using TCN (all) and TCN (sentence), it can be

noticed that using sentence-level data performs better than directly

using complete segment data, both on the private and public

datasets. In these experiments, the F1-score, specificity, and

precision improved by 3%. Comparing TCN (sentence) with TCN

+ Self-Attention, it can be seen that adding attention mechanism led

to improvements of 2% in F1-score, 6% in precision, and 3%

in accuracy.

The experiments comparing LSTM + Self-Attention and TCN +

Self-Attention demonstrate that replacing the model with LSTM

significantly improves the performance of multi-modal depression

recognition. This indicates that using memory-based neural

network algorithms enhances the potential for recognition.

Specifically, specificity, recall, and accuracy improved by 4%, 4%,

and 2% respectively. According to the results of LSTM +Self-

Attention and LSTM + Self-Attention + Cross-Attention

experiments, it can be concluded that using CrossATT for global

feature processing on top of self-attention leads to better results.

This demonstrates the effective utilization of complementary

modalities by integrating CrossATT. The experiments involving

TCN + Self-Attention and TCN + LSTM + Self-Attention, which

utilize LSTM models for global feature processing, show that

compared to TCN, LSTM models can effectively capture and

maintain long-term temporal dependencies. This validates the

practicality of the proposed SMFL framework. In conclusion,

through comparative experiments, the SMFL model has

demonstrated its high effectiveness in integrating LSTM algorithm

and CMJAT into a sentence-level TCN model for multi-modal
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depression recognition, outperforming the models proposed by Zou

et al. (20)and C-CNN (4, 12). The model significantly reduces the

misdiagnosis rate and provides valuable assistance in

diagnosing depression.

In summary, the proposed SMFL model also exhibits excellent

performance on the publicly available DAIC-WOZ dataset,

indicating strong generalization, robustness, and stability. By

integrating sentence-level data, attention mechanisms, LSTM

models, and CMJAT, the SMFL model achieves significant

improvements in multi-modal depression recognition. These

research findings emphasize the model’s applicability in different

datasets and scenarios, providing a valuable tool and approach for

assisting in depression diagnosis. These discoveries have important

implications for future depression research and clinical practice.

3.3.2 Ablation
To further validate the superiority of the proposed model and

the rationale behind the incorporated components, we conducted

ablation experiments on the publicly recognized DAIC-WOZ

dataset. These experiments assessed the model’s performance with

the inclusion of various components, while keeping other

hyperparameters constant.

3.3.2.1 Evaluation of strong and weak
feature representations

To evaluate the impact of different modal features on the model,

two experiments, including evaluation the of the different unimodal

feature and combination methods, were conducted on the DAIC-

WOZ dataset.

In the evaluation of different unimodal features, a unimodal

model was employed with video features, audio features, and text

features considered as separate inputs. The TCN-based model

served as the reference for comparison. When assessing various

multi-modal feature combinations, the CMJAT (Cross-Modal Joint
FIGURE 6

The results of depression recognition using different single-modal
data and enhanced single-modal features with Cross-Modal Joint
Attention under the base model.
FIGURE 5

The TrainLoss and TestLoss values in this study.
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Attention) mechanism was utilized to weigh the features. Video and

audio features were categorized as weak features, while transcribed

text features were considered strong features. The base model was

used for comparison, and the experimental results are detailed

in Figure 6.

From Figure 6, the text modal achieves best performance on F1-

score and accuracy among unimodal settings, while the video and

audio perform relative weak performance. As a result, text features

were leveraged as strong features to reinforce the video features, aiming

to enhance themodel’s accuracy, while others are treated as weak ones

in the attentionmodule. Furthermore, the feature fusion among video,

audio, and text performs thebest results, demonstrating the superiority

of our proposed multi-model feature fusion approach.

3.3.2.2 The effectiveness of feature extraction

This part evaluates the influence of different feature extractors

on our proposed SMFL model, which results are shown in Table 4.

To evaluate the impact of sentence-level structure on model

performance, the SMFL was modified to a sentence-level TCN model.

The results demonstrated a positive effect of using sentence-level data as

input for depression recognition tasks. Subsequently, in further

experiments, the LSTM model was incorporated into the sentence-

level TCN model to handle subsequent global features. The results

showed a 4% improvement in F1-score, a 7% improvement in precision,

and a 3% improvement in accuracy, validating the effectiveness of the

LSTM component in enhancing model performance.

Based on the aforementioned experimental results, it is evident

that the proposed SMFL model exhibits significant performance

improvements depression recognition task. This signifies the ability

of SMFL to effectively enhance performance metrics, including F1-

score, precision, and accuracy, in multi-modal depression

recognition. Furthermore, these findings further affirm the

superiority and potential of the SMFL model in handling

depression recognition task.

3.3.2.3 Attention mechanism

In this section, different attention mechanisms were added to

SMFL model, and the results are as follows. It was observed that

utilizing the MMFL framework, which involves inserting a self-

attention mechanism between the TCN and LSTM modules, further

enhanced the model’s performance. Subsequently, Cross-Attention

was introduced on top of MMFL framework to fuse subsequent
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features. Compared to Self-Attention alone, the evaluation metrics of

the model improved by 2%, 3%, 4%, 10%, and 3%, respectively,

confirming the effectiveness of integrating Cross-Attention into the

model. Finally, theCross-Modal JointAttentionmechanism (CMJAT)

was added toamplify the representationofweak features.Compared to

Cross-Attention, there were improvements of 4% in F1-score, 2% in

specificity, 6% in recall, and 4% in accuracy. Furthermore, when

compared to the baseline TCN model, the overall performance of

themodelwas significantly optimized, with improvements of 13%, 7%,

21%, 2%, and 12% in the respective metrics. Based on these

experiments, it can be concluded that the components integrated

into the SMFL model have demonstrated excellent performance in

depression recognition tasks.
4 Discussion

Given the growing research in depression recognition, our study

aims to overcome the challenges associated with multi-modal

depression detection. Our investigation explored a variety of

modalities, incorporating patient response text, speech data, and

3D facial landmarks, among others. We introduced the Sentence-

level Multi-modal Feature Learning (SMFL) architecture, an

innovative framework designed for effective feature extraction

from patient data. Concurrently, we developed the Cross-Modal

Joint Attention (CMJAT) mechanism to enhance weaker modalities

by leveraging the strengths of more expressive ones.

To thoroughly evaluate the efficacy of our proposed approach, we

collected a Chinese depression dataset, MMD2023 and involved a

widely recognized DAIC-WOZ dataset to conduct experiments. The

MMD2023 dataset, composed of multi-modal features from 100

participants (67 depressed patients and 33 non-depressed

individuals), was meticulously assessed by professional psychiatrists

and includes a diverse range of demographic backgrounds, which is

critical for ensuring the generalizability of our findings across different

cultural contexts. Besides, the DAIC-WOZ dataset, containing data

from 192 patients, served as a robustness and generalization

benchmark for validating our model’s performance.

Through rigorous experimentation on these diverse datasets, our

results have indicated substantial enhancements over precedingmodels.

Specifically, our SMFL approach achieved accuracies of 91% on the

MMD2023dataset and 89%on theDAIC-WOZdataset, demonstrating
TABLE 4 Experimental results of different feature extractors and attention mechanisms in depression recognition.

Model F1-score Specificity Precision Recall Accuracy

TCN (all) 0.76 0.78 0.72 0.83 0.77

TCN (sentence) 0.79 0.81 0.75 0.85 0.79

TCN (sentence) + LSTM 0.83 0. 81 0.82 0.85 0.82

MMFL 0.83 0.80 0.83 0.80 0.82

MMFL + Cross-Attention 0.85 0.83 0.87 0.90 0.85

MMFL + Cross-Attention +CMJAT 0.89 0.85 0.93 0.85 0.89
The bold text is the best result among each column.
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its superior performance in binary depression classification. These

results underscore the potential of our methodology to provide a more

precise and balanced multi-modal feature representation, which is

crucial for accurate depression detection.

Simultaneously, the fully trained SMFL model can accomplish

depression diagnosis for an individual patient within approximately

five seconds. Although this duration may not be exceptional among

AI algorithms due to the comprehensive analysis of multi-modal

data and the trade-off for accurate diagnostic performance, it

remains significantly more efficient than traditional manual

diagnosis. Moreover, the intelligent diagnostic algorithm can

alleviate the workload of clinicians, aiding them in conducting

depression diagnosis and treatment more efficiently.

Wehave identified that diagnostic algorithmswill be influencedby

different language habits, living environments, cultural exchange, and

other related factors, leading to biases. But most extant depression

datasets are predominantly in English. To leverage these biases, we are

in the process of collecting the Chinese depression datasetMMD2023.

This dataset stands out by featuring an expanded participant pool and

multiple scales meticulously evaluated by professional psychiatrists,

thereby offering a significant contribution to the domain of Chinese

depression diagnosis.

Despite the demonstrable advantages of the proposed SMFL

algorithm in small-scale depression classification tasks, several areas

remain open for optimization. For instance, due to practical

constraints, the MMD2023 dataset collected in this study

comprises a limited number of samples and lacks extensive multi-

class classification for the cases. Additionally, the computational

complexity of the proposed model presents further opportunities

for refinement. We acknowledge these limitations and are

committed to addressing them in future work, thereby pushing

the boundaries of multi-modal depression recognition.

Constrained by the scarcity of domestic depression datasets, our

future work will primarily focus on augmenting the MMD2023

dataset by incorporating a more diverse range of participants, and

introducing multi-class labels to facilitate a more comprehensive

multi-class diagnosis of depression severity. Concurrently, we will

undertake a rigorous optimization of the SMFL model in future to

reduce computational complexity while maintaining diagnostic

efficacy, thereby enhancing the overall efficiency and applicability

of the model in clinical settings.
Data availability statement

The original contributions presented in the study are included

in the article/Supplementary Material. Further inquiries can be

directed to the corresponding authors.
Ethics statement

The study was reviewed and approved by the Institutional

Review Board (IRB) of Taiyuan Psychiatric Hospital (Approval #:

202018). The studies were conducted in accordance with the local
Frontiers in Psychiatry 12
legislation and institutional requirements. The participants

provided their written informed consent to participate in this

study. Written informed consent was obtained from the

individual(s) for the publication of any identifiable images or data

included in this article.
Author contributions

GZha: Conceptualization, Formal Analysis, Investigation,

Methodology, Writing – original draft, Writing – review &

editing. GZhu: Formal Analysis, Investigation, Methodology,

Writing – original draft, Writing – review & editing. YY: Formal

Analysis, Investigation, Writing – review & editing. GX:

Investigation, Writing – review & editing. SM: Formal Analysis,

Investigation, Methodology, Writing – original draft. HL:

Investigation, Formal Analysis, Writing – review & editing. ZR:

Conceptualization, Investigation, Methodology, Writing –

original draft.
Funding

The author(s) declare that financial support was received for the

research and/or publication of this article. This project was

supported by Fundamental Research Program of Shanxi Province

(No. 202203021211006), the Key Research Program of Taiyuan

University (No.21TYKZ01), and the open fund of Shanxi Province

Key Laboratory of Ophthalmology (No.2023SXKLOS04).
Conflict of interest

Author HL was employed by the company Shanxi Tongchuang

Technology Inc.

The remaining authors declare that the research was conducted

in the absence of any commercial or financial relationships that

could be construed as a potential conflict of interest.
Publisher’s note

All claims expressed in this article are solely those of the authors

and do not necessarily represent those of their affiliated organizations,

or those of the publisher, the editors and the reviewers. Any product

that may be evaluated in this article, or claim that may be made by its

manufacturer, is not guaranteed or endorsed by the publisher.
Supplementary material

The Supplementary Material for this article can be found online

at: https://www.frontiersin.org/articles/10.3389/fpsyt.2025.

1439577/full#supplementary-material
frontiersin.org

https://www.frontiersin.org/articles/10.3389/fpsyt.2025.1439577/full#supplementary-material
https://www.frontiersin.org/articles/10.3389/fpsyt.2025.1439577/full#supplementary-material
https://doi.org/10.3389/fpsyt.2025.1439577
https://www.frontiersin.org/journals/psychiatry
https://www.frontiersin.org


Zhang et al. 10.3389/fpsyt.2025.1439577
References
1. Organization WH. Depression and other common mental disorders: global health
estimates. Geneva: World Health Organization (2017).

2. DanialiH,MartinussenM,FlatenMA.Aglobalmeta-analysisofdepression,anxiety, and
stress before and during COVID-19.Health Psychol. (2023) 42:124. doi: 10.1037/hea0001259

3. O’Connor EA, Perdue LA, Coppola EL, Henninger ML, Thomas RG, Gaynes BN.
Depression and suicide risk screening: updated evidence report and systematic review
for the US preventive services task force. JAMA. (2023) 329:2068–85. doi: 10.1001/
jama.2023.7787

4. Kroenke K, Strine TW, Spitzer RL, Williams JB, Berry JT, Mokdad AH. The PHQ-
8 as a measure of current depression in the general population. J Affect Disord. (2009)
114:163–73. doi: 10.1016/j.jad.2008.06.026

5. Wang Q, Yang H, Yu Y. Facial expression video analysis for depression detection
in Chinese patients. J Visual Commun Image Represent. (2018) 57:228–33. doi: 10.1016/
j.jvcir.2018.11.003

6. Senn S, Tlachac M, Flores R, Rundensteiner E eds. Ensembles of bert for
depression classification. In: 2022 44th Annual International Conference of the IEEE
Engineering in Medicine & Biology Society (EMBC). Glasgow, Scotland, United
Kingdom: IEEE.

7. Flores R, Tlachac M, Toto E, Rundensteiner E. Transfer learning for depression
screening from follow-up clinical interview questions. In: Deep Learning Applications,
vol. 4. Singapore: Springer Nature Singapore (2022). p. 53–78.

8. Wang J, Ravi V, Alwan A eds. Non-uniform speaker disentanglement for
depression detection from raw speech signals. In: Interspeech. Dublin, Ireland: NIH
Public Access.

9. Ray A, Kumar S, Reddy R, Mukherjee P, Garg R eds. Multi-level attention network
using text, audio and video for depression prediction. In: Proceedings of the 9th
international on audio/visual emotion challenge and workshop. New York, NY,
United States: Association for Computing Machinery.

10. Rodrigues Makiuchi M, Warnita T, Uto K, Shinoda K eds. Multimodal fusion of
bert-cnn and gated cnn representations for depression detection. In: Proceedings of the
9th International on Audio/Visual Emotion Challenge and Workshop. New York, NY,
United States: Association for Computing Machinery.

11. Cao Y, Hao Y, Li B, Xue J. Depression prediction based on BiAttention-GRU. J
Ambient Intell Humaniz Comput. (2022) 13:5269–77. doi: 10.1007/s12652-021-
03497-y

12. Bucur A-M, Cosma A, Rosso P, Dinu LP eds. It’s just a matter of time: Detecting
depression with time-enriched multimodal transformers. In: European Conference on
Information Retrieval. Dublin, Ireland: Springer.
Frontiers in Psychiatry 13
13. Rahman ABS, Ta H-T, Najjar L, Azadmanesh A, Gönül AS. DepressionEmo: A
novel dataset for multilabel classification of depression emotions. arXiv preprint
arXiv:240104655. (2024) 366:445–45. doi: 10.1016/j.jad.2024.08.013
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