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The extent to which meaning is involved in reading aloud has proven an area of longstanding debate, and current computational models differ on this dimension. The connectionist triangle model proposes that normal individuals rely on semantic information for correct reading of words with atypical spelling-sound relationships, but to varying degrees. This proposed individual difference would account for the varying stage of decline at which patients with semantic dementia first show the reading impairment known as surface dyslexia. Recent neuroimaging data has provided validation of this view, showing that individual differences in degree of semantic reliance during exception word reading predict the amount of activation in left anterior temporal regions associated with semantic processing. This study aimed to establish the cognitive correlates of individual differences in semantic reliance during exception word reading. Experiment 1 used a subgrouping approach with 32 participants and found larger imageability and semantic priming effects specifically for exception word reading amongst high relative to low semantic reliance readers. High semantic reliance readers also tended to read nonwords more slowly than low semantic reliance readers. A second experiment used a regression approach with 129 readers and confirmed the relationship of degree of semantic reliance both to imageability effects in exception word reading and speed of nonword reading. Further, while the performance of the higher semantic readers revealed no significant association with semantic processing tasks, there was a negative relationship with rhyme processing tasks. We therefore speculate that differences in phonological abilities may be responsible for varying degrees of semantic reliance in reading aloud. This proposal accords with the results of functional imaging showing that higher semantic reliance during exception word reading corresponds to lower activation in left pre-central gyrus, an area associated with direct spelling sound mapping and phonological processing. Our results therefore establish the nature of systematic individual differences in degree of semantic involvement amongst normal readers, and suggest directions for future neuroimaging and computational modeling research to uncover their origins.
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INTRODUCTION

Although there is general agreement that the process of normal reading aloud involves use of a combination of sub-word and whole-word procedures to map between spelling and sound, the nature of each of these procedures remains controversial. According to the localist dual-route computational model (Coltheart et al., 2001), nonwords (novel letter strings) are read aloud via a system of grapheme-phoneme correspondence rules within a nonlexical route, and exception words (with atypical spelling-sound correspondences) require processing via a direct lexical route, while an additional unimplemented lexical-semantic pathway can provide access to word meaning. In contrast, a distributed connectionist model based on learnt probabilistic associations (Plaut et al., 1996) has demonstrated that both nonwords and exception words could be read aloud correctly via a single direct pathway between spelling and sound. When a semantic pathway was included in this model during learning, then the lower-frequency exception words came to rely upon activation of meaning for their correct pronunciation. Yet the role of semantic processing in exception word reading has remained controversial due to a failure to observe this selectivity in large scale studies of normal reading (Balota et al., 2004) and variability in exception word reading impairments amongst patients with semantic deficits (Blazely et al., 2005). Recent neuroimaging data has supported the proposal that there are considerable individual differences in the degree of semantic reliance during exception word reading (Hoffman et al., 2015). In this paper, we harness the semantic dimensions of imageability and semantic priming to understand the nature of these individual differences in degree of semantic reliance amongst normal readers.

Initial investigations of individual differences in normal reading aloud were framed entirely within an unimplemented dual-route framework. Baron and Strawson (1976) were the first to demonstrate the impact of spelling-sound typicality [in terms of the extent to which words obeyed the pronunciation rules of Veneszky (1970)] upon word reading speed in normal participants (Experiment 1). They also considered the extent to which readers may rely on a subword (which they called orthographic) procedure or a whole-word (which they called lexical) procedure, leading them to contrast the performance of two groups of “Phoenician” and “Chinese” readers respectively (Experiment 2). Phoenician readers were those who were good at determining whether the pronunciation of a nonword was identical to a known word. Chinese readers were those who were good spellers and able to recognize correct spellings in a forced choice test. As predicted, the Phonecian readers showed a larger difference between regular and exception words (processed via subword and whole-word mechanisms respectively) than Chinese readers (for whom all items were thought to be translated to phonology via the whole-word mechanism). Baron and Strawson considered these results to provide good evidence for the functional independence of the subword and whole-word procedures.

The distinction between Phoenician and Chinese readers was later pursued by Brown et al. (1994), following the dual-route logic that nonwords were read correctly by the nonlexical route, exception words were read correctly via the direct lexical route, and regular words were read correctly via either route. In this study, nonword homophone decision, spelling to dictation and forced choice spelling tasks were used to classify readers as Phoenician or Chinese. The predictions for the Phoenicians were that they should show faster nonword reading RTs and smaller effects of the number of syllables (the latter was assumed to reflect greater automaticity of nonlexical functioning) plus a smaller advantage for words (i.e., a reduced lexicality effect) in a mixed list of regular words and nonwords. These predictions were supported overall, but not when subgroups matched on word reading times were considered. Chinese readers, in contrast, were predicted to have faster exception word naming latencies and smaller frequency effects for these items (the latter was assumed to reflect greater automaticity of lexical functioning) plus a smaller advantage for regular words over exception words; but the results revealed the opposite pattern.

Given the somewhat inconsistent findings of initial explorations into normal individual differences in reading aloud, attention turned to neuropsychology as a means to reveal the functional architecture of the reading system (Patterson and Hodges, 1992; Patterson and Marcel, 1992). At the same time, a connectionist model of reading aloud demonstrated that all words could be processed via a single direct pathway between spelling and sound (Seidenberg and McClelland, 1989). Initially, this approach had difficulty in accounting for strong dissociations in nonword and exception word reading ability seen in some patients (Patterson et al., 1996). Indeed, the need to account for the selective deficits in exception word reading observed in surface dyslexia was a key motivation for extension of the connectionist account to implement an approximation of the semantic pathway necessary for activation of word meaning (Plaut et al., 1996).

The inclusion of a version of the semantic pathway in the connectionist triangle model allowed a good simulation of surface dyslexic reading due to the fact that a division of labor emerged in the model over the course of training which maximized the efficiency of the overall functioning of the model. As learning progressed, the direct nonsemantic pathway came to specialize in mappings that were high in frequency and/or typicality, because the model could then fall back on the whole-word activation available from the semantic pathway to ensure correct pronunciations of items low in frequency or typicality and especially both. Due to this division of labor in the model, when it was lesioned by reducing the semantic contribution to phonology in order to approximate impaired semantic processing, the model produced the selective deficit in exception word reading that defines surface dyslexia, with the errors corresponding to the regularizations made by the patients (e.g., pint read to rhyme with mint).

While the division of labor simulations in the triangle model demonstrated its ability to account for surface dyslexia, it also seemed to entail a very strong prediction: all patients who have semantic deficits should also have surface dyslexia. This prediction did seem to fit many patients within the literature, particularly those with semantic dementia (SD), a selective progressive deficit of semantic knowledge associated with atrophy of the anterior temporal lobes (Patterson and Hodges, 1992; Graham et al., 2000). Yet this pattern was not universally observed: a few SD patients were reported in the literature with a dissociation between their impaired semantic knowledge and intact exception word reading (e.g., Cipolotti and Warrington, 1995; Blazely et al., 2005).

Traditional neuropsychology emphasizes the importance of single cases of dissociation over larger scale association observed in case-series studies. Hence the existence of even one patient with impaired semantic knowledge but preserved exception word reading was held to demonstrate that the close relationship between the two abilities seen in many other patients was merely an accident of anatomical contiguity: areas involved in exception word reading might be adjacent to those involved in semantic memory, such that most lesions would affect both. Thus, even a few dissociations between semantic and exception word reading abilities were argued to disprove the validity of the connectionist account of surface dyslexia (Blazely et al., 2005; Coltheart et al., 2010).

One reason that traditional neuropsychology can place such a heavy weight upon evidence from single cases is because it is assumed that any differences between individuals in terms of their cognitive abilities/processing styles before they suffered brain damage are likely to exert a negligible impact on post-lesion performance (Shallice, 1988). There is, however, evidence that people's pre-morbid experience and knowledge does appreciably influence their performance after brain damage (e.g., Jefferies et al., 2011), and this would seem to be particularly likely with a later acquired skill like reading. This led Plaut (1997) to propose that dissociations between semantic knowledge and exception word reading might result from variations in the degree of division of labor within the reading system. His simulations demonstrated that versions of the connectionist triangle model trained with strong semantic support developed a marked division of labor, such that when the semantic contribution was reduced to approximate SD, severe surface dyslexia was the result. In contrast, those versions of the model trained with weak semantic support developed a milder division of labor, meaning that when the semantic contribution was reduced, exception word reading was spared, producing the pattern seen in the key single dissociation cases.

This idea was pursued by Woollams et al. (2007) in the context of a large case-series study of reading aloud in SD. Their computational simulations involved training multiple versions of the connectionist triangle model with varying semantic support and then lesioning them by reducing and disrupting semantic activation to differing degrees to emulate the progressive decline in conceptual knowledge that characterizes SD. The patient data showed an overwhelming association between degree of conceptual deterioration (on semantic tests not involving reading) and degree of impaired exception word reading, mimicking the simulation data. Nevertheless, there was considerable variation between different patients in terms of the extent of the reading deficit seen at any given level of semantic deficit. Indeed, three of the SD cases (out of 51), initially had intact low-frequency exception word reading. Yet, when followed longitudinally, all three cases progressed into surface dyslexia. Within the context of a larger case series, these temporary dissociations appear to represent extremes within a normal distribution. Woollams et al. (2007) therefore proposed that the amount of semantic damage needed to produce surface dyslexia in a given individual at least in part reflected their pre-morbid degree of reliance on semantic information for exception word reading. Further simulation work has explored the extent to which pre-morbid individual differences in reading exposure and direct pathway resources can impact upon the correspondence between performance on semantic tasks and exception word reading (Dilkina et al., 2008).

The division of labor hypothesis makes the clear prediction that semantic effects in normal reading aloud should be most apparent for words with exceptional spelling sound mappings. One semantic dimension that has been often studied in the context of reading aloud is that of imageability, which is usually measured by ratings of the extent to which a word's referent evokes a mental image (Paivio et al., 1968). Connectionist models have incorporated the dimension of imageability into their semantic representations in terms of either variation in the number of semantic features (Plaut and Shallice, 1993) or the degree of intercorrelation between semantic features (Harm and Seidenberg, 2004). In either case, semantic activation of phonology during reading aloud is stronger for high than low imageability words. This then confers a performance benefit to high over low imageability words. In line with the division of labor hypothesis, Harm and Seidenberg (2004) demonstrated that imageability produced its strongest effects on the reading of low frequency exception words within their instantiation of the connectionist triangle model. This accurately simulates previous research showing significant effects of imageability only upon exception word reading in normal readers (Strain et al., 1995; Shibahara et al., 2003; Woollams, 2005).

A similar result is obtained when the impact of semantic priming upon reading aloud is examined. In this paradigm, the extent to which reading of a given word is facilitated by prior presentation of a semantically related word related to an unrelated word is assessed. Cortese et al. (1997) demonstrated stronger semantic priming effects for exception than regular words, as expected according to the division of labor account. Semantic priming effects on lexical decision have been simulated within connectionist models through assuming that related primes share semantic features and often co-occur with the target (Plaut and Booth, 2000), although the impact of semantic priming on reading aloud has yet to considered.

Although reported in multiple studies, the interaction between regularity and imageability predicted by the division of labor account has failed to replicate in large scale megastudies of reading aloud (Balota et al., 2004). The hypothesis that there are individual differences in the degree of semantic reliance offers an explanation of why the effects of semantic variables for exception words may prove unreliable, as they would only be appreciable for a subset of participants.

As to which participants might be expected to show the strongest effects of meaning level variables on exception word reading, Hoffman et al. (2015) developed a behavioral measure to tap the extent to which individuals relied upon the semantic vs. direct pathway. Low imageability words provide weaker semantic activation of phonology than high imageability words by virtue of fewer features with lower intercorrelations (Plaut and Shallice, 1993; Harm and Seidenberg, 2004), hence performance on these items should best reveal the operation of the direct pathway. Readers who rely little on semantics for exception word reading should be able to process words with both typical and atypical spelling-to-sound relationships primarily via their direct pathway, and should therefore show small consistency effects for low imageability items. In contrast, readers who rely strongly on semantics will have to wait for slower additional whole-word activation from meaning to support pronunciation of atypical words, and hence these readers should show large consistency effects for low imageability items. In a crucial link between individual differences in normal reading and the neuropsychological data, Hoffman et al. (2015) found that this behavioral index predicts the amount of activation during reading in an area of the left lateral anterior temporal lobe that responds more strongly to exception than regular words, consistent with the idea that it measures the degree of an individual's semantic reliance during exception word reading.

The aims of this study were to establish the cognitive correlates of the semantic reliance (SR) index introduced by Hoffman et al. (2015). Firstly, we tested the prediction that performance on this measure should correspond to variation in the semantic effects of imageability and semantic priming, as these have both been shown to exert their influence specifically on exception word reading. Secondly, we investigated whether the SR index corresponds to differences in the representation of subword mappings along the direct pathway by considering performance on nonword reading, as this is a task that allows assessment of orthography to phonology conversion without semantic influence. Thirdly, we considered how the SR index corresponds to performance in written and spoken semantic and phonological tasks, in order to determine if variation in semantic reliance in reading is linked to individual differences in language processing more generally. We explored these issues across two experiments, the first adopting a focused subgrouping approach to word and nonword reading and the second adopting a larger scale regression approach to semantic and phonological processing.

EXPERIMENT 1

Experiment 1 considered whether the reading aloud performance seen for low SR and high SR readers varies in principled ways according to the predictions of the connectionist triangle model. Firstly, we would expect the high SR readers to show a larger effect of imageability than low SR readers for words with atypical spelling-sound correspondences, but with no such differences apparent for typical words. Secondly, we sought convergent evidence of differences in semantic reliance using a semantic priming task, with the expectation that high SR readers should show larger effects of semantic priming for atypical words than low SR readers, but again with no difference for typical words. Thirdly, we attempted to assess associated differences in the structure of the direct route suggested by the division of labor hypothesis by considering nonword reading performance. To the extent that the high SR readers have a direct pathway specialized to consistent spelling-sound mappings, then they may be more likely than low SR readers to produce the most common pronunciations for nonwords with inconsistent bodies. Moreover, as high SR readers would have relatively little competition from alternative spelling-sound mappings along the direct pathway, the nonword reading times of such individuals might also be characterized by a smaller consistency effect than seen for low SR readers.

Method

Participants

Thirty two members of the MRC Cognition and Brain Sciences Unit volunteer panel were paid for their participation in this study. All were native speakers of British English, aged between 18 and 40 years. The research was approved by the Cambridgeshire Local Research Ethics Committee.

Stimuli

The properties of the four stimulus sets used in the present study are summarized in Tables 1–4.


Table 1. Average values (and standard deviations) for the imageability word set on a range of psycholinguistic variables.
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Imageability

The first set of items consisted of a factorial manipulation of spelling-sound consistency and imageability, with 40 monosyllabic items per cell, and are listed in Appendix A (Supplementary Material). Items consisted of quartets across the conditions that were matched in terms of their initial phoneme. We chose to manipulate spelling-sound consistency rather than grapheme-phoneme regularity as the former has shown to be more influential upon word reading performance in skilled adults (Cortese and Simpson, 2000). All of the consistent words were regular according to the nonlexical route of the DRC model (Coltheart et al., 2001) and perfectly consistent in that they had orthographic bodies that were always pronounced in the same way (Jared, 1997, 2002), meaning that they all had a type and token consistency ratio (number of friends/number of friends-number of enemies and summed frequency of friends/summed frequency of friends-summed frequency of enemies respectively) of 1 (Ziegler et al., 1997). The inconsistent words all had orthographic bodies that were pronounced with a different rime in at least one other word, with 29 of the low imageability and 28 of the high imageability items also being irregular according to the nonlexical route of the DRC model.

The properties of the stimuli are displayed in Table 1 and were analyzed using a series of 2 (consistency) by 2 (imageability) ANOVAs. Imageability ratings (Paivio et al., 1968) showed only the expected main effect of imageability [F(1, 156) = 431.84, p < 0.0005], with no reliable effects of consistency or any interaction [Fs(1, 156) < 0.004, ps > 0.951]. Unsurprisingly, Age of Acquisition ratings (Kuperman et al., 2012) showed a main effect of imageability [F(1, 151) = 26.42, p < 0.0005], with no reliable effects of consistency or any interaction [Fs(1, 151) < 0.576, ps > 0.449]. The significant difference across imageability on Age of Acquisition within our stimuli reflects the correlation between these two measures (McFalls et al., 1996). We are of the view that age of acquisition effects emerge from the operation of the semantic pathway, due to differences in the semantic representation (Brysbaert et al., 2000) or the links between phonology and semantics (Lambon Ralph and Ehsan, 2006). Hence, as per imageability, age of acquisition provides an index of the strength of semantic activation of phonology during reading, which is the dimension we aimed to capture with our index of semantic reliance.

No significant differences across conditions were apparent for: SUBTLEX word form (Brysbaert and New, 2009) frequency [Fs(1, 154) < 0.047, ps > 0.494]; (Kucera and Francis, 1967) frequency [Fs(1, 156) < 0.043, ps > 0.835]; number of letters [Fs(1, 156) < 2.21, ps > 0.139]; number of phonemes [Fs(1, 156) < 0.739, ps > 0.391]; and orthographic body neighborhood size [Fs(1, 156) < 1.64, ps > 0.202]. Number of friends and summed KF frequency of friends showed the expected main effects of consistency, although only marginally significantly so for the latter [F(1, 156) = 90.05, p < 0.0005; F(1, 156) = 2.77, p = 0.098], with no reliable effects of imageability or any interaction [Fs(1, 156) < 0.673, ps > 0.413]. Number of enemies and summed KF frequency of enemies also showed the expected main effects of consistency [F(1, 156) = 215.90, p < 0.0005; F(1, 156) = 18.15, p < 0.0005], with no reliable effects of imageability or any interaction [Fs(1, 156) < 0.191, ps > 0.169]. Lastly, both type and token consistency ratio showed significant main effects of consistency [F(1, 156) = 1643.14, p < 0.0005; F(1, 156) = 329.29, p < 0.0005], but no main effect of imageability or interaction [Fs(1, 156) < 0.072, ps > 0.789].

Priming

The second set of items consisted of a factorial manipulation of spelling-sound consistency and semantic priming, with 20 targets and primes per cell, and are listed in Appendix B (Supplementary Material). No target or prime items overlapped with the imageability set, and all were of medium imageability according to the Cortese and Fugett (2004) norms. Targets were monosyllabic and were paired to related primes using the Maki et al. (2006) norms. Within consistency, two sets were constructed, such that for one participant, Set A would appear with related primes, while Set B would appear with unrelated primes (formed by repairing primes and targets in the set), while for the next participant, this assignment of sets to relatedness conditions would be reversed. All but three of the consistent targets were regular according to the nonlexical route of the DRC model (Coltheart et al., 2001) and all were perfectly consistent with a type and token consistency ratio of 1. The inconsistent words all had orthographic bodies that were pronounced with a different rime in at least one other word, with 27 items also being irregular according to the nonlexical route of the DRC model.

With respect to the properties of the targets, displayed in Table 2, a series of 2 (consistency) by 2 (set) ANOVAs showed no significant differences across conditions for: imageability ratings [Fs(1, 76) < 1.39, ps > 0.243]; Age of Acquisition ratings [Fs(1, 76) < 2.27, ps > 0.136]; SUBTLEX word form frequency [Fs(1, 76) < 0.826, ps > 0.366]; CELEX (Baayen et al., 1993) written frequency [Fs(1, 76) < 1.79, ps > 0.185]; number of letters [Fs(1, 76) < 1.87, ps > 0.175]; number of phonemes [Fs(1, 76) < 0.028, ps > 0.867]; and orthographic body neighborhood size [Fs(1, 76) < 0.618, ps > 0.434]. Number of friends and summed CELEX frequency of friends showed the expected main effects of consistency [F(1, 76) = 70.18, p < 0.0005; F(1, 76) = 7.24, p = 0.009], with no reliable effects of set or any interaction [Fs(1, 76) < 0.790, ps > 0.377]. Number of enemies and summed CELEX frequency of enemies also showed the expected main effects of consistency [F(1, 76) = 55.76, p < 0.0005; F(1, 76) = 24.32, p < 0.0005], with no reliable effects of set or any interaction [Fs(1, 76) < 0.223, ps > 0.638]. Lastly, both type and token consistency ratio showed significant main effects of consistency [F(1, 76) = 694.95, p < 0.0005; F(1, 76) = 106.16, p < 0.0005], but no main effect of set or interaction [Fs(1, 76) < 2.31, ps > 0.133].


Table 2. Average values (and standard deviations) for the semantic priming word targets on a range of psycholinguistic variables.
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The properties of the primes are displayed in Table 3. A series of 2 (consistency) by 2 (set) ANOVAs showed a marginally significant set effect for SUBTLEX word form frequency [Fs(1, 76) = 2.94, p = 0.090], but no differences across consistency or any interaction [Fs(1, 76) < 0.109, ps > 0.742], and there were not any significant differences for CELEX written frequency [Fs(1, 76) < 1.60, ps > 0.210]. No significant differences were seen across conditions for: number of letters [Fs(1, 76) < 0.676, ps > 0.414]; number of syllables [Fs(1, 76) < 0.831, ps > 0.365]; forward association strength from prime to target [Fs(1, 76) < 1.90, ps > 0.173]; backward association strength from target to prime [Fs(1, 76) < 2.41, ps > 0.125], and semantic distance between prime and target computed from WordNet [Fs(1, 76) < 1.27, ps > 0.264] and using LSA [Fs(1, 76) < 4.03, ps > 0.709].


Table 3. Average values (and standard deviations) for the semantic priming word primes on a range of psycholinguistic variables.
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Nonwords

The third set of items consisted of 160 nonwords based on the consistency by imageability word set described above and are listed in Appendix C (Supplementary Material). In order to ensure that initial phoneme matching was preserved across consistency, these nonwords were formed by swapping onsets within each list of 40 items. Statistics concerning the consistency of the pronunciation of the nonwords, as presented in Table 4, were computed assuming the “regular” nonword pronunciation as produced by the nonlexical route of the DRC model (Coltheart et al., 2001). A series of t-tests confirmed that the consistent and inconsistent body nonwords did not differ on letter length, phonemic length, body neighborhood and summed KF frequency of friends [t(1, 158) < 0.849, p > 0.397] and did differ on number of friends, number of enemies, summed KF frequency of enemies, and type and token feedforward consistency ratios [t(1, 158) > 3.63, p < 0.0005].


Table 4. Average values (and standard deviations) for the consistent and inconsistent body nonwords on a range of psycholinguistic variables.
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Procedure

Participants completed the three tasks (reading aloud of the imageability words, the semantic priming words, and the nonwords) across two sessions, separated by at least 2 weeks. In one session they completed the imageability by consistency and semantic priming by consistency word lists, always in this order to prevent biasing a semantic processing strategy by presentation of related primes in the first task. The two versions of the priming task were alternated according to the order of enlistment. In order to prevent priming due to the overlap of orthographic bodies, the nonword list was completed in a separate session. The order of sessions was counterbalanced across participants.

For the imageability by consistency word reading and matched nonword reading tasks, participants were instructed to read the letter string aloud as soon as possible while avoiding errors. Each trial involved presentation of a white fixation cross for 500 ms, followed by the letter string in lower case until response, up to a maximum of 2000 ms, using DMDX software (Forster and Forster, 2003). Latencies were derived using a microphone mounted on a headset via a voicekey algorithm. Any mistriggers and accuracy of response were monitored by the experimenter. Responses to each item were also recorded into .wav files for later offline response coding. The next trial then appeared after 250 ms. Participants completed 12 representative practice trials before completing the main block of 160 items, which were randomized anew for each participant. The procedure for the eight practice and 80 critical items for the semantic priming word reading task was identical, with the exception that a 500 ms uppercase prime intervened between the fixation cross and the target word.

Results

Imageability

We first needed to quantify each person's degree of semantic reliance for exception word reading on the SR index. To achieve this, we computed inverse efficiency measures (Röder et al., 2007; Roberts et al., 2010) for each condition by dividing the correct reaction time with the proportion correct, then computed the consistency effect (inconsistent-consistent) for the low imageability items. The 16 participants with the smallest consistency effect were deemed low SR readers and the 16 with the largest consistency effect high SR readers. Cell means and standard deviations of correct reaction times and error rates for each group are provided in Table 5. We conducted a 2 (between: reader group) by 2 (within: consistency) by 2 (within: imageability) ANOVA for each dependent variable. The results revealed a main effect of group, indicating faster and more accurate responses for the low than high SR readers [F(1, 30) = 7.06, p = 0.013; F(1, 30) = 13.40, p = 0.001]. There were main effects of consistency [F(1, 30) = 25.81, p < 0.0005; F(1, 30) = 111.40, p < 0.0005] and a consistency by group interaction [F(1, 30) = 21.93, p < 0.0005; F(1, 30) = 18.14, p < 0.0005], reflecting the larger consistency effects for the high than low SR readers. There were main effects of imageability [F(1, 30) = 7.61, p = 0.010; F(1, 30) = 440.67, p < 0.0005], and an imageability by group interaction in errors [F(1, 30) = 53.17, p = 0.017], due to a larger imageability effect for the high than low SR readers. There was a significant interaction between consistency and imageability in errors [F(1, 30) = 320.36, p < 0.0005] and critically, the three way interaction between group, consistency and imageability was also significant in errors [F(1, 30) = 35.60, p = 0.001]. This indicated that, as predicted, high SR readers showed a significantly bigger imageability effect than the low SR readers for the inconsistent words [t(30) = 3.17, p = 0.003], but not for the consistent words [t(30) = 0.63, p = 0.533]. As can be seen in Figure 1, both groups showed significant imageability effects for the inconsistent but not consistent words.


Table 5. Average values (and standard deviations) of RT and error rates for the low and high SR readers according to consistency and imageability.
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FIGURE 1. Percentage imageability effect seen in error rates for each reader group (high vs. low semantic reliance) according to consistency. Error bars represent standard error. Asterisks indicate significant imageability effects of p < 0.0005.



Priming

We considered the impact of the same subgrouping of low and high SR readers (based on the size of the consistency effect in inverse efficiency for low imageability words) upon the size of the semantic priming effects observed for consistent and inconsistent words. Cell means and standard deviations of correct reaction times and error rates for each group are provided in Table 6. A 2 (between: reader group) by 2 (within: consistency) by 2 (within: priming) ANOVA was conducted on each variable. There were main effects of consistency in both reaction times and error rates [F(1, 30) = 56.18, p < 0.0005; F(1, 30) = 19.23, p < 0.0005] and a consistency by group interaction in reaction times [F(1, 30) = 13.85, p = 0.001], reflecting the larger consistency effects for the high than low SR readers. Reaction times also showed a main effect of priming [F(1, 30) = 19.47, p < 0.0005], and a priming by group interaction [F(1, 30) = 16.61, p < 0.0005], due to a larger priming effect for the high than low SR readers. There was a marginally significant interaction between consistency and priming in reaction times [F(1, 30) = 3.09, p = 0.089], but most importantly, the three way interaction between group, consistency and priming was also significant [F(1, 30) = 4.18, p = 0.050]. This indicated that high SR readers showed a significantly bigger priming effect than the low SR readers for the inconsistent words [t(30) = 3.47, p = 0.002], but this did not hold for the consistent words [t(30) = 1.13, p = 0.268]. As can be seen in Figure 2, the low SR readers did not show any reliable priming effect, whereas the high SR readers showed significant priming effects for inconsistent but not consistent words.


Table 6. Average values (and standard deviations) of RT and error rates for the low and high SR readers according to consistency and priming.
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FIGURE 2. Average priming effect seen in reaction times for each reader group (high vs. low semantic reliance) according to consistency. Error bars represent standard error. Asterisks indicate significant priming effects of p < 0.005.



Nonwords

As the proportion of words containing a particular body-rime mapping has been found to be the strongest determinant of nonword reading performance (Andrews and Scarratt, 1998), we ranked the possible pronunciations for any given nonword according to the number of word types containing that body-rime correspondence, and the pronunciation containing the most common correspondence was considered to be the “consistent” one. A full list os pronunciations is provided in Appendix D (Supplementary Material). Of course, the consistent nonwords contained bodies that correspond to only one rime. Cell means and standard deviations are provided in Table 7. A 2 (between: reader group) by 2 (within: consistency) ANOVA on the percentage of nonword responses corresponding to the body pronunciation of one or more real words revealed (a) a main effect of group [F(1, 30) = 5.21, p = 0.030]: fewer such “extant” pronunciations were given by high than low SR readers; and (b) a main effect of consistency [F(1, 30) = 27.82, p < 0.0005], as more of these responses were seen for consistent than inconsistent nonwords, with no significant interaction between the two factors. A 2 (between: reader group) by 2 (within: pronunciation type) ANOVA on the type of body pronunciation given for inconsistent nonwords revealed a main effect of pronunciation type [F(1, 30) = 1479.24, p < 0.0005], but contrary to expectation, no significant interaction with reader group. A 2 (between: reader group) by 2 (within: consistency) ANOVA on the RTs for consistent nonword pronunciations revealed a marginally significant main effect of group [F(1, 30) = 3.00, p = 0.093], due to the slower RTs for high than low SR readers, and a significant main effect of consistency [F(1, 30) = 15.37, p < 0.0005]; but again, the interaction between group and consistency was not significant.


Table 7. Percentage extant body-rime pronunciations and reaction times for the most common body pronunciation for the low and high SR readers according to consistency (standard deviations given in parentheses).
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Discussion

The goal of Experiment 1 was establish the cognitive correlates of variations in the degree of semantic reliance during exception word reading in terms of semantic effects for words and nonword pronunciations. We computed an index of semantic reliance based on the size of the consistency effect seen for low imageability items during reading aloud. This was based on the rationale that low SR readers with a small consistency effect read all words primarily via their direct pathway, while high SR readers with a large consistency effect require more semantic activation for correct reading of atypical words. Hence we would expect high SR readers to show a larger effect of imageability than low SR readers for inconsistent words, but not consistent words, and this was indeed the case in errors. It should be noted that this difference is not an artifact of the use of values for low imageability words in defining the SR index, as the high SR readers could have also have performed more poorly than the low SR readers on the high imageability inconsistent words, which would have produced only a two-way interaction between consistency and group. Moreover, we also found that high SR readers showed a larger effect of semantic priming in reaction times than low SR readers for inconsistent words, but not consistent words. These findings confirm that our measure taps degree of semantic involvement specifically for items with atypical spelling-sound mappings.

The division of labor account also suggests that differential semantic reliance during reading aloud for atypical words should have consequences for the structure of the direct pathway, because it allows this to specialize to common and consistent spelling-sound mappings, maximizing the performance of the system as a whole. We sought evidence for this proposal by comparing the nonword reading performance of the two types of readers. The results indicated that the high SR readers were less likely than low SR readers to produce nonword pronunciations corresponding to an extant body-rime mapping for both inconsistent and also consistent words, suggesting some difficulty with using higher order systematicities between spelling and sound. Contrary to expectations, we did not find any evidence for specialization of the direct pathway of high SR readers to consistent mappings: both groups produced similar proportions of consistent pronunciations for inconsistent nonwords, and the magnitudes of their RT consistency effects for nonwords were comparable, although the high SR readers tended to be generally slower.

Overall then, this experiment confirms that the SR index based on the size of the consistency effect for low imageability words seems to provide a valid marker for higher semantic reliance specifically for reading words with atypical spelling-sound mappings, as high SR readers showed significantly larger imageability and semantic priming effects than low SR readers specifically for these items. Yet high SR readers did not show any evidence of a direct pathway that had specialized to consistent body-rime mappings. In fact, they tended to show poorer performance on nonword reading in general, irrespective of consistency. Given the established link between nonword reading and phonological processing ability (Pennington et al., 1990), this result suggests we might see some individual differences in phonological processing tasks that correspond to the SR index. In addition, it may be that the larger semantic effects observed for high SR readers in exception word reading are associated with superior semantic processing ability. We explored this issue using written and spoken semantic and phonological processing tasks in a larger sample in Experiment 2.

EXPERIMENT 2

The goal of Experiment 2 was to identify cognitive correlates of the differences in degree of semantic reliance during reading aloud in a large group of normal readers in nonreading language tasks. Reading acquisition builds upon the previously developed primary language systems of semantics and phonology (Patterson and Lambon Ralph, 1999; Harm and Seidenberg, 2004). Experiment 2 therefore used both written and spoken tests of semantic and phonological processing. It is possible that a higher degree of semantic reliance during reading aloud is associated with relatively strong semantic processing and/or relatively weak phonological processing. Individuals with poor reading comprehension have deficits in written synonym judgment and also in spoken category fluency (Nation and Snowling, 1998), hence we chose to use these tasks to tap semantic processing. Developmental dyslexics, on the other hand, show deficits in written rhyme judgment (Hoeft et al., 2006) and spoken rhyme fluency (Fraser et al., 2010), hence we chose to use these tasks to tap phonological processing. Our expectations were that high SR readers would show better performance on the semantic tasks of synonym judgment and category fluency, and/or poorer performance on the phonological tasks of rhyme judgment and rhyme fluency, none of which require any reading aloud.

Method

Participants

One hundred and twenty nine University of Manchester undergraduate psychology students participated in this study for course credit. All were native speakers of British English, aged between 18 and 40 years. The research was approved by the University of Manchester Research Ethics Committee.

Stimuli

For the Imageability and Nonword tasks, the stimuli used were identical to those from Experiment 1.

Judgment tasks

Semantic processing was tapped by computerized administration of the Synonym Judgment test from the PALPA (Test 50, Kay et al., 1992). This test consists of 30 pairs of items, half high imageability (e.g., shovel-spade) and half low imageability (e.g., menace-threat), with items in the two classes matched across word frequency. These 30 pairs of items were then re-combined within each imageability class to provide the foil trials (e.g., throng-spade, agreement-threat).

Phonological processing was assessed via computerized administration of the Rhyme Judgment test from the PALPA (Test 15, Kay et al., 1992). This test consists of 60 pairs of written words, half of which rhyme and half of which do not. For the rhyming pairs, words can share both orthographic body and phonological rhyme (e.g., town-gown) or phonological rhyme only (e.g., horse-force). Similarly, the nonrhyming trials either differ on both dimensions (e.g., dome-bomb) or on phonological rhyme only (e.g., cheat-sweat).

Fluency tasks

In order to tap semantic and phonological processing in a format that did not require orthographic processing, participants were also given category and rhyme fluency tasks. These tasks are important because differences seen in tasks involving orthography may result directly from differences in reading style (i.e., processing of the input), whereas those seen on purely spoken tasks like fluency would indicate differences in the function of more primary language processing systems. Following Nation and Snowling (1998), the category fluency task asked people to generate: animals, ways of getting from one place to another, and kinds of work that people do. Similarly, the rhyme fluency task asked people to generate rhymes for: plate, fright, and chair.

Procedure

Participants completed all assessments in a single session in a fixed task order: word reading, nonword reading, synonym judgment, rhyme judgment, category fluency and rhyme fluency. All computerized tasks used DMDX software (Forster and Forster, 2003). The administration and scoring of the word and nonword reading tasks was identical to that in Experiment 1. For the synonym and rhyme judgment tasks, each trial involved presentation of a white fixation cross for 500 ms, followed by a written word pair in lower case until response, up to a maximum of 4000 ms. Responses were recorded using the shift keys on the keyboard, with the right shift key indicating a match decision and the left shift key indicating a mismatch decision. The next trial then appeared after 250 ms. For each task, participants completed six representative practice trials before completing the main block of 60 items, which were randomized anew for each participant. For the category and rhyme fluency tasks, participants were instructed to generate as many examples as possible within 1 min, and the prompt was spoken by the experimenter, with responses digitally recorded for later scoring.

Results

As per Experiment 1, we computed inverse efficiency measures (Röder et al., 2007; Roberts et al., 2010) for each condition by dividing the correct reaction time with the proportion correct, then computed the consistency effect (inconsistent-consistent) for the low imageability items. These values act as a measure of semantic reliance during reading aloud, “SR index,” that is used as a continuous predictor in the regression analyses for all tasks.

Imageability

Cell means and standard deviations for accuracy and error rates across all participants for the word reading task are provided in Table 8. In order to determine if the SR index uniquely predicted the size of the imageability effect for inconsistent words, it was included as a continuous predictor in repeated measures ANOVAs on RT and error rates with the within participant factors of imageability and consistency. There was a significant main effect of SR index [F(1, 127) = 15.48, p < 0.0005; F(1, 127) = 6.98, p = 0.009] due to the slower reaction times and higher error rates observed with increasing semantic reliance. There were significant main effects of consistency [F(1, 127) = 4.11, p = 0.045; F(1, 127) = 21.59, p < 0.0005] that were larger for readers with a higher SR index [F(1, 127) = 20.99, p < 0.0005; F(1, 127) = 66.88, p < 0.0005]. There were significant effects of imageability [F(1, 127) = 10.78, p = 0.001; F(1, 127) = 7.98, p = 0.006] that were larger for readers with a higher SR index [F(1, 127) = 8.95, p = 0.003; F(1, 127) = 22.42, p < 0.0005]. There was an interaction between consistency and imageability in RTs [F(1, 127) = 24.09, p < 0.0005]. Most importantly, in both reaction times and error rates, there was a significant three-way interaction [F(1, 127) = 43.72, p < 0.0005; F(1, 127) = 64.50, p < 0.0005]. As can be seen in Figure 3, this interaction resulted from the positive relationship between the SR index and the size of the imageability effect for inconsistent words [B = 0.508, t(128) = 6.64, p < 0.0005; B = 0.536, t(128) = 7.16, p < 0.0005], as predicted. In addition, this relationship was reversed for the consistent words (B = −0.186, t(128) = −2.13, p = 0.035; B = −0.160, t(128) = −1.83, p = 0.070].


Table 8. Average values (and standard deviations) of RT and error rates for the word reading task according to consistency and imageability.
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FIGURE 3. Relationship between the degree of semantic reliance index (consistency effect for low imageability items in inverse efficiency scores) and imageability effects in word reading reaction times and accuracy according to consistency. (A,C) show performance for the inconsistent words, and (B,D) show performance for consistent words.



Nonwords

Nonword pronunciations were scored as per Experiment 1. Cell means and standard deviations are provided in Table 9. A repeated measures ANOVA on the percentage of extant body pronunciations for consistent and inconsistent nonwords that included SR index revealed only a marginally significant interaction [F(1, 127) = 3.04, p = 0.084], which arose as greater semantic reliance showed a positive relationship with consistent nonwords and a negative relationship for inconsistent nonwords, but neither approached significance. A repeated measures ANOVA on the type of body pronunciation given for inconsistent nonwords that included SR index yielded only a main effect of pronunciation type [F(1, 127) = 1517.62, p < 0.0005], as per Experiment 1. A repeated measures ANOVA on the consistent pronunciation RTs for consistent and inconsistent nonwords showed main effects of consistency [F(1, 127) = 10.25, p = 0.002], and of SR index [F(1, 127) = 8.62, p = 0.004], with increased semantic involvement corresponding to slower overall nonword reading, and no significant interaction, confirming the findings of Experiment 1.


Table 9. Percentage extant body-rime pronunciations and reaction times for the most common body pronunciation according to consistency (standard deviations given in parentheses).
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Judgment Tasks

Cell means and standard deviations for accuracy and error rates across all participants for the synonym judgment task are provided in Table 10. Repeated measures ANOVAs on RT and error rates with the within participant factors of decision type and imageability and SR index included as a continuous predictor revealed significant main effects of decision type [F(1, 127) = 4.33, p = 0.039; F(1, 127) = 53.09, p < 0.0005] and imageability [F(1, 127) = 112.06, p < 0.0005; F(1, 127) = 40.10, p < 0.0005], with an interaction between the two apparent in errors [F(1, 112) = 13.57, p < 0.0005] due to the larger imageability effect seen for same than different trials. No effects involving SR index were significant [Fs(1, 127) < 2.24, ps > 0.137; Fs(1, 127) < 1.97, ps > 0.163].


Table 10. Average values (and standard deviations) of RT and error rates for the synonym judgment task according to decision type and imageability.
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Cell means and standard deviations for accuracy and error rates across all participants for the rhyme judgment task are provided in Table 11. Repeated measures ANOVAs on RT and error rates with the within participant factors of decision type and orthographic overlap SR index included as a continuous predictor revealed significant main effects of decision type [F(1, 127) = 81.67, p < 0.0005; F(1, 127) = 25.47, p < 0.0005]. This interacted with orthographic overlap [F(1, 127) = 41.31, p < 0.0005; F(1, 127) = 30.15, p < 0.0005], due to the fact that items with orthographic overlap were easier to accept as the same and harder to reject as different. As can be seen in Figure 4A, there was also a significant main effect of SR index, such that those with higher semantic reliance were slower [F(1, 127) = 4.18, p = 0.043]. No other effects were significant [Fs(1, 127) < 0.49, ps > 0.487; Fs(1, 127) < 1.28, ps > 0.261].


Table 11. Average values (and standard deviations) of RT and error rates for the rhyme judgment task according to decision type and overlap type.
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FIGURE 4. Relationship between the degree of semantic reliance index (consistency effect for low imageability items in inverse efficiency scores) and overall reaction times in the rhyme judgment task (A) and number of correct responses in the rhyme fluency task (B).



Fluency

Overall, there were an average of 56 (SD = 12) correct exemplars produced within the time limit in the category fluency task. A regression using SR index to predict semantic fluency score did not reveal a significant relationship [B = −0.107, t(128) = −1.21, p = 0.225]. Overall, there were an average of 29 (SD = 6) correct rhymes produced within the time limit in the rhyme fluency task. A regression using SR index to predict rhyme fluency score did reveal a significant negative relationship [B = −0.258, t(128) = −2.58, p = 0.003], such that those with a stronger semantic involvement produced fewer correct rhymes, as can be seen in Figure 4B.

Discussion

The results of Experiment 2 confirm and extend those of Experiment 1 in a number of ways. Firstly, the relationship between our proposed index of semantic reliance (i.e., the size of the consistency effect for low imageability words in inverse efficiency) and the size of the imageability effect specifically for inconsistent words was validated in a large scale regression design. Secondly, as per Experiment 1, there were no systematic differences in the nature of inconsistent nonword pronunciations or the size of the consistency effect in RTs according to degree of semantic involvement. In other words, even with this more powerful approach, there was no evidence for the direct route specialization that might be expected according to the division of labor hypothesis. Indeed, the trend toward slower nonword reading for high SR readers seen in Experiment 1 was confirmed here by a significant positive relationship between degree of semantic reliance and nonword reading RTs. Hence it seems that increased semantic reliance is associated with less efficient direct route processing.

In order to determine if variation in the SR index is associated with individual differences in language processing more generally, as might be expected according to the primary systems view (Patterson and Lambon Ralph, 1999), we considered performance on tasks tapping semantic and phonological processing capacity. The SR index did not reliably predict performance when the task was to judge whether pairs of written words were synonyms, but higher semantic reliance was associated with slower RTs to judge whether pairs of written words rhyme. Similarly, although the SR index was not related to ability to generate exemplars to spoken category names, higher semantic reliance was associated with less success in generating rhymes to spoken words. Overall then, these additional tasks demonstrate that (a) the SR index does not tap a general cognitive capacity as it is not related to performance across all tasks; (b) degree of semantic reliance in reading is not related to general semantic processing capacity; and (c) increased semantic reliance during reading aloud is related to poorer performance on phonological processing tasks with both written and spoken stimuli. This last result agrees with the evidence from nonword reading indicating less efficient direct route processing for participants with higher semantic reliance, and is in line with the known relationship between nonword reading and phonological processing (Pennington et al., 1990).

GENERAL DISCUSSION

This study aimed to establish the cognitive correlates of individual differences in semantic reliance during exception word reading, operationalized as the size of the consistency effect seen for low imageability words. The connectionist triangle model proposes that individual differences in the size of semantic effects should be seen specifically for words with atypical spelling-sound correspondences. In Experiment 1 we sub-grouped participants according to the SR index, and as predicted, the high SR readers showed a significantly larger imageability effect than low SR readers for inconsistent words in errors, but no such difference was apparent for consistent words. It might perhaps be argued that this could reflect some difference in terms of vocabulary knowledge; but in a semantic priming task, the high SR readers showed a significantly larger priming effect than low SR readers in RTs specifically for inconsistent words. In Experiment 2, a regression approach was used to further assess differences in degree of semantic reliance according to our SR index: here, increasing semantic involvement corresponded to larger imageability effects in inconsistent but not consistent words in both RTs and errors.

Overall then, it would seem that the size of the consistency effect for low imageability words provides a good measure of degree of semantic reliance during reading aloud and, as predicted by the connectionist triangle model, there are systematic and considerable individual differences between normal readers along this dimension. The specificity of these effects to the inconsistent words shows that this is not a global semantic reading strategy, but rather a graded effect most apparent for items with atypical mappings between spelling and sound. Furthermore, performance on a synonym judgment task and a category fluency task bore no significant relationship to the SR index. This demonstrates that the higher semantic reliance seen during reading aloud is task specific, such that the SR index is not tapping a more general processing capacity, such as vocabulary or intelligence.

While the present results certainly support the connectionist triangle model predictions of principled individual differences in terms of the degree of semantic reliance during reading aloud for spelling-sound atypical items, there was little evidence for concomitant differences in specialization of the direct pathway. According to the division of labor hypothesis, when trained in the presence of semantic support, the direct pathway gradually comes to specialize in common and consistent mappings between spelling and sound. Hence, when the operation of the direct pathway is laid bare via nonword reading, those individuals showing a high degree of semantic reliance during word reading might be expected to produce pronunciations of inconsistent nonwords according to the most common mappings and to do so relatively quickly given the lack of competition from alternative mappings. Such systematic differences in terms of the pronunciations given to nonwords or the size of the consistency effect according to degree of semantic reliance were not apparent in either experiment.

What we did observe, rather, was slower overall nonword reading RTs with increasing semantic involvement. Further considerations of phonological processing abilities in Experiment 2 revealed that those readers with higher semantic involvement during word reading were slower (although no less accurate) to judge whether written words rhyme, and generated fewer rhymes to a spoken prompt in a limited time period. These results are in accordance with those of Strain and Herdman (1999), who classified readers according to their phonological processing skill, as measured by a combination of nonword reading and phoneme blending ability. Readers of lower phonological skill showed a much larger regularity effect for low imageability items and a much larger imageability effect for exception items in error rates relative to the high phonological skill readers.

Overall, our results suggest that rather than being associated with increased direct pathway efficiency, greater semantic reliance during reading aloud is associated with less well developed phonological representations, at least at the level of the rhyme. We speculate that one possible explanation for this pattern of results is that a mild disadvantage in phonological processing might in fact have provided the impetus for increased reliance on semantic activation to cope with words with atypical spelling-sound mappings in the first instance, as these load highly on phonological processing due to the conflicting pronunciations they activate (Woollams and Patterson, 2012).

In simulations of developmental dyslexia, Harm and Seidenberg (1999) explored the consequences of impairing the phonological representations of a connectionist model of the direct pathway before training it to read. They found that while this impaired nonword reading accuracy, it also impacted upon exception word reading ability, consistent with the mixed pattern often seen in developmental phonological dyslexia (Manis et al., 1996, cf. Castles and Coltheart, 1993; McDougall et al., 2005), which is accompanied by deficits in phonological tasks like phoneme position analysis. As the model did not include an implementation of the semantic system, the effects of this pre-reading phonological damage on the division of labor are unknown; but it seems plausible that one way in which that model could offset these difficulties in exception word reading would be to increase semantic reliance. By such an account, the degree of semantic reliance is determined by the competence of the direct pathway (as explored in the simulations of Plaut (1997) using weight decay manipulations), which is in turn determined by the pre-reading state of the phonological system (as shown by the simulations of Harm and Seidenberg (1999) described above). Hence normal readers with stronger semantic reliance will show slower nonword reading performance and mild but measurable residual difficulties in phonological tasks, as observed here.

The finding of poorer direct pathway function and phonological processing weaknesses for readers with higher semantic reliance for exception word reading are highly consistent with the neural correlates of the SR index, as revealed by functional imaging. In line with the division of labor hypothesis (Plaut et al., 1996) and the prevalence of surface dyslexia in semantic dementia (Woollams et al., 2007), Hoffman et al. (2015) found that a semantic region of interest in the left lateral anterior temporal lobe showed higher activation during reading of exception as opposed to regular words. Moreover, in accordance with the idea that there are individual differences in the degree of semantic reliance during reading (Plaut, 1997; Woollams et al., 2007), this same area showed a strong positive correlation with the SR index. This result is consistent with both the association of the whole-word reading pathway with semantic processing in the anterior and inferior temporal regions in functional imaging meta-analyses (Cattinelli et al., 2013), and the correlation of left anterior temporal damage with exception word reading deficits (Brambati et al., 2009). It also agrees with structural neuroimaging results demonstrating that exception word reading abilities in normal participants correlates with cortical thickness in bilateral anterior temporal regions (Blackmon et al., 2010).

Of particular interest, given our finding of poorer nonword reading and spoken and written rhyme processing amongst high SR readers, is that Hoffman et al. (2015) also observed that a phonological region of interest in the left pre-central gyrus was more active during reading of regular as opposed to exception words, implicating it in the direct pathway, and it was this same region that showed a significant negative correlation with SR index. In other words, the higher the semantic reliance, the lower the activation in regions associated with the direct orthography to phonology processing. Indeed, damage to this area has been associated with deficits in both nonword reading and phonological processing in primary progressive aphasia (Henry et al., 2012). It has also been associated with phonological processing in functional meta-analyses (Vigneau et al., 2006), hence we would expect it to be involved in written and spoken rhyme processing. The focus of lower activations for higher semantic reliance individuals in this part of the direct pathway therefore supports the possibility that the inefficient function of this pathway may have its origins in phonological capacity. The neuroanatomical basis for these individual differences in nonword reading and rhyme processing remain unknown, and need to be explored in future research.

CONCLUSION

Current computational models of reading aloud vary considerably in the importance they ascribe to semantic activation to support reading of words with exceptional spelling-sound correspondences. Individual differences in the degree of semantic reliance during exception word reading are of particular theoretical importance as they have been offered by the connectionist triangle model as an account of variation in the degree of surface dyslexia observed in semantic dementia patients with degraded conceptual knowledge. This account has been supported by the correlation of a behavioral index of the degree of semantic reliance for exception word reading with activation in left anterior temporal regions associated with semantic processing. Our study has demonstrated that high semantic reliance readers also show a stronger impact of both imageability and semantic priming upon reading, but specifically for exception words, as predicted by the connectionist triangle model account. Moreover, our study has revealed for the first time that higher semantic reliance readers show inefficient processing via the direct pathway in terms of speed of nonword reading and also less efficient phonological processing, as measured by written and spoken rhyme processing tasks. These latter findings concur with recent functional imaging data showing lesser activation in higher semantic reliance readers in left pre-central gyrus, which is associated with phonological processing.

Our results are compatible with a proposal that individual differences in the degree of semantic reliance for exception word reading stem from initial phonological processing weaknesses that undermine the development of an efficient direct pathway, which is then compensated for by the semantic pathway. This hypothesis could be assessed by future simulations in large scale connectionist computational models of reading aloud that incorporate semantic representations and a developmentally realistic training regime. Within this framework, the pre-reading phonological representations in the model could be impaired and the impact on the subsequent degree of semantic reliance for exception words could be examined. Simulations could also be conducted to explore the underlying causes of differences in phonological representations in a number of ways, including manipulating aspects of training of the mappings between semantics and phonology to emulate environmental contributions and varying structural dimensions of the model, such as the number of hidden units or degree of interconnection, to approximate the neural level.
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