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Human decision-making shows systematic simplifications and deviations from the
tenets of rationality (‘heuristics’) that may lead to suboptimal decisional outcomes
(‘cognitive biases’). There are currently three prevailing theoretical perspectives on the
origin of heuristics and cognitive biases: a cognitive-psychological, an ecological and
an evolutionary perspective. However, these perspectives are mainly descriptive and
none of them provides an overall explanatory framework for the underlying mechanisms
of cognitive biases. To enhance our understanding of cognitive heuristics and biases
we propose a neural network framework for cognitive biases, which explains why
our brain systematically tends to default to heuristic (‘Type 1’) decision making. We
argue that many cognitive biases arise from intrinsic brain mechanisms that are
fundamental for the working of biological neural networks. To substantiate our viewpoint,
we discern and explain four basic neural network principles: (1) Association, (2)
Compatibility, (3) Retainment, and (4) Focus. These principles are inherent to (all) neural
networks which were originally optimized to perform concrete biological, perceptual,
and motor functions. They form the basis for our inclinations to associate and combine
(unrelated) information, to prioritize information that is compatible with our present
state (such as knowledge, opinions, and expectations), to retain given information
that sometimes could better be ignored, and to focus on dominant information while
ignoring relevant information that is not directly activated. The supposed mechanisms
are complementary and not mutually exclusive. For different cognitive biases they may
all contribute in varying degrees to distortion of information. The present viewpoint not
only complements the earlier three viewpoints, but also provides a unifying and binding
framework for many cognitive bias phenomena.

Keywords: cognitive biases, heuristics, decision making, rationality, information processing, neural networks,
brain, neuroscience

INTRODUCTION

In daily life, we constantly make judgments and decisions (either conscious or unconscious)
without knowing their outcome. We typically violate rules of logic and probability and
resort to simple and near-optimal heuristic decision rules (‘mental shortcuts’) to optimize
the likelihood of an acceptable outcome. This may be effective in conditions with time-
constraints, lack or overload of relevant information, or when no optimal solution is evident
(Simon, 1955; Gigerenzer and Gaissmaier, 2010). We are also inclined to use heuristics when
problems appear familiar and when we do not feel the need to gather additional information.
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Heuristics can result in quite acceptable outcomes in everyday
situations and when the time cost of reasoning are taken into
account. However, people’s decisions may also deviate from
the tenets of logic, calculation, and probability in ways that
are inadvisable, leading to suboptimal decisions in terms of
invested time and effort (costs) given the available information
and expected benefits (Shafir and LeBoeuf, 2002). Rationality
is here defined as decision making processes that are effective
in achieving personal goals. This does not necessarily include
the following of strict normative standards, such as the rules of
logic and Bayesian probability (Elqayam and Evans, 2011). For
example, the well-known confirmation bias may be motivated
by argumentative reasons: as skilled arguers we may always be
proactively looking for arguments that may well defend our
opinions and/or that may persuade others instead of looking
for the truth (Mercier and Sperber, 2011a,b). This means that
argumentation and persuasion may in some cases be more
effective for personal goals than truth. This matches the view
of ‘soft normativism’ (e.g., Over, 2007; Stupple and Ball, 2014)
purporting that evaluations of decision making quality do
not necessarily require normative standards, but may well be
enriched or enhanced by them. Having said this, in many
cases, personally effective thinking would include logical or
rational principles, like non-contradictory reasoning or focusing
on, and appropriately weighting relevant information while
ignoring irrelevant information. The suboptimal decisions that
may result from heuristic decision making processes are known
as ‘cognitive biases’ (Tversky and Kahneman, 1974). Using
heuristics, we typically feel quite confident about our decisions
and judgments, even when evidence is scarce and when we are
aware of our cognitive inclinations (Risen, 2015). In line with
this, specific cognitive biases are quite pervasive and persistent.
Also, they are surprisingly systematic: in a wide range of different
conditions, people tend to use similar heuristics and show the
same cognitive biases (Shafir and LeBoeuf, 2002; Kahneman,
2011). This seemingly universal consistency calls for a generic
explanation.

According to Lieder et al. (2017) the discovery of cognitive
biases and the following doubt on human rationality shakes
the foundations of economics, the social sciences and rational
models of cognition. If human thinking does not show some
internalized form of extensional, classical logic where it should
conform to such a normative standard (Evans, 2002), human
rationality is brought into question. If alternative normative
systems are not available or arbitrary (Cohen, 1981; Dennett,
1989) there is little ground for deriving unifying laws of cognition
from a set of basic axioms (Lieder et al., 2017). In our opinion,
it is therefore important to gain more insight into the origins
and underlying mechanisms of heuristics and cognitive biases.
This may provide more guidance for how to explain and
model cognitive processes in order to adequately understand
and predict human behavior. In this regard, the literature
presents three prevailing viewpoints on the origin of heuristics
and cognitive biases: a cognitive-psychological perspective, an
ecological perspective, and an evolutionary perspective. These
three perspectives are complementary and emphasize different
aspects of heuristic thinking. However, they provide no general

explanation why cognitive biases occur and why they are
so systematic, persistent, and consistent over different people
and conditions. They also do not provide a framework with
unifying underlying principles or mechanisms that are consistent
with neuroscientific knowledge. These shortcomings have also
stimulated an ongoing discussion in the literature on the extent
to which human decision making reflects some rational or
normative standard and whether or not it should be evaluated
against such a system (e.g., Elqayam and Evans, 2011). However,
until now this debate has not resulted in a set of axioms and
principles that may form a basis for explaining the expressions
of human cognition and (ir)rationality. To provide this guidance,
we will outline a first framework of principles based on intrinsic
brain characteristics, i.e., characteristics that are fundamental to
biological neural networks.

CURRENT PERSPECTIVES ON
COGNITIVE BIASES

The cognitive-psychological (or heuristics and biases) perspective
(Evans, 2008; Kahneman and Klein, 2009) attributes cognitive
biases to limitations in the available data and in the human
information processing capacity (Simon, 1955; Broadbent, 1958;
Kahneman, 1973, 2003; Norman and Bobrow, 1975). In this
view, we tend to use simple heuristics in complex, unfamiliar,
uncertain, and/or time-constrained situations because we can
only process a limited amount of the available information
(‘limited-’ or ‘bounded rationality’: Simon, 1955; Kahneman,
1973; Norman and Bobrow, 1975; Gigerenzer and Selten, 2002).
This may produce quite acceptable outcomes, but decision errors
or biases may occur when relevant information is ignored
or inappropriately weighted and when irrelevant information
interferes (Kahneman, 2003; Evans, 2008). This view has resulted
in dual-process heuristic-deliberate frameworks that postulate
a distinction between fast, intuitive, automatic, heuristic, and
emotionally charged (heuristic, ‘System 1’ or ‘Type 1’) processes
versus slow, conscious, controlled, deliberate and analytic
(deliberate ‘System 2’ or ‘Type 2’) processes (Evans, 2008).
Although the ‘Systems 1 and 2’ terminology (originally proposed
by Stanovich and West, 2001) suggests concrete underlying and
explanatory brain systems, this terminology was merely adopted
for reasons of making it more easily comprehendible. When
fast decisions are required, performance is based on low-effort
heuristic processes. In complex or unfamiliar situations or when
sufficient time is available, deliberate processes may monitor
and revise the output of the (default) heuristic processing type
(Evans, 1984, 1989; Kahneman, 2003, 2011). In this view, biases
occur in these situations when deliberate processing either (1)
fails to successfully engage (Kahneman, 2003) or (2) fails to
override the biased heuristic response (Evans and Stanovich,
2013). The slower deliberate processes rely on time- and resource-
consuming serial operations on the available data and are
constrained by the limited capacity of the central working
memory (Baddeley and Hitch, 1974; Baddeley, 1986; Evans and
Stanovich, 2013). Conversely, heuristic processes do not demand
executive working memory resources and operate implicitly, in
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parallel, and are highly accessible (Kahneman, 2003; De Neys,
2006).

The ecological perspective points out that heuristics
can be quite effective in practical and natural situations
(Gigerenzer, 2000; Goldstein and Gigerenzer, 2002; Gigerenzer
and Gaissmaier, 2010). This perspective attributes cognitive
biases to a mismatch between heuristics and the context or the
environment in which they are applied (Klein, 1993, 1998, 2008).
Biases occur when people apply experience-based heuristics
(‘Naturalistic Decision Making’: Klein, 1993, 1998, 2008) in
unknown or unfamiliar conditions that do not match their
mental model, as is the case in experiments performed in
most artificial- or laboratory settings, or when people lack
relevant expertise. In this view, people use effective heuristics
(acquired through learning or experience) that are based on
the spatiotemporal regularities of the context and environment
in which they routinely live and work (‘ecological rationality’).
Only through extensive experience and dedicated learning can
difficult cognitive tasks become more intuitive (Klein, 1998,
2008). A prerequisite for the development of adequate heuristics
(i.e., for effective learning) is that the environment should be
sufficiently stable and predictable, providing adequate feedback
and a high number and variety of experiences (Shanteau,
1992; Klein, 1998). After sufficient training, experts will usually
effectively rely on heuristic processing, but may switch to
deliberate reasoning when they notice that they are relatively
unfamiliar with a given issue (‘adaptive rationality’).

The evolutionary perspective attributes cognitive biases
to a mismatch between evolutionarily developed heuristics
(‘evolutionary rationality’: Haselton et al., 2009) and the current
context or environment (Tooby and Cosmides, 2005). In this
view, the same heuristics that optimized the chances of survival
of our ancestors in their (natural) environment can lead to
maladaptive (‘biased’) behavior when they are used in our
current (artificial) settings. Heuristics that have been proposed as
examples of this kind of mismatch are the action bias (a penchant
for action even when there is no rational justification to deviate
from the default option of no-action; Patt and Zeckhauser, 2000;
Ashby et al., 2017), loss aversion (the disutility of giving up
an object is greater than the utility associated with acquiring
it: Kahneman and Tversky, 1984) and the scarcity heuristic
(a tendency to attribute greater subjective value to items that
are more difficult to acquire or in greater demand: Mittone
and Savadori, 2009). While the evolutionary and ecological
perspectives both emphasize that bias only occurs when there
is a mismatch between heuristics and the situations in which
they are applied, they differ in the hypothesized origin of this
mismatch: the ecological perspective assumes that adequate
heuristics are currently lacking or inappropriately applied for
now, while the evolutionary perspective assumes that they are
largely genetically determined. In both views, biases may also
represent experimental artifacts that occur when problems (that
can in principle be solved in a rational way) are presented in
unusual or unnatural formats, as in many laboratory studies
(Haselton et al., 2005, 2009).

While all three perspectives (or frameworks) on cognitive
biases provide descriptions and insights concerning the

tendency to deviate from strict rationality, they also have
their limitations. For instance, limited capacity as a central
explanatory construct may easily lead to rhetoric tautological
explanations. Experimental findings of heuristics and bias are
often ‘explained’ by limited capacity in processing resources,
while this latter kind of capacity limitation is inferred from the
empirical fact of heuristics and bias. This is a classical circulus
vitiosus: what has to be explained (limited output capacity)
is part of the explanatory construct (limited input capacity).
The explanation of bias mainly involves a different and more
generic phrasing of the problem, which is logically irrefutable
(Neumann, 1987). It is difficult to predict when a given decision
task sufficiently exceeds our cognitive capacity and will lead to
cognitive bias. Similarly, concerning mismatch as an explanatory
construct, it is hard to say beforehand when a problem differs
sufficiently from a given context to induce biased reasoning.
More importantly, limited capacity and mismatch do not
explain why biases, such as superstition (Skinner, 1948; Risen,
2015), or overconfidence, persistently occur, even when we are
(made) aware of them and when we have ample knowledge
and time to do better (Kahneman, 2011; Risen, 2015). The
psychological and ecological viewpoint also do not explain
why many heuristics and biases are so consistent over many
different people and situations, i.e., why people, independent of
expertise and character, so systematically show the same, typical
idiosyncrasies in reasoning- and judgment (e.g., Shafir and
LeBoeuf, 2002; Kahneman, 2011). This similarity of heuristics
seems in contradiction with the fact that in other kinds of tasks
different people show a broad variety of approaches or working
methods, which may result in many different kinds of errors
or solutions when these tasks are (too) difficult, uncertain, or
unfamiliar (Shafir and LeBoeuf, 2002). In addition, the current
explanations are not always clear on why these consistencies in
human decision making are so specific or typical. Why do we
mostly incline to over-confidence instead of under-confidence,
to confirmation instead of disconfirmation, or to neglect of
(small) probabilities in some situations while over-valuating
them in others (e.g., Kahneman, 2011)? Why do we make
risk-averse choices if the expected outcome is positive, but
make risk-seeking choices to avoid negative outcomes, i.e.,
the pseudo-certainty effect (Tversky and Kahneman, 1981b;
Hardman, 2009). Furthermore, many explanations of cognitive
biases are also rather specific and not easily generalized, in some
cases even contradicting their own rationale. For instance, in
some situations, heuristics and biases typically seem to include an
increase rather than decrease in the amount of information that
needs to be processed. Examples are the base rate neglect (specific
information is preferred over general information: Tversky and
Kahneman, 1982), the conjunction fallacy (a combination of
conditions is considered more likely than only one of those
conditions: Tversky and Kahneman, 1983), the story bias
(consistent and believable stories are more easily accepted and
remembered than simple facts: Turner, 1996; Dawes, 2001), and
the representativeness bias (the probability that an entity belongs
to a certain category is assessed by its similarity to the typical
features of that category instead of its simple base rate: Tversky
and Kahneman, 1974). Heuristics are also used and biases also
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occur in relatively simple and obvious decision situations without
time pressure, such as in the pseudo-certainty effect (e.g., having
trouble taking a loss on shares), the endowment effect (ascribing
more value to items solely because you own them: Kahneman
et al., 1990), superstition, the conjunction fallacy, the story bias,
or the omission bias (the tendency to judge harmful actions as
worse, or less moral, than equally harmful omissions or inactions:
Baron and Ritov, 2004; Baron, 2008). Finally, biases are observed
in the behavior of higher as well as lower animals (Sweis et al.,
2018). Especially for animals, the literature shows many examples
of bias (e.g., Dawkins and Brockmann, 1980; Chen et al., 2006;
Lakshminaryanan et al., 2008). These animal biases are usually
explained on the basis of evolutionary survival principles. But
recently human-like biases have even been observed in a subset
of artificial intelligence, called machine learning. Computer
programs with similar properties as biological neural networks,
such that they are able to “learn” from correlations and trends
in the semantic and textual input without being explicitly
programmed to do so (i.e., artificial neural networks) showed
current human cultural stereotypes and prejudices (Caliskan
et al., 2017). Apart from the operation of basic evolutionary
mechanisms, it seems highly unlikely that animals show biases
by developing human-like smart and practical (‘shortcut’)
solutions in their decision making processes. The same holds
for bias-like phenomena in artificial neural networks. Here, it
should be noted that the aforementioned inconsistencies are
generalist observations and probably not representative for all
manifestations of bias, each of which always requires an analysis
of the exact bias in that situation and how the issue is resolved
depending on the amount, type, and quality of the information.1

Most of these objections concern the psychological and (to
a lesser degree) the ecological explanations and only marginally
the evolutionary perspective. In its present form the evolutionary
perspective may explain many social psychological (and other
survival-related) biases, such as group think, reciprocity, liking,
or ingroup bias, whereas it only seems relevant for a limited
number of purely cognitive biases. Finally, the multitude of (often
phenomenologically described) biases that are often also quite
similar (one being a specific example of the other) calls for a more
unifying and binding framework of underlying mechanisms.

A NEURAL NETWORK FRAMEWORK ON
COGNITIVE BIASES

To enhance our understanding of cognitive heuristics and biases,
we propose a neural network perspective that explains why
our brain systematically tends to default to heuristic decision
making. In this view, human decision making is determined by
the basic design characteristics of neural information processing
itself. These basic characteristics originally developed to perform
concrete biological, perceptual, and motor functions which
(almost) inevitably induce deviations from the abstract laws of
logic and probability. With that we take explicit distance from
the popular computer metaphor for human cognition, putting in

1In combination with the intentions, knowledge, and skills of the subject.

its place a ‘neural network framework’ which is compatible with
the way our brain works. This new framework builds on (and is
consistent with) the basic biological and physiological principles
constituting our brain as a biological neural network. It thereby
not only complements the earlier three viewpoints, but provides
also more fundamental and general insights for human cognitive
behavior.

As Churchland (1987) remarked: “The principal function of
nervous systems is to get the body parts where they should
be so that the organism may survive.” The neural network
framework elaborates (partly) on the evolutionary viewpoint by
acknowledging that the functioning of our brain is based on
universal mechanisms that helped us as a species to survive.
During the evolution of (higher) animals, mechanisms that are
typical for all biological neural networks (such as coincidence
detection, facilitation, adaptation, and reciprocal inhibition)
enabled the emergence of complex capabilities (e.g., motor
skills, pattern recognition, and associative learning). These (Type
1) capabilities are essential to maintain our physical integrity
(Damasio, 1994) in a (natural) environment (e.g., searching
food, detecting danger, fight, or flight). However, they are very
distinct from the “higher” cognitive functions like analytic and
symbolic reasoning (Type 2) that developed much later from
these ancient neural mechanisms. As formulated by Damasio
(1994, p. 128): “Nature appears to have built the apparatus of
rationality not just on top of the apparatus of biological regulation,
but also from it and with it.” Despite their primal origin,
perceptual-motor processes are highly complex and depend on
the continuous parallel processing of massive incoming sensory
data streams. The computational complexity of these processes
becomes clear when we attempt to model and simulate them
in logical machines (computers and robots). Our brain on the
other hand, continuously and efficiently performs this kind of
processing without any conscious effort. However, our brain
is less optimized for (recently developed) cognitive functions
that involve deliberate or analytic thinking (e.g., calculation,
statistics, analysis, reasoning, abstraction, conceptual thinking)
and that have only become essential for ‘survival’ in relatively
modern civilizations. Our neural network framework conceives
that biased decision making results from a mismatch between the
original design characteristics of our brain as a neural network
for performing perceptual-motor functions and maintaining
biological integrity on the one hand and the nature of many
conceptual or analytic problems on the other.

These original design characteristics determine or affect the
way we use to solve cognitive problems, i.e., how we default
to Type 1 thinking. For example, in cognitive deliberations we
consistently put more weight to discrete jump-wise changes than
to slow and gradual shifts, and we tend to judge phenomena on
the basis of on relative differences and comparisons instead of on
absolute values (‘contrast effect’). Relative changes are thus often
seen as more important, or decisive, than absolute values. So we
compare the price of a car radio with that of the whole car, and
we put more effort for obtaining a discount of 1 euro on 5 than
for a discount of 5 on 1,000. This tendency may originate from
the fact that proportionality and relative differences dominate
in human perception (e.g., the Weber–Fechner Law: Fechner,
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1860 or Fitts’ law: Fitts, 1954). The mismatch between the
nature of cognitive problems and perceptual-motor tasks for
which the brain was originally optimized explains why we can
easily and effortlessly perform computationally very complex
perceptual-motor tasks (typically involving massively parallel
data streams), whereas we are slow and experience great difficulty
in solving Type 2 cognitive, logical or arithmetic problems
that are computationally much more simple. It also explains
why some heuristics and biases seem to include an increase in
the amount and computational complexity (but not subjective
difficulty) of information processing, rather than a decrease.

The neural network framework proposed here involves
four basic principles that are characteristic for the working
of biological neural networks. These basic mechanisms and
characteristics of neural “wetware” (Kosslyn and Koenig,
1992) are inherent to (all) neural networks and therefore
occur throughout the brain, that completely consists of large
amounts of interconnected, assemblies of firing neurons. These
principles are: (1) Association (Bar, 2007), (2) Compatibility
(Thomson, 2000), (3) Retainment, and (4) Focus. Basically,
these mechanisms – which will be discussed in more depth
in the next sections – result in a modification (distortion or
transformation) of the original or available data and its processing
(e.g., weighting its importance). All neural networks typically
include association (correlation) as their most fundamental
underlying mechanism in all types of information processing
(such as perception, cognition, memory, and motor skills).
A substantial portion of the cognitive biases may originate from
these associative properties. For example, lateral inhibition is an
associative process resulting in the magnification of differences
in neural activity (contrast enhancement), which is useful
for perceptual-motor functions. However, for higher cortical
functions, requiring exact calculation and proper weighting of
data and the application of the rules of logic and probability, this
transformation of data may work out detrimentally. As another
example, selective weighting of information on the basis of the
elapsed time or coincidental associations (based on coincidental
similarities with irrelevant data) may hamper the formation of
an well-balanced judgment about a situation, while this way of
associative information processing is good for the execution of
perceptual motor tasks. According to this viewpoint biases may
be termed ‘hard wired.’ They can be seen as cognitive illusions
originating from the same kind of underlying neural mechanisms
that cause the many kinds of perceptual illusions (Reeves and
Pinna, 2017).

So, the basic unifying construct of our framework is the
‘biological neural network’ that has ‘association’ as its most
fundamental and basic ‘binding’ principle and three additional
idiosyncrasies of neural networks that are inherently related to
associative information processing. This forms the basis for our
tendencies to (1) associate (unrelated) information, (2) to give
priority to information that is compatible and consistent with
our present knowledge, opinions, and expectations, (3) to retain
given information that sometimes better could be ignored, and
(4) to focus on dominant information while neglecting relevant
information that is not directly available or recognized. In the
next sections, we will discuss how each of these four default

principles of neural information processing may contribute to
the occurrence of biases in human cognition. While we do
not claim to be able to discuss and relate each single reported
bias to the four principles, we could identify four clusters of
prominent cognitive biases that map rather straightforwardly on
these principles. In order to illustrate the relation between neural
principles and bias, we describe or mention examples of well-
known heuristics and biases that are typical for the described
principle. The supposed working principles are additional and
not mutually exclusive. This means that specific biases may have a
multifactor origin and thus may map to more than one principle.
The four aforementioned principles help to establish a unifying
and binding framework for the phenomenological collection of
biases that are often quite similar, or one being a specific example
of the other. In addition, they provide a link between the cognitive
and the neuroscientific explanatory level. By bridging the gap
between these explanatory levels, these concepts may help to
understand how generic neural processes may lead to heuristic
thinking and provide a starting point in neuroscientific and
artificial neural network research.

The Association Principle
The Association Principle states that (using correlation and
coincidence detection) the brain ‘searches’ associatively for
relationships, coherence, links, and patterns in the available
information.

The brain (like all neural networks) functions in a highly
associative way. Correlation and coincidence detection are the
basic operations of neural functioning, as manifested in, e.g.,
Hebb’s rule (Hebb, 1949; Shatz, 1992), the ‘Law of Effect’
(Thorndike, 1927, 1933), Pavlovian conditioning (Pavlov, 2010),
or autocorrelation (Reichardt, 1961). As a result, the brain
automatically and subconsciously ‘searches’ for correlation,
coherence, and (causal) connections: it is highly sensitive to
consistent and invariant patterns. Association forms the basis
of our unequaled pattern recognition capability, i.e., our ability
to perceive coherent patterns and structures in the abundance
of information that we absorb and process. The patterns we
perceive can be based on many relationships, such as covariance,
spatiotemporal coincidences, or similarity in form and content.
Because of this associative way of perceiving, understanding,
and predicting the world we tend to arrange our observations
into regular, orderly relationships and patterns, and we have
difficulty in dealing with randomness, unpredictability, and
chaos. Even when these relations and patterns are accidental,
our brain will be inclined to see them as meaningful,
characteristic, and causally connected (Beitman, 2009). We
associatively tend to classify events, objects or individuals
into coherent categories that are determined by stereotypical
combinations of features and traits. Examples of heuristics and
bias resulting from associative information processing are the
control illusion (people tend to overestimate the degree to
which they are in control (Langer, 1975; Matute et al., 2015),
superstition (Skinner, 1948; Risen, 2015), spurious causality
(seeing causality in unconnected correlations), the conjunction
fallacy (Tversky and Kahneman, 1983), the representativeness
heuristic (Tversky and Kahneman, 1981a), and the previously
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mentioned story bias. We will now discuss the superstition
bias (as an example of the association principle) in more
detail to show how it can be explained in terms of neural
mechanisms. Many people associate their success in a sports-
or gambling game with whatever chance actions they performed
immediately before winning. Subsequently they tend to repeat
these same actions every time they play. This may even lead
to widely shared rituals. A few accidental co-occurrences of a
certain behavior and a favorable outcome may already suffice
to induce and maintain this kind of behavior despite many
subsequent contradicting instances. Performing their rituals
tends to give people a feeling of control, even if there is no
relation with the actual outcome of their following actions, e.g.,
the control illusion (Langer, 1975). According to Risen (2015)
this ‘magical thinking’ is surprisingly common. In line with the
Hebb doctrine (Hebb, 1949), the neural network framework
contributes to an explanation of these phenomena by the way
(the weight of) connections between neurons are affected by
covarying inputs. Synaptic strengths are typically altered by
either the temporal firing pattern of the presynaptic neuron
or by modulatory neurons (Marder and Thirumalai, 2002).
Neurons that repeatedly or persistently fire together, change
each other’s excitability and synaptic connectivity (Destexhe and
Marder, 2004). This basic principle, i.e., “cells that fire together,
wire together” (Shatz, 1992), enables the continuous adaptation
and construction of neural connections and associations based
on simultaneous and covarying activations. This serves the
formation of connections between functional subsystems based
on covarying environmental inputs. This forms the basis of
human learning processes, such as classical, operant, and
perceptual-motor learning: relationships are discovered and
captured in the connectionist characteristics of cells and synapses.
This basic principle of neural information processing makes
the brain sensitive to capitalize on correlating and covarying
inputs (Gibson, 1966; Gibson, 1979), causing a strong tendency
to associatively perceive coherence, (causal) relationships, and
patterns, and to build neural connections based on these, even
when they did not exist. In a similar way, this natural preference
for patterns and coherence in the available information may
explain the conjunction fallacy seen in probability judgments
(Tversky and Kahneman, 1983). In perception, a stimulus usually
becomes more certain with the amount of different (sources of)
information that is coherently connected to it (Gibson, 1966,
1979). However, in cognitive judgments this natural perceptual
tendency, or preference, for coherent patterns may result in
more certain probability judgments because a combination of
coherent conditions (“the dramatic increase in the oil price
led to a 30% drop in oil consumption”) feels more likely than
only one of those conditions (“The oil consumption decreased
by 30%”).

The Compatibility Principle
The Compatibility (or Consistency) Principle states that
associations are highly determined by their compatibility
(match, consistency, conformity) with the momentary state and
connectionist properties of the neural network, such that we
see, recognize, accept or prefer information according to its

consistency with what we already know, understand, expect, and
value.

The brain is not like a conventional repository or hard disk
that can take up and store any information that is provided,
almost indifferently of its characteristics. Instead, it is an
associative network that requires new or additional information
to be compliant or consistent with its existing state. What
is associatively selected, processed, and integrated is not only
determined by stimulus characteristics like the saliency of a target
in its context, but also by the compatibility (match) with the
brain’s momentary state and connectionist characteristics. Based
on our competences and preconceptions (resulting from training
and experience) we predominantly see what we expect to see.
If a hammer is all you have, every problem resembles a nail.
This principle of compatibility in neural information processing
implies a compulsion to be consistent with what we already know,
think or have done, resulting in a tendency to ignore or overlook
relevant information because it does not match with our current
behavior or mindset. The most well-known biases resulting from
this principle are the confirmation bias (a tendency to search
for, interpret, focus on and remember information in a way that
confirms one’s preconceptions: Nickerson, 1998), the belief bias
(the tendency to judge conclusions based on consistency with our
prior beliefs, values, and knowledge rather than logical validity:
e.g., Evans et al., 1983), and cognitive dissonance (a state of having
inconsistent thoughts and a resulting tendency to search for and
select consistent information: Festinger, 1957). Other examples
of this kind of biased reasoning are the curse of knowledge
(difficulty with taking the perspective of lesser-informed people:
Kennedy, 1995), the familiarity heuristic (familiar items are
favored over unfamiliar ones: Park and Lessig, 1981) and the
sunk-cost fallacy (tendency to consistently continue a chosen
course with negative outcomes rather than alter it: Arkes
and Ayton, 1999). Elaborating on the confirmation bias as
an example: When people perceive information, they tend to
selectively notice examples that are consistent with (confirm)
their existing (superstitious) intuitions. This may be explained
by the fact that neural networks are more easily activated by
stimulus patterns that are more congruent with their established
connectionist properties or their current status. An example is
priming (the exposure to one stimulus influences the response
to another: Meyer and Schvaneveldt, 1971; Bao et al., 1997). For
example, a word is more quickly and easily recognized after the
presentation of a semantically related word. When a stimulus is
experienced, subsequent experiences of the same stimulus will be
processed more quickly by the brain (Forster and Davis, 1984).
The situational context activates connected neural (knowledge)
structures (characteristics, patterns, stereotypes, similarities, and
associations) in an automatic and unconscious manner (Bargh
et al., 1996). In general neural information processing is
characterized by processes such as potentiation and facilitation
(Katz and Miledi, 1968; Bao et al., 1997). Neural facilitation
means that a post-synaptic action potential evoked by an impulse
is increased when that impulse closely follows a prior one. This
is caused by a residue of ‘active calcium’ entering the terminal
axon membrane during the nerve impulse leading to an increased
release of neurotransmitter (Katz and Miledi, 1968). Hence, a cell

Frontiers in Psychology | www.frontiersin.org 6 September 2018 | Volume 9 | Article 1561

https://www.frontiersin.org/journals/psychology/
https://www.frontiersin.org/
https://www.frontiersin.org/journals/psychology#articles


fpsyg-09-01561 August 31, 2018 Time: 17:34 # 7

Korteling et al. A Neural Network Framework for Cognitive Bias

is activated more easily (its activation threshold is lower) directly
after a prior activation. These, and other short-term synaptic
changes support a variety of computations (Abbott and Regehr,
2004; Jackman and Regehr, 2017). Potentiation works on similar
principles but on longer time scales (tens of seconds to minutes:
Bao et al., 1997). Long-term Hebbian forms of plasticity such
as potentiation make the processing of incoming information
more efficient and effective when this information complies
with previous activations (Destexhe and Marder, 2004; Wimmer
and Shohamy, 2012). We suppose that these kinds of processes
may form the basis for our tendency to interpret and focus
on information that confirms previously established perceptions,
interpretations or conclusions (i.e., the confirmation bias and the
belief bias). So, whereas conventional repositories or hard disks
can take up, process, and store information indifferently of its
characteristics, in neural networks the selection and processing
of inputs depends of the characteristics of the information.
Compatible, conforming, or matching inputs are more easily
selected, processed, and established, thus contributing to priming
effects. This may explain why we see what we expect to see and
why we associate more value or importance to information that
aligns with what is already represented in our brains.

The Retainment Principle
The Retainment Principle states that when irrelevant information
or counter-productive information (which has been given before)
is associatively integrated, it is captured in the brain’s neural
circuitry, such that this cannot be simply made undone, erased,
denied or ignored and thus will (associatively) affect a following
judgment or decision.

While the brain associatively ‘searches’ for information
that is consistent and compatible with its current state, it
cannot completely disregard irrelevant, erroneous, or redundant
information. For the brain, a hardware–software distinction
does not apply: information is structurally encoded in ‘wetware’
(Kosslyn and Koenig, 1992). All stimuli entering the nervous
system affect its physical–chemical structure and thereby its
connectionist properties. So, unlike a computer program, once
information has entered the brain, it cannot simply be ignored
or put aside. It always has an effect. Consequently, it is nearly
impossible to carry out an assignment like: “Do not think of
a pink elephant.” Once perceived and processed by the brain,
information is captured and retained and cannot easily be erased
or ignored. This means that judgment and decision making
is affected by persisting (‘anchoring’) effects of information
that has been given and processed before the decision. Biased
reasoning then occurs when irrelevant or misleading information
associatively interferes with this process. Examples of this type
of biased reasoning are the anchoring bias (decisions are biased
toward previously acquired information or the ‘anchor’: Furnham
and Boo, 2011), the endowment effect, the hindsight bias (the
tendency to erroneously perceive events as inevitable or more
likely once they have occurred: Hoffrage et al., 2000; Roese
and Vohs, 2012), and the outcome bias (the perceived quality
of a decision is based on its outcome rather than on the –
mostly less obvious – factors that led to the decision: Baron and
Hershey, 1988). The Hebbian principles of neural plasticity imply

that the accumulation and processing of information necessarily
causes synaptic changes, thereby altering the dynamics of
neural networks (Destexhe and Marder, 2004). When existing
circuits are associatively activated by new related inputs, their
processing characteristics and outcomes (estimations, judgments,
and decisions) will also be affected. This may be elucidated by
the hindsight and outcome biases. Unlike conventional computer
programs, the brain does not store new information independent
and separately from old information. New information (an
outcome of a previous decision) is associatively processed in
existing circuits (‘memory’), which are consequently modified
(through Hebbian learning). This neural reconsolidation of
memory circuits, integrating new inputs with (related) existing
representations will make the exact representation of the original
information principally inaccessible for the brain. In behavioral
terms: since hindsight or outcome knowledge is intrinsically
connected to the memories about the original decision situation
or event, new information received after the fact influences how
the person remembers this original situation. Because of this
blending of the neural representations of initial situations and
outcomes the original representations must be reconstructed,
which may cause a bias toward the final state. This may
easily result in the tendency to see past events as having been
predictable at the time they occurred, and in the tendency
to weigh the ultimate outcome in judging the quality of a
previous course of events (outcome bias). Likewise, the (long-
term) possession of an item may result in more neural ingraining
than something that is not (yet) owned. Loss of this property may
then be more disruptive to the integrity of the associate neural
circuitry than the idea of not acquiring this item. This may lead
to the endowment effect, i.e., that people demand much more to
give up an object than they would be willing to pay to acquire it.

The Focus Principle
The Focus Principle states that the brain focusses associatively on
dominant information, i.e., dominant ‘known knowns’ that easily
pop up in the forming of judgments, ideas, and decisions. The
fact that other (possible relevant) information may exist beyond
is insufficiently recognized or ignored (like a blind spot).

When making a decision, the brain is not a logical system that
systematically and proportionally takes into account and weighs
all relevant information. Instead, our brain works more like a
magnifying glass. When making decisions, we tend to rely on
conclusions that are based on limited amounts of readily available
information rather than on larger bodies of less consistent data
(illusion of validity: Kahneman and Tversky, 1973). This overall
tendency to overvalue a limited amount of information and
to ignore other (weaker) sources brought Kahneman (2011) to
the notion of: “What you see is all there is” (WYSIATI): only
what pops up when making a decision ‘exists’; other information
that may be useful but which is not directly available (i.e., the
‘known unknowns’ and the ‘unknown unknowns’), is (largely)
ignored or not recognized. This ignorance of lacking information
works in the opposite direction of the previously discussed
Retainment Principle. This gap in our awareness of what we
do not know resembles the blind spot in our visual field: the
unaware obscuration of the visual field due to the absence of
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light-detecting photoreceptor cells on the location where the
optic nerve passes through the optic disk of the retina. As result
the corresponding part of the visual field (roughly 7.5◦ high
and 5.5◦ wide) is not perceived. This local blindness usually
remains completely unnoticed until one is subjected to specific
tests (Wandell, 1995). A major example of this ‘blind spot’
phenomenon is the availability heuristic. This is the tendency
to judge the frequency, importance or likelihood of an event
by the ease with which relevant instances come to mind, which
is highly determined by their imaginability or retrievability
(Tversky and Kahneman, 1973, 1974). The availability bias causes
us to ignore the impact of missing data: “Out of sight, out
of mind” (Heuer, 2013). Also, we have a poor appreciation
of the limits of our knowledge, and we usually tend to be
overconfident about how much we already know. According
to Kahneman (2011), the capacity of humans to believe the
unbelievable on the basis of limited amounts of consistent
information is in itself almost inconceivable (i.e., overconfidence
bias). We often tend to be overconfident about the accuracy
of our estimations or predictions (prognosis illusion) and we
pay limited attention to factors that hamper the accuracy of
our predictions (overconfidence effect: Moore and Healy, 2008).
This is supposed to result from the fact that we do not see the
unknowns (Kahneman, 2011) and that we have more information
about ourselves than about others (Moore and Healy, 2008).
Other examples of focus-biased reasoning are related to our
overall tendency to focus on certain information while ignoring
the rest, such as: the focusing illusion and focalism (the tendency
to place too much emphasis on one or a limited number
of aspects of an event or situation), the survivorship bias (a
tendency to focus on the elements that survived a process and
to forget about those that were eliminated: Brown et al., 1992),
the priority heuristic (decisions are based on only one dominant
piece of information: Brandstätter et al., 2006), the fundamental
attribution error (explaining own behavior by external factors
and other people’s behavior by personal factors: Ross, 1977),
regression fallacy (failing to account for – relatively less visible –
random fluctuation: Friedman, 1992), and the omission bias
(a harmful action is usually more obvious, certain and clearly
visible’ than a harmful inaction). An example of how the Focus
principle in neural processes may explain our tendency to
focus on and overvalue readily available information can be
demonstrated by the way formerly established preconceptions
may associatively enter a judgment and deliberation process
and thus affect the resulting decision. In general, when people
think about their superstitious intuitions, they are likely to
automatically remember examples that support these. And
when a compatible experience recently has reinforced such
a superstitious belief, according to the Hebb rule it may be
more easily activated again (compatibility). Moreover, these
reconsolidating activations may also enhance inhibitory collateral
outputs, which for example mediate the mechanism of lateral
inhibition (Isaacson and Scanziani, 2011). Lateral inhibition
in neural circuits involves a mutual inhibition of (competing)
neurons proportionally to their activation level. In this way
(groups of) neurons that are slightly more active can quickly
become dominant. Lateral inhibition amplifies initially small

differences (e.g., Mach Bands) and accelerates discriminatory
processes leading to dominant associations (‘The winner takes it
all’). These dominant associations may suppress the activation
and retrieval of other (possibly contradicting) associations. This
suppression may prevent that conflicting data or memories
come to mind (‘blind spots’). It may also explain why we are
unable to simultaneously perceive contradicting interpretations
in ambiguous stimuli, like the Necker Cube. This basic neural
mechanism of contrast enhancement by lateral inhibition makes
us base our decisions on a limited amount of consistent
information while we remain unware of the fact that we fail to
consider additional relevant data or alternative interpretations.
This way limited amounts of relatively strong ideas, habits or
intuitions may easily dominate our decision-making processes by
suppressing alternative but weaker processes.

DISCUSSION AND CONCLUSION

Although our tendency to use heuristics that seem to violate
the tenets of rationality generally leads to fairly acceptable
outcomes with little experienced costs, it can sometimes result
in suboptimal decisions. It is therefore difficult to conclude
whether human decision making should generally be considered
as ‘rational’ or not. This qualification depends on the context
and on the chosen qualification standard. We chose not to go
into the fundamental question whether human heuristic thinking
should be considered as rational or irrational, but we focused
on the origins and theoretical explanation of the pervasive and
systematic character of heuristics and bias in human cognition.
The result of this endeavor may provide axioms and principles
to better explain and model cognitive processes in order to
adequately understand human decision making.

The current three explanatory perspectives attribute biases in
human decision making to cognitive capacity limitations and
mismatches between available or deployed heuristics (that are
optimized for specific conditions) and the conditions in which
they are actually applied. As noted before, this does not explain
why human decision making so universally and systematically
violates the rules of logic and probability in relatively simple and
obvious problem situations even when sufficient time is available,
or why some heuristics and biases involve an increase in the
amount of information processing (Shafir and LeBoeuf, 2002).
This universal and pervasive character of heuristics and biases
calls for a more fundamental and generic explanation. Based
on biological and neuroscientific knowledge, we conjectured
that cognitive heuristics and bias are inevitable tendencies
linked to the inherent design characteristics of our brain.
These characteristics are fundamental to the ‘wetware’ kind of
associative functioning of biological neural networks (‘System 1’
or ‘Type 1’ processing) that originally developed to perform more
basic physical, perceptual, and motor functions.

According to our framework, all neural networks typically
include association as their most fundamental property. Our
brain has a strong inclination or preference for coherence
(i.e., pattern recognition and combining information on the
basis of correlation and covariation). This tendency, which may
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be very efficient for the execution of perceptual-motor tasks,
may lead to various distortions in the processing of cognitive
information. Next to association, as the most fundamental
and pervasive principle of neural wetware, we describe three
additional characteristics that are directly related to associative
information processing and that may affect decision making
(i.e., Compatibility, Retainment, and Focus). The effects of the
four discussed characteristics are additional and not mutually
exclusive. So, the examples presented above should not suggest
that there is a one-to-one relationship between underlying design
principles of the brain and cognitive biases (Poldrack, 2010).
Some biases even may have common origins that mutually
reinforce each other. For example, on the basis of the strong
preference of our brain for coherence (i.e., seeing coherent
patterns or making combinations in the information on the basis
of correlation and covariation) we tend to see combinations
of unrelated information (i.e., superstition: Skinner, 1948). On
top of that, this tendency may also have had survival value
for our ancestors because it made them careful of any possible
harmful coincidences. So this tendency of neural wetware to
detect superstitious relationships may have been evolutionary
reinforced.

All four principles may affect decision making and may
contribute to cognitive biases, but the degree to which they do
so may vary over different biases and situations. For example,
the thoughts that come into our mind, or the information we
consider when we make a decision (availability bias) always
result from a continuing flow of Associations. Which (relevant
or irrelevant) information is associatively included or preferred
in our deliberations is affected by the characteristics of the
given information in relation to our current neural state
(Compatibility). The effects of (irrelevant) associative processes
on our judgments or decisions cannot easily be suppressed or
ignored (Retainment), and we focus on those thoughts that
associatively do pop up, while neglecting relevant information
that is not directly available or known (Focus). So, these intrinsic
design characteristics form the basis for our inclinations to
associate and combine (unrelated) information, to give priority
to compatible information, to retain irrelevant information
that should be ignored, and to focus on specific information,
while ignoring possible relevant information that is not directly
available or recognized. Although the number of heuristics
and biases that have been identified in the psychological (and
behavioral economics) literature is large, closer inspection reveals
many similarities and consistencies among them, the one often
being a specific example of the other. For example, biases
and heuristics like conservatism, familiarity bias, recognition
heuristic, confirmation bias, status quo bias, system justification,
normalcy bias, illusion of truth, and the ‘not invented here’ bias all
have in common our tendency to prefer what is compatible with
(or conforms to) our present state. This abundance of often quite
similar bias phenomena may be readily simplified and explained
by the aforementioned unifying principles of neural networks.
It should be noted, however, that it appeared not possible to
relate the whole range (over 100) of bias phenomena to the
four principles. The kind of biases we could not readily map
onto the present four principles appeared to be those that are

concerned with calculations and estimations on gain and loss
and our poor abilities in statistical reasoning in general. So, the
present framework does not readily explain why people seem
not very concerned with the outcomes of probability reasoning
(Kahneman and Tversky, 1979).

Our focus on the generic characteristics of neural information
processing is not in conflict with the conception of the brain as
an anatomically differentiated organ whose individual regions
are functionally specialized and make specific contributions to
mind and cognition (Finger, 2001). The notion that many parts
and regions of the brain are associated with the expression of
specific mental, behavioral, or cognitive operations is supported
by a wealth of evidence from both anatomical and physiological
studies, as well as from non-invasive neuroimaging. Functional
specialization is one of the enduring theoretical foundations
of cognitive neuroscience (van den Heuvel and Sporns, 2013).
Our approach should be considered as complementary to
the neuroscientific studies on functional specialization and
interaction of brain regions. The intrinsic mechanisms and
characteristics of neural processes that we propose are inherent
to (all) neural networks and will therefore occur throughout the
brain. So, our ‘generic’ approach of the issue is different from
studies that relate specific brain regions and neural circuitry (e.g.,
limbic–frontal interactions) to cognitive phenomena, (Bechara
et al., 1994, 1998; Miller et al., 2002; Barad et al., 2006;
Fellows and Farah, 2007; Ghods-Sharifi et al., 2009; Yang
and Raine, 2009; see also Goel et al., 2017). While we also
link neural processes to biases and heuristics, this is done
at level of connectionist properties of cell assemblies and the
interaction between neurons in a network as this happens
throughout the brain. It should thus be considered additional
to the work on biases and heuristics in the functional brain
anatomy sense. In general, it is likely that good choices
are shaped by an interplay between cognitive and emotional
processes, i.e., that both types of processing require prefrontal
involvement as well as limbic involvement. However, according
to our framework there is a strong, overall tendency to default
to heuristic thinking that can be rather simply and readily
explained by generic principles of neural wetware. Limbic–
frontal interactions (Type 2) may be involved in modulating
this pervasive default. When heuristics and biases emerge from
the basic characteristics of biological neural networks, it is
not very surprising that comparable cognitive phenomena are
observed in animal behavior (e.g., Dawkins and Brockmann,
1980; Chen et al., 2006; Lakshminaryanan et al., 2008). For
example, hyperbolic discounting has been found in rats, pigeons,
and monkeys (Alexander and Brown, 2010). Also, in the domain
of artificial neural networks, it has been found that applying
standard machine learning to textual data results in human-
like stereotyped biases that reflect everyday human culture
and traditional semantic associations (Caliskan et al., 2017).
Instead of supposing that cognitive strategies deal with decisional
complexity, it seems likely that these kinds of findings reflect our
conjectured relation between basic principles of neural networks
and bias.

By identifying possible relations between ‘higher’ cognitive
phenomena to established biological and neurophysiological
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processes, our neural network perspective may contribute
to cumulative knowledge building, thus helping to bridge
gaps between the cognitive- and neurosciences. Apart from
clarifying the systematic and persistent nature of biases, and
from resolving some theoretical contradictions (computational
complexity of some heuristics) and limitations (ad hoc character
of explanations), this framework may help to explain why only
after extensive training domain-experienced decision makers
become capable of solving difficult problems so easily and
‘intuitively.’ These experts do not analyze situations into their
constituent components, nor do they explicitly calculate and
weigh effects of different options (Type 2). Instead, their
judgments and decisions seem to be based on the quick and
automatic (Type 1) recognition of patterns in the available
information (Klein, 1993, 1998). From this viewpoint prior
experience and expertise (Klein, 1993, 1998) activate recognition
(Simon, 1992, p. 155) or gut feelings (Gigerenzer, 2007) for
the execution of complex decisions and actions. We provide
more insights into the way this may work on a more basic
neural level. According to our view heuristic (Type 1) processes
originate from the generic characteristics of neural information
processing that was originally aimed at pattern recognition,
performing perceptual-motor tasks and maintaining physical
integrity. With that our brain is not optimized for most higher-
order cognitive functions, such as calculation, statistics and
logical analysis. For this reason, only by extensive and consistent
training with appropriate feedback the right neural associations
can be established. These directly specify, or lead to, the right
(unbiased) judgments and decisions, without the requirement for
deliberation, much like the way neural processes for perceptual
motor functions work. This makes domain-experienced experts
capable of solving cognitive problems easily, instantaneously and
‘intuitively’ without any deliberation.

So far, a major conclusion of the present endeavor may
be that it can be beneficial to adopt the conception of the
brain as a neural network as the basis (or starting point) of
psychological theory formation, instead of, e.g., the broadly (and
often implicit) adopted computer metaphor. The realization
of, and insight into, the hard-wired origins of biases may
serve to find better ways to predict or counteract their
occurrence. It may be this intrinsic character that makes
our ‘automatic’ and ‘intuitive’ processes feel so overwhelming,
pervasive and real that we often experience (emotional)
reluctance to correct them (‘acquiescence’), irrespective of the
awareness of our rational shortcomings (Risen, 2015). Since
this affects almost all levels and components of public-,
business-, and daily-life decision making, the understanding
and mastering of biases is of great importance on many
practical levels. It should be noted that, in view of the
global character of the current psychological explanations, this
paper provides a starting point for a more detailed (neural
network) account of heuristics and biases. We hope this
inspires further research in the areas of artificial networks and
neuroscience.
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