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Multilinguals have to control their languages constantly to produce accurate verbal output. They have to inhibit possible lexical competitors not only from the target language, but also from non-target languages. Bilinguals’ training in inhibiting incongruent or irrelevant information has been used to endorse the so-called bilingual advantage in executive functions, assuming a transfer effect from language inhibition to domain-general inhibitory skills. Recent studies have suggested that language control may rely on language-specific inhibitory control mechanisms. In the present study, unbalanced highly proficient bilinguals completed a rapid naming multi-inhibitory task in two languages. The task assessed three types of inhibitory processes: inhibition of the non-target language, inhibition of lexical competitors, and inhibition of erroneous auditory feedback. The results showed an interaction between lexical competition and erroneous auditory feedback, but no interactions with the inhibition of the non-target language. The results suggested that different subcomponents of language inhibition are involved during bilingual language production.
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INTRODUCTION

Multilinguals have to manage different languages to control verbal speech on an everyday basis. They have to select the language that is needed at every specific moment and suppress interference from the situationally irrelevant languages. This mechanism is commonly referred to as language control and it has been associated with the use of a complex set of inhibitory control mechanisms (see Green, 1998; Kroll et al., 2008; Declerck and Philipp, 2015). Broadly speaking, inhibitory control refers to the suppression of interfering information or prepotent responses. In the influential framework published by Miyake et al. (2000), inhibition was proposed to be one of three separable components of executive functions (together with updating and shifting). However, a more recent framework (Miyake and Friedman, 2012) suggests that inhibition may not be a subcomponent but instead correlates perfectly with a “common executive function,” defined as the ability to maintain and use task goals and goal-related information.

Research has shown that language inhibition may be required during bilingual speech production (e.g., Rodriguez-Fornells et al., 2005; de Bruin et al., 2014) and comprehension (e.g., Macizo et al., 2010; Durlik et al., 2016), with the results from the former group of studies being more consistent than those from the latter. However, the mechanisms underlying language inhibition during bilingual speech production are not well understood yet, despite the importance of these inhibitory mechanisms in the debate on the so-called bilingual advantage in executive functions (see, among many others, Duñabeitia et al., 2014; Paap and Sawi, 2014; Bialystok, 2015; Duñabeitia and Carreiras, 2015; Sorge et al., 2017; see Lehtonen et al., 2018, for a recent review). In this respect, one important question is whether bilingual language inhibition is accomplished using the same mechanisms that are also used in non-linguistic inhibition tasks (i.e., a domain-general inhibitory mechanism; Jackson et al., 2001; Bialystok et al., 2008; Colzato et al., 2008; Linck et al., 2012; de Bruin et al., 2014) or whether mechanisms specific to linguistic inhibition are applied (Calabria et al., 2015; Branzi et al., 2016).

Furthermore, even within bilingual speech production, multiple types of linguistic conflict may be present that may be governed by different forms of inhibitory control mechanisms. The current study therefore assessed whether different types of interfering linguistic information are suppressed through a general inhibitory control mechanism or distinct mechanisms. To this end, we asked a group of highly proficient yet unbalanced Spanish-Basque bilinguals to complete a verbal production task either in their native language (Spanish) or in their non-native language (Basque), while parametrically manipulating other additional inhibitory demands (i.e., lexical inhibition and erroneous auditory feedback inhibition). While these three manipulations differ in many ways, they share one important component: the presence of interfering information that needs to be suppressed in order to correctly complete the task. In the current study, we explored the possible additive or interactive nature of the different types of interfering information in the context of a Rapid Automatized Naming (RAN) task (see Denckla and Rudel, 1974) in which we included several manipulations. The RAN task provides a unique opportunity to explore language-related interference at multiple levels, given that it taps into a fusion of linguistic, articulatory and attentional processes (see Cummine et al., 2014). In this line, it has been argued that over and above the obvious articulatory, motor and perceptual processes involved in the RAN, additional attentional, conceptual and phonological processes are required for successful performance (see Wolf and Bowers, 1999).

The first task manipulation concerned the use of the first or second language. It is widely assumed that multilingual speakers have to inhibit phonological and lexical competitors from the non-target language during speech production, so that speaking in one language requires non-target language inhibition. Green (1998) proposed an inhibitory control model in which multilinguals solve the conflict between languages through suppression of the representations from the non-target languages, while the representations from the target language are activated. Furthermore, the amount of inhibition needed to suppress the non-target language is argued to be related to language proficiency. In the case of a strong first language (L1) and weaker second language (L2), a relatively high level of inhibition of L1 is needed when speaking in L2. In contrast, when speaking in the stronger L1, less inhibition of the weaker L2 may be needed (although even in these circumstances, non-target language inhibition may be needed).

But over and above inhibiting the non-target language, both monolingual and bilingual speech production require a series of processes related with lexical inhibition. According to Levelt’s model of word production (Levelt et al., 1999), a series of automatic steps have to take place before a speaker voluntarily generates any word. First, she must identify a concept in the imagery system and activate the associated lexical representation(s). Then, she must select a suitable lexical item and inhibit the ones that share semantic, lexical, and syntactic properties with the target word. Finally, she must inhibit morphological and phonological competitors in order to retrieve the articulatory representation of the intended word. Hence, speakers have to inhibit possible lexical competitors in order to correctly produce the intended word (see Grainger and Jacobs, 1993; Abutalebi and Green, 2008; Philipp and Koch, 2009; Righi et al., 2010), and these lexical inhibitory mechanisms are qualitatively different from the non-target language inhibitory mechanisms insofar that the latter focus on the whole language system, while the former concentrate on the neighboring lexical representations.

But speech production does not exclusively rely on these two types of inhibitory mechanisms. During speech production, a speaker not only has to inhibit competitors at different levels of processing within the target and non-target languages, but she also has to trust her own auditory feedback to online monitor and control the articulatory output (Lee, 1950). Auditory feedback is a mechanism that helps to verify whether the current speech production is in agreement with the intention. In cases in which a mismatch in perceived, a correction mechanism operates at the level of production (see Burnett et al., 1998).

One interesting manipulation regarding speech monitoring is delayed auditory feedback (DAF), a technique that was initially developed to explore the importance of auditory feedback in speech production. The DAF is a technique in which speakers hear their own speech production through headphones, but with a short and artificially inserted lag between the actual production and its reproduction. Speech is normally inhibited using auditory feedback inhibition, which occurs online, with a very short delay. When the perception of speech is delayed – in this case artificially by playing back the sound with a delay – this auditory feedback inhibition becomes more costly and less efficient. Therefore, the auditory perceptual lag disturbs speech production, leading to disfluent utterances. The DAF technique facilitates understanding how production is achieved by exploring erroneous auditory feedback inhibition when such feedback is delayed and thus unreliable and even disturbing. In order to efficiently continue producing speech under DAF, speakers need to monitor the auditory feedback and inhibit the incorrectly timed input, while adjusting their utterances to the circumstances.

Some previous studies have suggested a relationship between auditory feedback and domain-general control processes. Adaptation to altered auditory feedback can be modulated by attentional load (e.g., Tumber et al., 2014; Scheerer et al., 2016) and networks mediating domain-general cognitive control may also be involved in feedback monitoring (Schiffer et al., 2015). Other studies, however, did not observe such a link between altered auditory feedback and domain-general inhibitory control (Martin et al., 2018) and have suggested that feedback control may rely on perceptual acuity to compensate for this perturbation during speech production (Villacorta et al., 2005; Martin et al., 2018). Yet, as auditory feedback is linguistic, a relationship may exist with language control, and we tested this idea in the current study.

The precise way in which language proficiency impacts speech production under DAF is still a matter of debate. It is assumed that until a certain proficiency level is acquired in a non-native language (L2), the impact of the DAF technique is larger in that language than in the native one (L1). Several studies have shown an interaction between language dominance and erroneous auditory feedback inhibition, reporting longer speech latencies in L2 than in L1 (e.g., Lee, 1950; Mackay, 1970; Van Borsel et al., 2005). These results are consistent with the idea that bilinguals need more inhibitory resources when using their weaker L2 because they have to suppress the dominant L1 (Green, 1998). However, once multilingual speakers acquire a higher level of proficiency in L2, erroneous auditory feedback inhibition seems to occur similarly for native and non-native languages, suggesting the control of incorrect auditory feedback is not exclusively related to nativeness in a language (e.g., Siegel et al., 1984; Kvavik et al., 1991; Fabbro and Darò, 1995). The participants in our study were highly proficient in both languages, but still unbalanced with a higher proficiency level in L1 than in L2. As such, our participants could follow the pattern of previous studies showing similar erroneous auditory feedback inhibition for L1 and L2 in bilinguals with a high proficiency level. Alternatively, the unbalanced proficiency levels may still lead to an interaction between auditory feedback and language.

In the current study, DAF was used to assess whether the demands of inhibiting the delayed feedback could cause a processing bottleneck for other inhibitory demands during speech production in the context of a RAN task. The RAN task was originally designed to assess reading competence by naming pictures as fast as possible (see Denckla and Cutting, 1999, for a review). This task requires not only lexical access, but also the inhibition of the competitors flanking the target image (i.e., the neighboring representations sharing some properties with the target item). In cases when the matrices are made of pictorial elements referring to the same semantic category (e.g., a picture of an animal flanked by other animals of different species), the inhibitory demands increase, making lexical access slower and costlier (see Oppenheim et al., 2010; Mahon and Caramazza, 2011; Runnqvist et al., 2012). Thus, the RAN task seems to be a perfect test scenario to explore how multiple levels of linguistic inhibitory demands could interact with each other during language production.

We created a multilingual RAN-like picture naming task where three types of language inhibition mechanisms could be required across conditions: non-target language inhibition, lexical inhibition of the preponderant responses and the competitors, and erroneous auditory feedback inhibition. We conceived an experimental design that allowed for observing how the system performs as a whole and whether these three variants of inhibitory processes at play during multilinguals’ speech production interact with each other. Firstly, highly proficient bilingual participants were asked to name the pictures of the RAN either in their native language (Spanish) or in their non-native language (Basque), thus requiring non-target language inhibition to complete the different trials of the RAN scenario.

Furthermore, an additional artificial inhibitory demand was included in the experimental design, aimed at mimicking some of the lexical inhibitory processes that need to be carried out by multilinguals while producing speech. Multilinguals and language learners have to inhibit preponderant words from the native language that may interfere with the correct utterance in the non-native language (e.g., a Spanish-English bilingual would have to inhibit the translation equivalent “casa” to produce the word “house”). This is an everyday, constant demand for bilinguals, and in the context of the current experiment, we artificially created a similar demand with the aim of recreating a natural aspect of bilinguals’ day-to-day interactions. We asked participants to substitute the name of certain pictures for that of some digits (e.g., say the word “two” when seeing the picture of a frog) in increasing order of difficulty, parametrically varying the number of to-be-replaced elements. Finally, auditory feedback demands were manipulated by including trials in which participants perceived their own speech without or with an artificial delay (DAF).

Thus, the aim of this study was to investigate how language inhibition works in multilingual speakers, particularly assessing whether distinct linguistic inhibitory processes that are at play during speech production interact with each other. By means of our multi-layered picture naming RAN-like task, we intended to tax the system and to evoke the use of large amounts of inhibitory resources, highlighting their independent effects and the interdependent interactions between them. The results of the current study will help us elucidating the extent to which language control mechanisms in multilingual speech production rely on a general mechanism of language control, or alternatively, on different subcomponents of language control. If the three types of inhibitory mechanisms interact with each other, this would suggest that language control relies at least partly on a shared inhibitory control mechanism. On the other hand, and in line with Sternberg’s Additive Factors Method Sternberg’s (1969, 1998, 2011), we argue that if the three types of interference manipulations show main effects that do no interact with each other, this would support the existence of independently operating processes. We would interpret a lack of interaction along the claims of the Additive Factors Method that has been successfully applied to visual object naming (see Sternberg, 1998), which endorses a view of additivity for functionally distinct processes that are separately modifiable (Sternberg, 2013). Thus, if we observe no interaction between non-target language inhibition (namely, the effect of naming items in L1 vs. in L2), erroneous auditory feedback inhibition (immediate feedback vs. delayed feedback), and lexical inhibition of competing representations, this would speak for a relative independence of the inhibitory components, in line with the idea of different inhibitory mechanisms underpinning language control (e.g., Calabria et al., 2012; Branzi et al., 2016). If it is the case that the systems work separately, our results should also shed new light on specific inhibitory processes applied within the language-related inhibitory system.

MATERIALS AND METHODS

Participants

Fifty-sixunbalanced Spanish-Basque bilingual young adults from the University of the Basque Country took part in this experiment (highest degree obtained was high school for 12 participants, professional training for 8, university degree for 31, and postgraduate degree for 2 participants). Three participants were excluded from analyses due to a high error rate (more than 35% errors in each matrix). All participants (M age = 23 years, SD = 3 years; 33 females) were native Spanish speakers, who acquired Basque early in life (see Table 1) and were more exposed to Spanish than to Basque in their daily life (see Table 1). Their language proficiency was assessed using two tests (see de Bruin et al., 2017, for further details): a picture naming task in which they were asked to name 65 common objects in each of the two languages (see Table 1), and a personal interview with a native bilingual linguist who rated them on a 1-to-5 scale (5: native-like competence; 1: basic/no knowledge; see Table 1). In addition, participants were asked to rate their competence (in terms of reading, speaking, writing, and understanding) on a scale from 0 to 10 (see Table 1). All participants were right-handed and none were diagnosed with language disorders, learning disabilities, or auditory impairments. After the experiment, they were reimbursed for their time. This study was carried out in accordance with the recommendations of the international ethical guidelines approved by the BCBL Ethics Committee with written informed consent from all subjects. All subjects gave written informed consent in accordance with the Declaration of Helsinki. The protocol was approved by the BCBL Ethics Committee.

TABLE 1. Table showing the participants’ language profile.
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Materials and Design

Pictures of concepts from two different semantic categories (animals and body parts) were used to create different matrices for the rapid naming task. The images were taken from the MultiPic database (Duñabeitia et al., 2018). While non-target language activation has often been studied with words that are similar between two languages (e.g., cognates), studies using non-cognates have also observed activation and inhibition of the non-target language (e.g., de Bruin et al., 2014). To avoid effects of cognate status, we explicitly avoided the use of concepts associated with cognate words, and all the items selected for the two categories had names that were non-cognates between Spanish and Basque, lacking substantial orthographic or phonological overlap between languages. The picture names were matched on syllable length, number of phonemes, and frequency of use between languages (see Table 2).

TABLE 2. Means (M) and standard deviations (SD) of the number of syllables, phonemes and of the frequency of use (in number of appearances per million) of the common names used in the task, as obtained from the E-Hitz (Perea et al., 2006) and B-Pal (Davis and Perea, 2005) databases.
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The structure of the experiment and the order of conditions were as follows. Each participant completed eight blocks. Four blocks were completed in Spanish and four in Basque. Furthermore, two of the four blocks were completed without DAF and the other two with DAF (i.e., two of the four blocks) for each language. Each semantic category occurred once in each of these conditions, so that each participant completed the same semantic category twice in each language, once with and once without DAF (see Figure 1). The blocks were distributed over the experiment so that in the first half of the experiment, some participants completed all body part blocks in Spanish (both with DAF and without DAF) and all animal blocks in Basque. In the second half of the experiment, these participants would then complete all animal blocks in Spanish and all body part blocks in Basque. For other participants, this order was reversed so that the language in which each semantic category was named first was counterbalanced. Within each half of the experiment, the order of languages and DAF condition was randomized so that some participants started in Spanish and some in Basque.


[image: image]

FIGURE 1. Overview of the eight different blocks completed by each participant. Language block order (Basque/Spanish) was counterbalanced across participants, and the order of presentation of the rest of conditions within each language block was randomized.



Furthermore, each block was composed of 4 matrices that were always completed in the language of that block. Each matrix included 24 pictures (i.e., each of the 6 individual items was repeated four times; see Appendix 1) aligned in columns and rows and arranged at random. Participants were asked to name the pictures of the first matrices of each block normally. Then, in the subsequent 3 matrices, participants were asked to replace the name of certain items with the name of some numbers. In the second matrix of each block, the name of one item (i.e., one animal or one body part) had to be consistently replaced throughout the completion of the matrix with the name of the first cardinal number (e.g., replace the word “frog” with the word “one”). In the third matrix, the names of two pictures had to be substituted by the names of two digits. Finally, in the fourth matrix of each block, participants were asked to replace the names of three different items with those of three digits. The specific rules for the replacements in each matrix were presented to the participants at the beginning of each trial. The blocks were counterbalanced for language and the presence or absence of DAF, but lexical substitutions were always presented in the same order following an increasing order of difficulty from 0 to 3.

Procedure

Participants were tested individually in a soundproof room. They were seated at a distance of about 45 cm from a laptop with a 13-inch screen, where all the stimuli were presented using Experiment Builder (SR-Research, Ontario, Canada). The same software was also used to collect the verbal responses, which were recorded from the onset of the presentation of each matrix to the moment in which the participant pressed the space bar to indicate that she had finished naming the items. Participants wore a headset throughout the experiment and they were instructed to name the items of each matrix as if they were reading a text (left to right, top to bottom), as fast as they could and trying not to make errors. Delayed auditory feedback time was set to 200 ms for the DAF condition in accordance with previous studies (Stuart et al., 2002; Hashimoto and Sakai, 2003) and to 0 ms for the immediate (no-DAF) condition. To this end, a SmallTalk device (Casa Futura Technologies, Colorado, United States) set at 80 dB was used.

Each matrix in each block was preceded by a screen specifying the instructions and conditions about the auditory feedback (delayed vs. immediate), the assigned language (L1 vs. L2), and the number of lexical substitutions that they had to do (0, 1, 2, or 3). Participants were instructed whether there would be a delay in auditory feedback to avoid the disruptive effect of the delay being larger at the beginning of the task due it being a surprise. Participants were familiarized with the pictures’ names before performing the rapid naming task in the two languages and they practiced the lexical substitution with fruit matrices before the experiment started.

Data Analysis

Data were analyzed in two ways. Firstly, we performed a three way ANOVA testing the effects of Language (L1| L2), Auditory Feedback (immediate| delayed), and Lexical Replacements (namely, the number of substitutions: 0| 1| 2| 3) on the naming latencies. As we aimed to examine whether different types of linguistic conflict interacted or not, we furthermore analyzed the data using Bayesian analysis. In the case of a null effect, a p-value can only say that there was no evidence for an effect, but it does not support the absence of an effect. By reporting Bayes Factors (BF), we show the ratio of the probability that the data were observed under the null hypothesis (e.g., “no interaction between auditory feedback and language”) vs. the probability of observing the data under the alternative hypothesis (e.g., “an interaction between auditory feedback and language”). For instance, a BF01 of 5 indicates that the observed data were five times more likely to have occurred under the null than alternative hypothesis. Bayesian analyses were conducted with JASP 0.8.5 using Bayesian repeated measures ANOVA with 100,000 samples. As we were interested in the interactions between the three different manipulations, we compared the model with the three main effects of Language, Auditory Feedback, and Lexical Replacements to a model including those three main effects plus, (a) the interaction between Language and Auditory Feedback; (b) the interaction between Language and Lexical replacements; and (c) the interaction between Auditory Feedback and Lexical Replacements.

RESULTS

We exclusively focused on the naming latencies given that the average number of errors was fairly low (M = 1.05 errors per matrix, SD = 1.30; range: 0.17–2.17). Besides, it is likely that any effects of production errors are also observable in the naming latencies since participants corrected themselves when making a mistake, thus requiring more time to complete the matrix.

The three main effects were significant. For the effect of Language, blocks that were named in Basque (L2, non-native language) yielded longer reaction times (M = 23.61 s, SD = 5.20) than blocks completed in Spanish (L1, native language; M = 22.67 s, SD = 4.93), F(1, 52) = 9.30, p < 0.004, [image: image] = 0.1521. Regarding the effect of Auditory Feedback, blocks that had to be named under the DAF condition required more time (M = 24.18 s, SD = 5.19) than blocks that did not include any DAF (M = 22.10 s, SD = 4.95, F(1, 52) = 57.26, p < 0.001, [image: image] = 0.524. Finally, the main effect of Lexical Replacements showed an increase in the naming latencies as a function of the number of words that had to be substituted, F(3, 156) = 38.73, p < 0.001, [image: image] = 0.427, ranging from trials requiring no replacements (M = 21.88 s, SD = 4.60 to trials requiring 3 substitutions (M = 24.87 s, SD = 5.91) (see Table 3 and Figure 2 for details). There was a significant interaction between Auditory Feedback and Lexical Replacements, F(3, 156) = 3.67, p = 0.014, [image: image] = 0.066, such that the effect of the DAF diminished as the number of replacements increased (see Figure 2). Nonetheless, and in spite of the decreasing magnitudes of the effect of the auditory feedback with the increased lexical replacement demands, this effect was always significant [No substitutions: t(52) = 5.28, p < 0.001, Cohen’s d = 0.726; 1 substitution: t(52) = 6.95, p < 0.001, Cohen’s d = 0.956; 2 substitutions: t(52) = 6.76, p < 0.001, Cohen’s d = 0.929; 3 substitutions: t(52) = 2.83, p < 0.006, Cohen’s d = 0.390). Importantly, there was no interaction between Language and Auditory Feedback, F(1, 52) = 0.20, p = 0.653, [image: image] = 0.004 (see Figure 3), or between Language and Lexical Replacements, F(3, 156) = 1.32, p = 0.270, [image: image] = 0.025 (see Figure 4), nor was there a three-way interaction between all the factors, F(3, 156) = 0.41, p = 0.750, [image: image] = 0.008.

TABLE 3. Descriptive statisticsof the mean naming latencies (in seconds) across participants in each condition.
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FIGURE 2. Mean naming times (in seconds) as a function of the number of lexical replacements (0, 1, 2 or 3) and the auditory feedback conditions (immediate vs. delayed). Error bars refer to the standard error (SE) of each mean.
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FIGURE 3. Mean naming times (in seconds) as a function of the language (Spanish and Basque) and the auditory feedback conditions (immediate and delayed). Errors bars refer to the standard error (SE) of each mean.
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FIGURE 4. Mean naming times (in seconds) as a function of the language (Spanish and Basque) and the lexical replacements (0, 1, 2, or 3). Errors bars refer to the standard error (SE) of each mean.



We then conducted Bayesian analyses in which we compared models including the main effects only to the model including the main effects plus the interaction of interest. For the model including the interaction between Language and Lexical Replacements, the BF01 was 37.85 (± 2.65%), suggesting that model without an interaction fits the data around 38 times better than a model with this interaction term included. Similarly, for the model including the Language × Auditory Feedback interaction, the BF01 was 8.76 (± 1.71%), suggesting that the model without such interaction accounts for the data nearly 9 times better than the model with the interaction. Thus, both analyses suggested that there was no interaction between Language and Auditory Feedback or Lexical Replacements. Regarding the interaction between Lexical Replacements and Auditory Feedback, while the p-value showed a significant interaction, the Bayes Factor analysis showed some evidence against an interaction with a BF01 of 4.25 (± 4.18%).

DISCUSSION

The aim of the study was to explore how distinct types of language inhibition that are typically needed by multilingual speakers to efficiently produce speech (namely, non-target language inhibition, inhibition of lexical competitors, and inhibition of erroneous auditory feedback) interact with each other during completion of a rapid naming task. Our main interest was to examine whether these different processes rely on the same linguistic inhibitory system or whether, alternatively, several types of different and independent linguistic inhibitory mechanisms underlie each of the distinct processes. To this end, we designed a highly demanding rapid naming task to allow us to observe how the inhibitory system(s) work(s) while multitasking.

In accordance with previous findings and as predicted, our results revealed main effects in all the three variables of interest. Firstly, participants exhibited longer naming times overall in L2 (Basque) as compared to L1 (Spanish), in line with the bulk of preceding evidence at this regard (e.g., Meuter and Allport, 1999; Costa and Santesteban, 2004). Second, longer naming latencies were also observed under DAF conditions as compared to immediate feedback conditions (see Lee, 1950; Mackay, 1970; Van Borsel et al., 2005). Finally, regarding the effect of replacing a preponderant response with a different lexical label according to newly learned rules, we found that naming times increased as a function of the number of replacements that were required. These effects suggest that the current test scenario readily tapped into a set of inhibitory mechanisms whose role and degree of implication were more prominent as the task demands increased (see Wickens, 2002).

Interestingly, only two of the constructs associated with different inhibitory demands interacted with each other in the classic factorial analysis of variance (although the Bayes Factor actually provided some evidence against this interaction). The negative impact of the DAF partially decreased as the lexical competition increased (namely, as the need for controlling and inhibiting a preponderant response increased), potentially suggesting that both may tap into similar inhibitory resources. This interaction could also be understood in terms of a plateau effect in the three-replacement condition when the maximal taxation of cognitive resources is reached. However, none of these effects significantly interacted with the language at use (native vs. non-native), and the relative independence of this effect speaks for a certain degree of separation or autonomy of the different types of inhibitory mechanisms that multilinguals may use and require.

Crucially, the language (L1 or L2) did not interact with either lexical competition or auditory feedback alteration. This suggests that inhibitory mechanisms used to suppress the non-target language are not identical to the inhibition mechanisms used to accomplish suppression of erroneous auditory feedback or lexical competitors. The latter manipulation may also have introduced an increase in working memory load, which could explain the main effect of lexical competitors that was observed. However, beyond the working memory component related to remembering which replacement to use, the task also required inhibition of the word that could not be used (or resistance to the interference created by this salient representation). Thus, if the inhibitory component of lexical competition is related to the type of control used in language inhibition, we should have observed an interaction. Instead, and in line with Sternberg’s Additive Factors Method Sternberg’s (1998; 2013), the additive nature of these effects and the demonstration that they are independently modifiable, support the idea of a functional difference between them.

Previous studies have already suggested that language inhibition may be based on its own specific and independent resources (see Abutalebi and Green, 2008; Calabria et al., 2012; Blanco-Elorrieta and Pylkkänen, 2016; Branzi et al., 2016). Our results are in line with this view, suggesting that the inhibition of the non-target language is likely to be managed through a set of inhibitory resources that are not shared or required by other tasks. These results follow what Shell et al. (2015) showed in a similar study manipulating inhibitory control demands in a picture-word interference task that also involved a language-switching paradigm. No interaction between the effects of the lexical competitors and the effects of the language at use was found in this study either, suggesting that the underlying processes may not require overlapping or shared inhibitory mechanisms, ultimately suggesting that multilingual language control could use a highly specific and independent inhibitory mechanism for non-target language inhibition.

On the other hand, our data are less compatible with previous studies suggesting that language inhibition is at least partly related to the inhibition mechanisms used in other (non-verbal) tasks (e.g., Linck et al., 2012; de Bruin et al., 2014). However, these studies have typically used a language switching paradigm, which may place additional demands on language inhibition and/or may require a different form of inhibition. For instance, while our task required more global, proactive inhibition of the non-target language, language switching may make additional use of local, reactive inhibition mechanisms (Green, 1998). Considering the design of the current experiment, it was not possible to examine more short-lived effects of inhibition at the level of individual items. Future experiments will need to examine whether different tasks eliciting stronger and/or more local effects of language inhibition show connections between different types of language inhibition.

The absence of an interaction between inhibition of the delayed, erroneous auditory feedback and inhibition of the non-target language is line with a previous study (Martin et al., 2018) showing that the type of inhibition applied to compensate for the presence of altered feedback does not correlate with other types of inhibitory processes. It is furthermore worth noting that while some preceding studies have shown an interaction between the effects of DAF and those of language dominance (see Lee, 1950; Mackay, 1970; Van Borsel et al., 2005), such an interaction has not been found in samples of highly proficient bilinguals. For instance, Fabbro and Darò (1995) conducted a study with highly proficient interpreters performing under DAF conditions and found no interaction between the critical variables of interest. The participants in our study were highly proficient in both languages. In line with preceding evidence showing that highly proficient bilinguals rely on different language-selection mechanisms than low proficient bilinguals (e.g., Costa and Santesteban, 2004; Costa et al., 2006), increased proficiency in the non-native language could make the reliance on erroneous auditory feedback more similar to that of the native language. If so, the set of inhibitory mechanisms that are used to partial out the negative effect of incorrect (altered or delayed) auditory feedback could be similar in L1 and L2. This is precisely what we found in the current study, suggesting that in highly proficient bilinguals, the underlying processes responsible to monitor erroneous auditory feedback and inhibit the potentially disturbing incorrect feedback may not be linguistic in essence, and that it may instead correspond to a specific type of mechanisms that are linked to perceptual acuity.

This study suggests that multilinguals do not rely on one unique inhibitory system to produce speech in one of the known languages, but rather that they rely on a set of different mechanisms that operate separately. As said, the interpretation that additive factors can reflect independent processes is in line with Sternberg’s Additive Factors Method Sternberg (1998). This approach has been used frequently to study the independence of and similarities between different processes involved in inhibitory control (e.g., Los, 2004; van den Wildenberg and van der Molen, 2004). However, other studies have questioned the reliability of inferring underlying processes from patterns seen in response time data. Stafford and Gurney (2011) showed that both models with discrete stages and continuous models with simultaneously run, interacting processes could mimic additive factors. Any inference with respect to distinct vs. interacting processes based on additive factors should thus be interpreted with caution. In line with Sternberg (2013) response to Stafford and Gurney, we therefore interpret our data as supporting rather than unequivocally implying distinct inhibitory control processes.

The three manipulations used in our study were not only tapping into inhibitory control, but are also likely to recruit other forms of cognitive control (e.g., working memory or rule learning, in the case of the manipulation involving lexical replacements). While it is perfectly possible that the three manipulations were different enough not to recruit a shared inhibitory control mechanism, it should be considered that the three of them required the inhibition of interfering information (in the form of another language, lexical items, or erroneous auditory feedback). We believe that if different types of inhibitory control are governed by a common inhibitory control mechanism, these three specific forms of resistance to linguistic interference would be expected to tap into this general mechanism.

Our results open up the possibility to think about how the inhibitory system is further divided into domain-specific sub-mechanisms that do not necessarily work at par. These distinct mechanisms should be explored in more detail in order to better understand how they work and relate to each other in an interactive fashion, and specifically, how they are used by multilinguals to efficiently face the highly demanding communicative scenarios they encounter in their daily life. Furthermore, brain imaging techniques could be used to shed more light on the possible differences between or overlap in the spatial and temporal characteristics of different types of inhibitory control. We tentatively propose that the debate on the generality or specificity of the language-related inhibitory mechanisms should be moved to a new arena, leaving aside the simplistic dichotomy between language-specific inhibition and domain-general inhibition. The current study suggests that the different inhibitory processes that mediate multilingual speech production are somewhat independent from each other, probably referring to diverse inhibitory modules. Some of these mechanisms, such as the inhibitory control of erroneous auditory feedback and the inhibition of competing lexical representations, could tap into similar inhibitory resources. However, other mechanisms, such as the set of inhibitory processes applied to control for the interference from the non-target language, seem to be independent. Together, these results make us think of a series of inhibitory modules that go beyond a unitary conception of language-specific inhibitory mechanisms.

In sum, these findings demonstrate that some of the mechanisms related to language control require allocating particular and independent inhibitory resources that remain unaffected by the concurrent requirement of other inhibitory mechanisms. This suggests that multilingual language control builds on a set of specific inhibitory mechanisms that are not shared by other cognitive or even other language processes. Future studies will help us elucidating the precise nature and role of these seemingly independent inhibitory processes, and the way in which they are acquired, developed and trained in multilingual contexts.
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FOOTNOTES

1 To further examine the role of non-target language inhibition in L1 vs. L2, we examined effects of language order. If L1 is inhibited strongly during L2 production, L1 responses should be relatively slow after an L2 task compared to L2 after L1. Participants always named one semantic category in one language in the first half of the experiment and in the other language in the other half. There was a significant effect of task half [F(1, 52) = 8.77, p = 0.005, [image: image] = 0.144], reflecting that responses were faster in the first half (M = 22.70 s, SD = 4.30) than in the second half (M = 23.58 s, SD = 4.50) of the experiment. However, while the difference between task half was numerically larger for Spanish (M = 1.23; SD = 2.62) than Basque (M = 0.53; SD = 3.95), task half did not interact significantly with language [F(1, 52) = 1.00, p = 0.321, [image: image] = 0.019].

REFERENCES

Abutalebi, J., and Green, D. W. (2008). Control mechanisms in bilingual language production: neural evidence from language switching studies. Lang. Cogn. Process. 23, 557–582. doi: 10.1080/01690960801920602

Bialystok, E. (2015). Bilingualism and the development of executive function: the role of attention. Child Dev. Perspect. 9, 117–121. doi: 10.1111/cdep.12116

Bialystok, E., Craik, F., and Luk, G. (2008). Cognitive control and lexical access in younger and older bilinguals. J. Exp. Psychol. 34, 859–873. doi: 10.1037/0278-7393.34.4.859

Blanco-Elorrieta, E., and Pylkkänen, L. (2016). Bilingual language control in perception versus action: meg. reveals comprehension control mechanisms in anterior cingulate cortex and domain-general control of production in dorsolateral prefrontal cortex. J. Neurosci. 36, 290–301. doi: 10.1523/JNEUROSCI.2597-15.2016

Branzi, F. M., Calabria, M., Boscarino, M. L., and Costa, A. (2016). On the overlap between bilingual language control and domain-general executive control. Acta Psychol. 166, 21–30. doi: 10.1016/j.actpsy.2016.03.001

Burnett, T. A., Freedland, M. B., Larson, C. R., and Hain, T. C. (1998). Voice F0 responses to manipulations in pitch feedback. J. Acoust. Soc. Am. 103, 3153–3161. doi: 10.1121/1.423073

Calabria, M., Branzi, F. M., Marne, P., Hernández, M., and Costa, A. (2015). Age-related effects over bilingual language control and executive control. Bilingualism 18, 65–78. doi: 10.1017/S1366728913000138

Calabria, M., Hernández, M., Branzi, F. M., and Costa, A. (2012). Qualitative differences between bilingual language control and executive control: evidence from tasks witching. Front. Psychol. 2:399. doi: 10.3389/fpsyg.2011.00399

Colzato, L. S., Bajo, M. T., Van den Wildenberg, W., Paolieri, D., Nieuwenhuis, S., La Heij, W., et al. (2008). How does bilingualism improve executive control? A comparison of active and reactive inhibition mechanisms. J. Exp. Psychol. 34, 302–312. doi: 10.1037/0278-7393.34.2.302

Costa, A., and Santesteban, M. (2004). Lexical access in bilingual speech production: evidence from language switching in highly proficient bilinguals and L2 learners. J. Mem. Lang. 50, 491–511. doi: 10.1016/j.jml.2004.02.002

Costa, A., Santesteban, M., and Ivanova, I. (2006). How do highly proficient bilinguals control their lexicalization process? Inhibitory and language-specific selection mechanisms are both functional. J. Exp. Psychol. 32, 1057–1074. doi: 10.1037/0278-7393.32.5.1057

Cummine, J., Szepesvari, E., Chouinard, B., Hanif, W., and Georgiou, G. K. (2014). A functional investigation of RAN letters, digits, and objects: how similar are they? Behav. Brain Res. 275, 157–165. doi: 10.1016/j.bbr.2014.08.038

Davis, C. J., and Perea, M. (2005). BuscaPalabras: a program for deriving orthographic and phonological neighborhood statistics and other psycholinguistic indices in Spanish. Behav. Res. Methods 37, 665–671. doi: 10.3758/BF03192738

de Bruin, A., Carreiras, M., and Duñabeitia, J. A. (2017). The BEST dataset of language proficiency. Front. Psychol. 8:522. doi: 10.3389/fpsyg.2017.00522

de Bruin, A., Roelofs, A., Dijkstra, T., and Fitzpatrick, I. (2014). Domain-general inhibition areas of the brain are involved in language switching: FMRI evidence from trilingual speakers. Neuroimage 90, 348–359. doi: 10.1016/j.neuroimage.2013.12.049

Declerck, M., and Philipp, A. M. (2015). A review of control processes and their locus in language switching. Psychon. Bull. Rev. 22, 1630–1645. doi: 10.3758/s13423-015-0836-1

Denckla, M. B., and Cutting, L. E. (1999). History and significance of rapid automatized naming. Ann. Dyslexia 49, 29–42. doi: 10.3389/fpsyg.2016.00021

Denckla, M. B., and Rudel, R. (1974). Rapid “Automatized” Naming of Pictured Objects, Colors, Letters and Numbers by Normal Children. . Cortex 10,186–202. doi: 10.1016/S0010-9452(74)80009-2

Duñabeitia, J. A., and Carreiras, M. (2015). The bilingual advantage: acta est fabula? Cortex 73, 371–372. doi: 10.1016/j.cortex.2015.06.009

Duñabeitia, J. A., Crepaldi, D., Meyer, A. S., New, B., Pliatsikas, C., Smolka, E., et al. (2018). MultiPic: a standardized set of 750 drawings with norms for six European languages. Q. J. Exp. Psychol. 71, 808–816. doi: 10.1080/17470218.2017.1310261

Duñabeitia, J. A., Hernández, J. A., Antón, E., Macizo, P., Estévez, A., Fuentes, L. J., et al. (2014). The inhibitory advantage in bilingual children revisited: myth or reality? Exp. Psychol. 61, 234–251. doi: 10.1027/1618-3169/a000243

Durlik, J., Szewczyk, J., Muszyński, M., and Wodniecka, Z. (2016). Interference and inhibition in bilingual language comprehension: evidence from Polish-English interlingual homographs. PLoS One 11:e0151430. doi: 10.1371/journal.pone.0151430

Fabbro, F., and Darò, V. (1995). Delayed auditory feedback in polyglot simultaneous interpreters. Brain Lang. 48, 309–319. doi: 10.1006/brln.1995.1013

Grainger, J., and Jacobs, A. M. (1993). Masked partial-word priming in visual word recognition: effects of positional letter frequency. J. Exp. Psychol. 19, 951–964. doi: 10.1037/0096-1523.19.5.951

Green, D. W. (1998). Mental control of the bilingual lexicosemantic system. Bilingualism 1, 67–81. doi: 10.1017/S1366728998000133

Hashimoto, Y., and Sakai, K. L. (2003). Brain activations during conscious self-monitoring of speech production with delayed auditory feedback: an fMRI study. Hum. Brain Mapp. 20, 22–28. doi: 10.1002/hbm.10119

Jackson, G. M., Swainson, R., Cunnington, R., and Jackson, S. R. (2001). ERP correlates of executive control during repeated language switching. Bilingualism 4, 169–178. doi: 10.1017/S1366728901000268

Kroll, J. F., Bobb, S. C., Misra, M., and Guo, T. (2008). Language selection in bilingual speech: evidence for inhibitory processes. Acta Psychol. 128, 416–430. doi: 10.1016/j.actpsy.2008.02.001

Kvavik, K. H., Katsuki-Nakamura, J., Siegel, G. M., and Pick, H. L. Jr. (1991). Delayed auditory feedback effects on learners of Japanese and Spanish. Folia Phoniatr. Logop. 43, 282–290. doi: 10.1159/000266139

Lee, B. S. (1950). Some effects of side-tone delay. J. Acoust. Soc. Am. 22, 639–640. doi: 10.1121/1.1906665

Lehtonen, M., Soveri, A., Laine, A., Järvenpää, J., de Bruin, A., and Antfolk, J. (2018). Is bilingualism associated with enhanced executive functioning in adults? Psychol. Bull. 144, 394–425. doi: 10.1037/bul0000142

Levelt, W. J., Roelofs, A., and Meyer, A. S. (1999). A theory of lexical access in speech production. Behav. Brain Sci. 22, 1–38. doi: 10.1017/S0140525X99001776

Linck, J. A., Schwieter, J. W., and Sunderman, G. (2012). Inhibitory control predicts language switching performance in trilingual speech production. Bilingualism 15, 651–662. doi: 10.1017/S136672891100054X

Los, S. A. (2004). Inhibition of return and nonspecific preparation: separable inhibitory control mechanisms in space and time. Percept. Psychophys. 66, 119–130. doi: 10.3758/BF03194866

Macizo, P., Bajo, T., and Martín, M. C. (2010). Inhibitory processes in bilingual language comprehension: evidence from Spanish–English interlexical homographs. J. Mem. Lang. 63, 232–244. doi: 10.1016/j.jml.2010.04.002

Mackay, D. G. (1970). How does language familiarity influence stuttering under delayed auditory feedback? Percept. Motor Skills 30, 655–669. doi: 10.2466/pms.1970.30.2.655

Mahon, B. Z., and Caramazza, A. (2011). What drives the organization of object knowledge in the brain? Trends Cogn. Sci. 15, 97–103. doi: 10.1016/j.tics.2011.01.004

Martin, C. D., Niziolek, C. A., Duñabeitia, J. A., Pérez, A., Hernández, D., Carreiras, M., et al. (2018). Online adaptation to altered auditory feedback is predicted by auditory acuity and not by domain-general executive control resources. Front. Hum. Neurosci. 12:91. doi: 10.3389/fnhum.2018.00091

Meuter, R. F., and Allport, A. (1999). Bilingual language switching in naming: asymmetrical costs of language selection. J. Mem. Lang. 40, 25–40. doi: 10.1037/a0034060

Miyake, A., and Friedman, N. P. (2012). The nature and organization of individual differences in executive functions: four general conclusions. Curr. Dir. Psychol. Sci. 21, 8–14. doi: 10.1177/0963721411429458

Miyake, A., Friedman, N. P., Emerson, M. J., Witzki, A. H., Howerter, A., and Wager, T. D. (2000). The unity and diversity of executive functions and their contributions to complex “frontal lobe” tasks: a latent variable analysis. Cogn. Psychol. 41, 49–100. doi: 10.1006/cogp.1999.0734

Oppenheim, G. M., Dell, G. S., and Schwartz, M. F. (2010). The dark side of incremental learning: a model of cumulative semantic interference during lexical access in speech production. Cognition 114, 227–252. doi: 10.1016/j.cognition.2009.09.007

Paap, K. R., and Sawi, O. M. (2014). Bilingual advantages in executive functioning: problems in convergent validity, discriminant validity, and the identification of the theoretical constructs. Front. Psychol. 5:962. doi: 10.3389/fpsyg.2014.00962

Perea, M., Urkia, M., Davis, C. J., Agirre, A., Laseka, E., and Carreiras, M. (2006). E-Hitz: a word-frequency list and a program for deriving psycholinguistic statistics in an agglutinative language (Basque). Behav. Res. Methods 38,610–615. doi: 10.3758/BF03193893

Philipp, A. M., and Koch, I. (2009). Inhibition in language switching: what is inhibited when switching between languages in naming tasks? J. Exp. Psychol. Learn. Mem. Cogn. 35:1187. doi: 10.1037/a0016376

Righi, G., Blumstein, S. E., Mertus, J., and Worden, M. S. (2010). Neural systems underlying lexical competition: an eye tracking and fMRI study. J. Cogn. Neurosci. 22, 213–224. doi: 10.1162/jocn.2009.21200

Rodriguez-Fornells, A., Van Der Lugt, A., Rotte, M., Britti, B., Heinze, H. J., and Münte, T. F. (2005). Second language interferes with word production in fluent bilinguals: brain potential and functional imaging evidence. J. Cogn. Neurosci. 17, 422–433. doi: 10.1162/0898929053279559

Runnqvist, E., Strijkers, K., Alario, F. X., and Costa, A. (2012). Cumulative semantic interference is blind to language: implications for models of bilingual speech production. J. Mem. Lang. 66, 850–869. doi: 10.1016/j.jml.2012.02.007

Scheerer, N. E., Tumber, A. K., and Jones, J. A. (2016). Attentional demands modulate sensorimotor learning induced by persistent exposure to changes in auditory feedback. J. Neurophysiol. 115, 826–832. doi: 10.1152/jn.00799.2015

Schiffer, A. M., Waszak, F., and Yeung, N. (2015). The role of prediction and outcomes in adaptive cognitive control. J. Physiol. 109, 38–52. doi: 10.1016/j.jphysparis.2015.02.001

Shell, A., Linck, J., and Slevc, L. R. (2015). “Examining the role of inhibitory control in bilingual language switching,” in Proceedings of the 37th Annual Conference of the Cognitive Science Society, ed. P. P. Magli (Austin, TX: Cognitive Science Society).

Siegel, G. M., Pick, H. L., and Garber, S. R. (1984). Auditory feedback and speech development. Adv. Child Dev. Behav. 18, 49–79. doi: 10.1016/S0065-2407(08)60369-9

Sorge, G., Toplak, M., and Bialystok, E. (2017). Interactions between levels of attention ability and levels of bilingualism in children’s executive functioning. Dev. Sci. 20:e12408. doi: 10.1111/desc.12408

Stafford, T., and Gurney, K. N. (2011). Additive factors do not imply discrete processing stages: a worked example using models of the Stroop task. Front. Psychol. 2:287. doi: 10.3389/fpsyg.2011.00287

Sternberg, S. (1969). The discovery of processing stages: extensions of Donders’ method. Acta Psychol. 30, 276–315. doi: 10.1016/0001-6918(69)90055-9

Sternberg, S. (1998). “Discovering mental processing stages: The method of additive factors,” in An Invitation to Cognitive Science. Methods, Models, and Conceptual Issues: An Invitation to Cognitive Science, , Vol. Vol. 4, eds D. Scarborough and S. Sternberg (Cambridge, MA: The MIT Press), 703–863.

Sternberg, S. (2011). Modular processes in mind and brain. Cogn. Neuropsychol. 28, 156–208. doi: 10.1080/02643294.2011.557231

Sternberg, S. (2013). The meaning of additive reaction-time effects: some misconceptions. Front. Psychol. 4:744. doi: 10.3389/fpsyg.2013.00744

Stuart, A., Kalinowski, J., Rastatter, M. P., and Lynch, K. (2002). Effect of delayed auditory feedback on normal speakers at two speech rates. J. Acoust. Soc. Am. 111:2241. doi: 10.1121/1.1466868

Tumber, A. K., Scheerer, N. E., and Jones, J. A. (2014). Attentional demands influence vocal compensations to pitch errors heard in auditory feedback. PLoS One 9:e109968. doi: 10.1371/journal.pone.0109968

Van Borsel, J., Sunaert, R., and Engelen, S. (2005). Speech disruption under delayed auditory feedback in multilingual speakers. J. Fluency Disord. 30, 201–217. doi: 10.1016/j.jfludis.2005.05.001

van den Wildenberg, W. P., and van der Molen, M. W. (2004). Additive factors analysis of inhibitory processing in the stop-signal paradigm. Brain Cogn. 56, 253–266. doi: 10.1016/j.bandc.2004.06.006

Villacorta, V., Perkell, J., and Guenther, F. (2005). Relations between speech sensorimotor adaptation and perceptual acuity. J. Acoust. Soc. Am. 117,2618–2619. doi: 10.1121/1.4778207

Wickens, C. D. (2002). Multiple resources and performance prediction. Theor. Issues Ergon. Sci. 3, 159–177. doi: 10.1080/14639220210123806

Wolf, M., and Bowers, P. G. (1999). The double-deficit hypothesis for the developmental dyslexias. J. Educ. Psychol. 91, 415–438. doi: 10.1037/0022-0663.91.3.415

APPENDIX 1

Examples of matrices from the two different categories (animals and body parts) used in the experiment, together with the expected names to be said in Spanish and Basque (the English translations are as follows: toro, bull; rana, frog; oveja, sheep; caballo, horse; cerdo, pig; pájaro, bird; ojo, eye; mano, hand; boca, mouth; pie, foot; nariz, nose; oreja, ear) under the no replacement condition.
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