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The implementation of cognitive diagnostic computerized adaptive testing often depends

on a high-quality item bank. How to online estimate the item parameters and calibrate

the Q-matrix required by items becomes an important problem in the construction of the

high-quality item bank for personalized adaptive learning. The related previous research

mainly focused on the calibration method with the random design in which the new items

were randomly assigned to examinees. Although the way of randomly assigning new

items can ensure the randomness of data sampling, some examinees cannot provide

enough information about item parameter estimation or Q-matrix calibration for the new

items. In order to increase design efficiency, we investigated three adaptive designs

under different practical situations: (a) because the non-parametric classification method

needs calibrated item attribute vectors, but not item parameters, the first study focused

on an optimal design for the calibration of the Q-matrix of the new items based on

Shannon entropy; (b) if the Q-matrix of the new items was specified by subject experts,

an optimal design was designed for the estimation of item parameters based on Fisher

information; and (c) if the Q-matrix and item parameters are unknown for the new items,

we developed a hybrid optimal design for simultaneously estimating them. The simulation

results showed that, the adaptive designs are better than the randomdesign with a limited

number of examinees in terms of the correct recovery rate of attribute vectors and the

precision of item parameters.

Keywords: cognitive diagnostic computerized adaptive testing, item bank, item parameter, the Q-matrix, optimal

design

INTRODUCTION

With the rapid growth of information technology and artificial intelligence in the era of big
data, the form of test administration is changing. The paper-and-pencil tests have traditionally
been widely used, but they are gradually being replaced by computer-based tests nowadays.
The computer adaptive test (CAT) selects test items sequentially based on the examinee’s
current ability. Compared with CAT based on item response theory (IRT), cognitive diagnostic
computerized adaptive test (CD-CAT), based on the cognitive diagnostic model (CDM) combines
the dual advantages of computerized adaptive testing and cognitive diagnostic assessment
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(Cheng, 2009; Wang and Tu, 2021). With using the idea of
CAT and adopting certain item selection strategies, CD-CAT
selects the items from the item bank that are most suitable
for the examinee’s attribute mastery pattern. Thus, CD-CAT
not only increases test efficiency, but also can provide the
examinee’s cognitive strengths and weaknesses (Magis et al.,
2017). The diagnosis feedback is useful for personalized learning
to customize learning for each examinee’s strengths, needs, skills,
and interests.

In the past 20 years, many item selection strategies
have been developed in CD-CAT, including the Kullback-
Leibler (KL) information method and Shannon entropy (SHE)
method (Xu et al., 2003), the Posterior-Weighted KL (PWKL)
method (Cheng, 2009), the restrictive progressive method
(RP; Wang C. et al., 2011), the mutual information (MI)
method (Wang, 2013), the modified PWKL (MPWKL) method
and the generalized deterministic inputs, noisy “and” gate
(G-DINA) model discrimination index (GDI; Kaplan et al.,
2015), the Jensen–Shannon divergence (JSD) method (Yigit
et al., 2019), and the attribute-balance coverage method (Wang
et al., 2020). A modified PWKL method that maximizes item
information per time unit was developed by Huang (2019).
For classroom assessment with small samples, Chang et al.
(2018) proposed non-parametric item selection (NPS) and
the weighted non-parametric item selection (WNPS) methods
based on the non-parametric classification (NPC) method (Chiu
and Douglas, 2013). The advantages of using non-parametric
methods are that it only requires the Q-matrix to specify the
relationship between items and attributes, and does not rely
on item parameters which are often required by parametric
models. And the study showed that the performance of these
two methods is better than the PWKL method when the
calibration samples are small. In addition, Yang et al. (2020)
proposed three stratified item selection methods based on
PWKL, NPS, andWNPS, named S-PWKL, S-NPS, and S-WNPS,
respectively. Among them, the S-WNPS and S-NPS methods
performed similarly and both of them are better than the S-
PWKL method.

All the above methods require an item bank whose Q-
matrix or item parameters is known to classify the examinees’
attribute mastery patterns. Item banks often require new items
or raw items to replace retired items. Thus, the specification
of the Q-matrix or the calibration of item parameters for the
new items is very important for the ongoing maintenance of
the item bank. If subject experts are invited to specify the
item parameters and attribute vectors for the new items, it
will not only have big expenses, but also have the subjective
components of uncertainty in experts’ opinions. In addition, the
precision of item parameters and the quality of Q-matrix will
also directly affect the classification accuracy of the examinees’
attribute mastery patterns. For example, Sun et al. (2020)
demonstrated the negative effects of the calibration errors during
the estimation of item parameters on the measurement accuracy,
average test length, and test efficiency for variable-length CD-
CAT. If the Q-matrix and the item parameters for new items
can be automatically calibrated and accurately estimated based
on examinees’ item response data in the framework of CD-CAT,

it can not only reduce labor costs, but also improve the efficiency
of expert judgment by providing the results of online calibration
(Chen and Xin, 2011).

In recent years, researchers have proposed three types
of online estimation methods in IRT-based CAT. The first
kind method includes maximum likelihood estimate (MLE),
Stocking’s Method A and Method B, which are based on
the conditional maximum likelihood estimation. Based on
the method A and the full-function maximum likelihood
estimation (FFMLE) method (Stefanski and Carroll, 1985), Chen
(2016) proposed the second method, called the FFMLE-Method
A method. The third is the marginal maximum likelihood
estimation with one EM cycle (OEM) proposed by Wainer and
Mislevy (1990).

There are some online estimation methods in CD-CAT,
including the CD-Method A, CD-OEM, CD-MEM method
proposed by Chen et al. (2012). Themethod for online calibration
item attribute vectors includes the intersection method proposed
by Wang W. Y. et al. (2011). Based on the joint maximum
likelihood estimation method, Chen and Xin (2011) proposed
the joint estimation algorithm (JEA), which can calibrate item
attribute vectors and estimate the item parameters for the
new items. Inspired by the JEA algorithm, Chen et al. (2015)
proposed the single-item estimation (SIE) method by taking
the uncertainty of the attribute mastery pattern estimates into
account and the simultaneous item estimation (SimIE) method
to calibrate multiple items simultaneously. Results showed that
the SIE and SimIE perform better than the JEA method in the
calibration of the Q-matrix as well as the estimation of slipping
and guessing parameters.

The related previous research in CD-CAT mainly focused
on the calibration method with the random design in which
the new items were randomly assigned to examinees. Although
the way of randomly assigning new items can ensure the
randomness of data sampling, some examinees cannot provide
enough information about item parameter estimation or Q-
matrix calibration for the new items. This becomes extremely
important under the situation that the number of examinees
is also limited and also would like to optimize the calibration
of all new items (Chen et al., 2015). Naturally, we are badly
in need of a design problem for how to adaptively assign new
items to examinees according to both the current calibration of
the new items and the current measurement of the examinees.
In order to increase design efficiency, we investigated three
adaptive designs under different practical situations: (a) because
the non-parametric classification method needs calibrated item
attribute vectors, but not item parameters, the first study
focused on an optimal design for the calibration of the Q-
matrix of the new items based on Shannon entropy; (b)
if the Q-matrix of the new items was specified by subject
experts, an optimal design was designed for the estimation
of item parameters based on Fisher information; and (c) if
the Q-matrix and item parameters are unknown for the new
items, we developed a hybrid optimal design for simultaneously
estimating them.

The rest of this paper is organized as follows: the next
section will describe the models and methods in details,
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including CDM, attribute mastery pattern estimation method,
item parameters estimation method, and three optimal designs
for online estimation and online calibration. The third section
shows the simulation study about the design for the Q-matrix
calibration based on Shannon entropy, the fourth section shows
the simulation study about the design for online estimation based
on Fisher information, and the fifth section shows the simulation
study about the design for online estimation and calibration.
The last section presents the summary and discussion, as well as
future research directions.

MODELS AND METHODS

The Deterministic Inputs, Noisy, “and”
Gate (DINA) Model
The DINA model (Macready and Dayton, 1977; Junker and
Sijtsma, 2001) is one of the most commonly used cognitive
diagnosis models. The observed item response Xij for examinee
i on item j is only right and wrong. If examinee i has mastered
attribute k, αik = 1, otherwise αik = 0. The latent response for
examinee i on item j is as follows:

ηij =
∏K

k=1
α
qjk
ik
, (1)

where K is the number of attributes, and the value of ηij is 0 or
1. ηij = 1 means that examinee i has mastered all the attributes
measured by item j, while ηij = 0 means that examinee i has
not mastered at least one of the attributes of item j. However,
it is not certain that if you master all the attributes examined
by the item j, you will be able to answer the item correctly. It
may be due to the examinees’ mistakes that the item will not be
answered correctly. Similarly, although they did notmaster all the
attributes of the item, they have the chance to guess the correct
answer. Therefore, the combination of slipping and guessing is
called noise. In other words, the two item parameters in theDINA
model, the slipping parameter sj and the guessing parameter gj,
represent the probability of noise on item j. They are defined
as follows:

sj = P
(

Xij = 0
∣

∣ηij = 1
)

, (2)

gj = P
(

Xij = 1
∣

∣ηij = 0
)

. (3)

When the latent response variable ηij, sj, gj is known, the item
response probability of examinee i on item j under the DINA
model can be calculated as follows:

P
(

Xij = 1 |αi

)

=
(

1− sj
)ηij g

(1−ηij)
j , (4)

where, P
(

Xij = 1 |αi

)

refers to the correct response probability
of item j for examinee i whose attribute mastery pattern is αi. A
high probability of getting the item right implies that examinees
mastered all the required attributes of an item. As long as the
examinees have not mastered a certain required attribute of an
item, they will answer the item correctly with a low probability.

Attribute Mastery Pattern Estimation
The estimation methods of examinees’ attribute mastery pattern
mainly include maximum a posteriori (MAP), expected a
posteriori (EAP), and maximum likelihood estimation (MLE).
This study uses the MLE method. Assuming the length of CD-
CAT is fixed at m, under the assumption of local independence,
the examinee’s conditional likelihood function is:

L (Xi |αc ) =
∏m

j=1
P

(

Xij

∣

∣ αc

)

=
∏m

j=1

[

(

1− sj
)Xij s

1−Xij

j

]ηcj
[

g
Xij

j

(

1− gj
)1−Xij

]1−ηcj
. (5)

Then the maximum likelihood estimation of the attribute
mastery pattern is the one that maximizes the value of the
conditional likelihood function:

α̂i = argmax
αc∈QS

{L (Xi |αc )} . (6)

Item Parameter Estimation Method
If we know the attribute vectors of the new items, the item
parameter estimation method can use the CD-Method Amethod
proposed by Chen et al. (2012). This method is extended from the
traditional CAT online calibration method called the Method A
to CD-CAT, by using maximum likelihood estimation method to
estimate item parameters.

Assuming that nj independent examinees have answered item
j, the logarithmic likelihood function given the observed response
xij on item j is calculated as follow:

ln Lj =
∑n

i=1

(

uij ln(Pj(α̂i))+ (1− uij) ln(1− Pj(α̂i))
)

.

(7)

We take the partial derivatives of the logarithmic likelihood with
respect to gj and sj and let them equal to 0

∂ ln Lj

∂gj
=

∑

i :
ηij=0

uij=0

−gj

gj
(

1− gj
) +

∑

i :
ηij=0

uij=1

1− gj

gj
(

1− gj
) = 0,

(8)

∂ ln Lj

∂sj
=

∑

i :
ηij=1

uij=0

1− sj
(

1− sj
)

sj
++

∑

i :
ηij=1

uij=1

−sj
(

1− sj
)

sj
= 0.

(9)

Then the estimated value of the guessing parameter is ĝj =

n2/(n1 + n2), where n1 represents the number of examinees
whose latent response is 0 and the observed response is
also 0, and n2 represents the number of examinees when
the latent response is 0 but the observed response is 1.
Similarly, the estimated value of the slipping parameter is
ŝj = n3/ (n3 + n4), where n3 represents the number of
examinees whose latent response is 1 but the observed
response is 0, and n4 represents the number of examinees
when the latent response is 1 and the observed response
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is also 1. Therefore, only the value of n1, n2, n3, and n4
is needed to calculate the estimated values of guessing and
slipping parameters.

An Adaptive Design for Q-Matrix
Calibration Based on Shannon Entropy
The adaptive design for Q-matrix calibration based on Shannon
entropy is designed to select the most suitable new item for the
examinees to answer, in order to determine the attribute vector of
the new item as soon as possible. The steps of the adaptive design
algorithm are as follows:

(1) Calculate the posterior probability of the attribute vector of
the new item j based on item response data and the examinee’s
attribute mastery pattern:

P
(

qr

∣

∣

∣
X(j), α̂(j)

)

=
P

(

qr
)

L
(

X(j), α̂(j)
∣

∣qr

)

∑

qr∈Qr
P

(

qr
)

L
(

X(j), α̂(j)
∣

∣qr

) , (10)

where, Qr is the set of all possible of attribute vectors, the

prior probability P
(

qr
)

is set to a uniform distribution, α̂
(j) =

(

α̂
(j)
1 , α̂

(j)
2 , ..., α̂

(j)
nj

)

is the attribute mastery pattern matrix

estimated by all examinees who has answered item j, X(j) =
(

X1j,X2j, ...,Xnjj

)

is the vector of item responses for all examinees
answered item j, nj is the number of examinees answered item j,
and the likelihood function of the attribute vector qr is:

L
(

X(j), α̂(j)
∣

∣qr

)

=
∏nj

i=1
P

(

Xij = x
∣

∣

∣
α̂
(j)
i , qr

)Xij (

1− P
(

Xij = x
∣

∣

∣
α̂
(j)
i , qr

))

1−Xij .

(11)

(2) Calculate the Shannon entropy of the current posterior
distribution of the attribute vector of the new item j:

SHEj = −
∑

qr∈Qr
P

(

qr

∣

∣

∣
X(j), α̂(j)

)

log P
(

qr

∣

∣

∣
X(j), α̂(j)

)

.

(12)

Assuming that examinee i, whose attribute mastery pattern is
estimated to be α̂i, with item response Xij = x on the candidate
new item j, then the posterior distribution of the attribute vector:

P
(

qr

∣

∣

∣
X(j), α̂(j),Xij = x, α̂i

)

=
L

(

Xij = x, α̂i

∣

∣qr
)

P
(

qr

∣

∣

∣
X(j), α̂(j)

)

∑

qr∈Qr
L

(

Xij = x, α̂i

∣

∣qr
)

P
(

qr

∣

∣

∣
X(j), α̂(j)

) , (13)

where L
(

Xij = x, α̂i

∣

∣qr
)

=

P
(

Xij = x
∣

∣α̂i , qr
)x (

1− P
(

Xij = x
∣

∣α̂i , qr
))1− x

(3) The Shannon entropy expectation of the item response Xij

on the candidate new item j is:

SHEij = −
∑1

x=0
P

(

Xij = x
)

(

∑

qr∈Qr
P

(

qr

∣

∣

∣
X(j), α̂(j),Xij = x, α̂i

)

log P
(

qr

∣

∣

∣
X(j), α̂(j),Xij = x, α̂i

))

, (14)

where P
(

Xij = x
)

=
∑

qr∈Qr

L
(

Xij = x, α̂i

∣

∣qr
)

P
(

qr

∣

∣

∣
X(j), α̂(j),Xij = x, α̂i

)

(4) Choose the new item with the smallest difference between
SHEj and SHEij,

j = argmin
j∈N(i)

(

SHEij − SHEj
)

, (15)

where N(i) represents the set of new items that the examinee i
has not answered yet. The difference between SHEj and SHEij is
refered as Mutual information.

(5) Collect the item response Xij on item j and the attribute
mastery pattern α̂i of examinee i, adjoining them to the matrix

X(j) and α̂
(j), that is X(j) = (X(j),Xij) and α̂

(j) = (α̂(j), α̂i).
(6) Repeat steps 1 through 5 until the new item meets the

required number of examinees.
(7) When the number of examinees of item jmeets the specified

conditions, the MLE method is used to estimate its q vector

q̂j = argmax
qr∈Qr

{

L
(

X(j), α̂(j)
∣

∣qr

)}

. (16)

An Adaptive Design for Item Parameter
Estimation Based on Fisher Information
The most commonly way of measuring the precision of
estimated parameters used in IRT is the Fisher information.
The more information there is in the sample, the more
accurate the estimated parameter is. The calculation formula is
as follows:

I (θ) = E

{

(

∂ ln L(θ)

∂θ

)2
}

= −E

{

∂2 ln L(θ)

∂2θ

}

=

n
∑

i=1

(

P
′

i

)2

PiQi
,

(17)

where L(θ) is the likelihood function.
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According to this theory, we apply it to CD-CAT and
propose an adaptive design for estimating item parameters.
One cognitive diagnosis model used in this study is the
DINA model having slipping and guessing parameters. For
the maximum likelihood estimation of the item parameter

vector γ̂ j = (ŝj, ĝj)
T , the estimation error of item parameters

can usually be described by the item information matrix
I(n)(γ̂ j). Therefore, we use the form of information matrix
to choose the most appropriate item for the examinee to
answer, so as to increase the precision of item parameter
estimation. That is, the item is selected based on the D-optimal
design criteria:

j = argmax
j∈N(i)

det(I(nj)(γ̂j)+ I(γ̂j; α̂i))− det(I(nj)(γ̂j))

det(I(nj)(γ̂ j)
, (18)

where I(nj)
(

γ̂ j

)

represents the current amount of information

of item j obtained by the sample size of nj, I
(

γ̂ j; α̂i

)

represents

the amount of information generated by the examinee i after
answering item j, det(•) represents the determinant value of the

matrix, and I(nj)
(

γ̂ j

)

is calculated as follows:

I(nj)(γ̂ j) =

nj
∑

i=1

I(γ̂ j, α̂i), (19)

I(γ̂ j, α̂i) =
1

Pij
(

1− Pij
)





(

ηij
(

1− sj
)ηij−1

g
1−ηij
j

)2
0

0
(

(

1− ηij
)

g
−ηij
j

(

1− sj
)ηij

)2



 .

(20)

When ηij = 1 or ηij = 0, we have

I
(

γ̂ j, α̂i

)

=
1

Pij
(

1− Pij
)

[

1 0
0 0

]

=
1

sj
(

1− sj
)

[

1 0
0 0

]

, (21)

or

I
(

γ̂ j, α̂i

)

=
1

Pij
(

1− Pij
)

[

0 0
0 1

]

=
1

gj
(

1− gj
)

[

0 0
0 1

]

. (22)

Algorithms for Three Adaptive Designs
Item Attribute Vector Online Calibration Algorithm

Based on Shannon Entropy
The flow chart of the calibration of item attribute vector based
on Shannon entropy is shown in Figure 1. The specific steps are
as follows:

Step 1. For the examinee i, the SHE is used to select the
item from the operational item bank, and the item response
is collected.
Step 2. The MLE method is used to estimate the attribute
mastery pattern of examinee i.
Step 3. Repeat steps 1–2 until the examinee i has answered
12 operational items, and finally get the estimated attribute
mastery pattern.
Step 4. Based on the final estimated attribute mastery pattern,
the adaptive design for online calibration is adopted to select 6
new items from the new item bank for examinee i and collect
the responses on the new items.
Step 5. Update the posterior probability of the q-vector of the
new item and repeat the previous step.
Step 6. Use the MLE method to calibrate the q-vector of each
new item until the number of responses to the new itemmeets
the condition.

Item Parameter Online Estimation Algorithm Based

on Fisher Information
The flow chart of the estimation of item parameters based on
Fisher information is shown in Figure 2. The specific steps are
as follows:

Step 1. For the examinee i, SHE is used to select the item from
the operational item bank, and the item response is collected.
Step 2. Using the MLE method to estimate the attribute
mastery pattern of the examinee i.
Step 3. Repeat steps 1–2 until the examinee i has answered
12 basic items, and finally get the estimated attribute
mastery pattern.
Step 4. Based on the final estimated attribute mastery pattern,
the D-optimal method is adopted to select 6 new items
from the new item bank for the examinee i and collect item
responses on the new items.
Step 5. Estimate the item parameters by the CD-Method A
method, update Fisher information for the new items, and
repeat the previous steps.
Step 6. Use the CD-MethodAmethod to get the final estimated
item parameters until the number of responses to the new item
meets the condition.

Adaptive Design Algorithm for Online Estimation and

Calibration
The flow of online estimation and calibration of adaptive
design was shown in Figure 3. The specific algorithm steps are
as follows:

Step 1. For the examinee i, use the SHE to select items from the
operational item bank, and collect the response of the item.
Step 2. Using the MLE method to estimate the attribute
mastery pattern of the examinee i.
Step 3. Repeat step 1–2 until the examinee i has answered
12 operational items, and finally get the estimated attribute
mastery pattern of all the examinees.
Step 4. When the examinee answers to the position of the
preset new item, judge the value of n

N (n is the number of
the current examinees). If it satisfies n/N < 0.8, SHE-optimal
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FIGURE 1 | The flow chart of the calibration of item attribute vector based on Shannon entropy.
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FIGURE 2 | The flow chart of the estimation of item parameters based on information information.
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FIGURE 3 | Flow chart of adaptive design for online estimation and calibration.

criterion (or random method) will be used to assign the new
item to the examinee, and the response of the examinee to the
new item is also collected, and the posterior probability of the
attribute vector of the new item is updated. When n/N = 0.8,
the attribute vector q̂0 is estimated. If n/N > 0.8, adopts
D-optimal criterion (or random method) to select new items
for examinees, and then collects the responses of examinees
on the new items, the item parameters of the new item are
updated by the CD-Method Amethod and the attribute vector
q̂1 is estimated. When n/N = 1, the estimated values of item
parameters are ŝ0 and ĝ0.
Step 5. If q̂0 6= q̂1, update the attribute vector q̂0 and then
updates the item parameters ŝ0 and ĝ0.
Step 6. Repeat the above two steps until q̂0 = q̂1, gets the final
attribute vector and item parameter estimation.

SIMULATION STUDY 1

Simulation Design
The purpose of the first simulation study focused on the
calibration of Q-matrix to satisfy the requirements of the NPC
method. This study mainly discusses the influence of adaptive
or random design on the attribute vector calibration. The

TABLE 1 | Item parameters and Q-matrix in the new item bank.

New item index Slipping parameter Guessing parameter Q-matrix

1 0.32 0.30 1 0 0 1 0

2 0.18 0.12 0 0 1 0 0

3 0.39 0.32 1 0 1 0 0

4 0.13 0.18 0 1 1 0 0

5 0.38 0.24 0 1 0 0 0

6 0.37 0.20 1 0 1 0 1

7 0.15 0.15 0 0 0 1 0

8 0.16 0.39 0 0 0 1 0

9 0.39 0.13 0 1 0 0 0

10 0.23 0.39 0 1 0 1 1

11 0.30 0.27 1 0 0 0 0

12 0.14 0.18 0 0 0 1 1

simulation design in the study of Chen et al. (2015) was used
here. Matlab 8.6.0 (R2015b) and R (version 4.1.0) were used
in simulation studies. Because the adaptive designs of Fisher
information or Shannon entropy were successfully used to
sequentially select items based on the status of examinees in CAT
(Magis et al., 2017) or CD-CAT (Cheng, 2009).We expect that the
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TABLE 2 | The TSR for the two allocation strategies under different initial values of the item parameters.

Sample size TSR

Random allocation Item allocation based on Shannon entropy

0.05 0.15 0.25 0.35 0.05 0.15 0.25 0.35

100 0.61 0.60 0.59 0.61 0.66 0.68 0.64 0.61

200 0.73 0.73 0.71 0.74 0.80 0.78 0.78 0.74

400 0.84 0.83 0.82 0.83 0.86 0.88 0.86 0.83

800 0.91 0.91 0.89 0.91 0.96 0.96 0.91 0.91

1,600 0.97 0.97 0.97 0.95 1.00 0.99 0.99 0.95

proposed adaptive designs can be applied for online calibration
of attribute vectors and online estimation of item parameters for
new items.

Operational Item Bank
The items in the item bank mainly include Q-matrix and item
parameters. The number of independent attributes is K = 5.
Based on the recent research on online calibration, the number
of items in the operational item bank is 240, in which composed
of 16 Q1, 8 Q2 and 8 Q3. Q1, Q2 and Q3 consist of matrices
that examine one, two, and three attributes, respectively, as
shown below.

Q1 =













1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1













Q2 =

































1 1 0 0 0
1 0 1 0 0
1 0 0 1 0
1 0 0 0 1
0 1 1 0 0
0 1 0 1 0
0 1 0 0 1
0 0 1 1 0
0 0 1 0 1
0 0 0 1 1

































Q3 =





































1 1 1 0 0
1 1 0 1 0
1 1 0 0 1
1 0 1 1 0
1 0 1 0 1
1 0 0 1 1
0 1 1 1 0
0 1 1 0 1
0 1 0 1 1
0 0 1 1 1





































The slipping and guessing parameters of each item in
the operational item bank followed a uniformly distributed
U (0.1, 0.4 ).

New Item Bank
The items in the new item bank also include theQ-matrix and the
item parameters (slipping and guessing parameters). According
to the simulation design in the study of Chen et al. (2015), there
are a total of 12 items in the new item bank (M = 12). The
item parameter distribution of the new items obeys the uniform
distribution U (0.1, 0.4). The item parameters and the Q-matrix
are listed in Table 1.

Simulation Procedures
In this study, we consider the influence of different sample
size on the calibration results. The sample size is set to N =

100, 200, 400, 800, and 1,600. We assume that each examinee
mastered each attribute with 50% probability. Each examinee
needs to answer 12 operational items and 6 new items (D =

TABLE 3 | The standard deviation of the attribute vector under the two allocation

strategies.

Sample size SD

Random allocation Item allocation based on

Shannon entropy

100 0.1280 0.1137

200 0.1039 0.1124

400 0.1030 0.0791

800 0.0782 0.0636

1,600 0.0447 0.0286

6). The number of examinees who answered each new item is
about C = (N × D ) /12.

For the random design, the balanced incomplete block design
(BIBD) is applied to guarantee that each examinee will answer
six different new items and the number of examinees to each
new item is balanced. For example, we called the function
find. BIB (12,100,6) in the R library and crossdes to search for
balanced incomplete block designs, where the sample size is 100,
the total number of new items is 12, and the number of new
items answered by each examinee is 6. After item responses are
collected, the MLE method is applied to estimate the q-vector for
the new item.

For the Shannon entropy allocation strategy, the procedures
of the calibration of Q-matrix under are the following: firstly,
item parameters and attribute mastery pattern estimates of
examinees are required to computer item response functions
under each possible attribute vector of the new item; secondly,
item response functions and item responses are used to update
the posterior distribution of the attribute vector of the new
item; thirdly, the mutual information is obtained for adaptively
choosing the next new item to the current examinee; finally,
the MLE method is applied to estimate the q-vector for the
new item.

For the two designs above, item parameters are required for
computer item response functions. However, item parameters for
the new items are unknown and cannot estimate item response
probabilities. Thus, the item parameters of all new items are fixed
as the same and four levels are considered to investigate the

Frontiers in Psychology | www.frontiersin.org 9 August 2021 | Volume 12 | Article 710497

https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org
https://www.frontiersin.org/journals/psychology#articles


Wang et al. An Adaptive Design in CD-CAT

FIGURE 4 | The ISR for two strategies when the initial value of the item parameter is 0.05.

FIGURE 5 | The ISR for two strategies when the initial value of the item parameter is 0.15.

FIGURE 6 | The ISR for two strategies when the initial value of the item parameter is 0.25.

impact of different item parameters on the Q-matrix calibration.
The four levels are 0.05, 0.15, 0.25, and 0.35. The reason is that
for the NPC method, a frequently used distance measure is the
Hamming distance (Chiu and Douglas, 2013), which counts the
number of different entries in observed and ideal item response

vectors with binary data. For this case, slipping and guessing
parameters can be regarded as the same for all items. Thus, item
response probabilities are calculated from the DINA model by
using the same item parameters in the first design. Repeat R =

100 times under each condition.
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FIGURE 7 | The ISR for two strategies when the initial value of the item parameter is 0.35.

Evaluation Indices
Item specification rate (ISR) refers to the accuracy of estimating
q-vector for each new item. ISR can be written as

ISRj =
1

R

∑R

l=1
I(q̂

(l)
j = qj), (23)

where R represents the number of repetitions, q̂
(l)
j represents the

lth estimation, and the indicator function I (.) takes value 1 when

q̂
(l)
j = qj and value 0 when q̂

(l)
j 6= qj.

Total specification rate (TSR) refers to the average accuracy of
q-vectors for all new items. TSR can be written as

TSR =
1

JR

∑J

j=1

∑R

l=1
I(q̂

(l)
j = qj). (24)

The ISR and TSR are used to compare the performance of
the Shannon entropy allocation strategy and random allocation
strategy. The higher the ISR and TSR is, the more accurate the
calibration ofQ-matrix is.

Standard deviation (SD) refers to the stability of the method
when the estimation accuracy of attribute vectors is similar.

SD =

√

1

R− 1

∑R

l=1
(TMRl − r)2. (25)

where total misspecification rate (TMR) equals to 1− TSR, and r
is the average of TMR. The smaller the standard deviation is, the
more stable the method is.

Simulation Results
Results about the accuracy of the two allocation designs are
shown in Table 2 for different the initial item parameters used
in both item allocation and estimation. From the table, no matter
the random or the Shannon entropy allocation strategy, the TSR
increases with the increase of the number of examinees. When
the sample size reaches a certain value (e.g., 1,600), the TSR is
close to 1. The TSR of Shannon entropy allocation strategy is
higher than that of the random allocation strategy, especially
when the sample size is 100, 200,400, or 800. Although the

initial values of item parameters are different, the TSR of the
two allocation designs under different item parameters is almost
the same. The reason for the small difference results from the
different attribute mastery pattern estimates of the examinees
under each condition.

Table 3 presents the stability of the two allocation designs
under the different initial item parameters. From the standard
deviation of the TMR, when the sample size is 400, 800, and
1,600, the SD from the Shannon entropy allocation strategy is
much smaller than that of the random allocation strategy. It
means that the calibration accuracy of the allocation strategy
based on Shannon entropy is more stable than the random
allocation strategy.

As can be seen from Figures 4–7, as the sample size gets
larger, the increase of ISR is very obvious. The difference in ISR
between the two allocation strategies is relatively small that in
TSR. Meanwhile, the ISR of items 1, 3, 5, 6, 9, 10, and 11 changes
obviously, and the performance of the two allocation strategies
on these items is obviously better than other items. This is due
to the fact that the item parameters of these items are larger
than that of other items. And when the true item parameters
are large, the ISR from the allocation strategy based on Shannon
entropy is higher than the random allocation strategy. The larger
the item parameters on the new item, the larger the sample size
of Q-matrix calibration required. But the sample size required
by Shannon entropy allocation strategy is less than the random
allocation strategy.

Figure 8 shows the distribution of attribute mastery patterns

selected by Shannon entropy allocation strategy for each new

item for the number of examinees of 1,600 and the initial item
parameters of 0.15. Each new item is assigned to∼800 examinees.
From Table 1, the true attribute vector is 00100 for item 2. We
found that the top five attribute mastery patterns for the item

are 01010, 11010, 10110, 10000, and 10001, respectively. Most
examinees with the third attribute mastery pattern can answer
the item correctly, while examinees with the other attribute
mastery patterns cannot answer the item correctly. Intuitively,
these attribute mastery patterns can effectively discriminate the
true attribute vector with other attribute vectors.
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FIGURE 8 | The number of examinees in various attribute mastery pattern assigned to each item under the Shannon entropy allocation strategy.
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6 SIMULATION STUDY 2

Simulation Design
The second simulation study is using random allocation strategy
and Fisher Information allocation strategy to estimate the item
parameters of the new items when the item attribute vector is
known. The design of this study is similar to the first study, except
that there are differences in the number of examinees and the
initial setting of item parameters, while other conditions remain
unchanged. Five different levels of sample sizes were used to
design the number of examinees, which were set to 20, 40, 80, 160,
and 320, respectively. The initial values of item parameters are
also set at five different levels, which are 0.05, 0.15, 0.25, 0.35, and
0.45, respectively. Repeat R= 100 times under each condition.

Evaluation Indices
Mean absolute deviation (MAD) is the average of the absolute
value of the difference between the estimated and true value. The
average absolute deviation is applied to measure the precision of
the online estimation of item parameters. The closer its value is
to 0, the better precision is. The formula is as follows:

MADx =
1

RJ

J
∑

j−1

R
∑

l=1

∣

∣

∣
x̂
(l)
j − xj

∣

∣

∣
, (26)

where x̂
(l)
j and xt represent the estimated and true values of item

parameters (guessing or slipping parameters), respectively.
Item root mean squared error (IRMSE) is used to estimate

the precision of a single item parameter. For a single item j, the
calculation formula is as follows:

IRMSEx =

√

√

√

√

1

R

R
∑

l=1

(

x̂
(l)
j − xj

)2

, (27)

Root mean squared error (RMSE) is used to calculate the
estimation precision of all item parameters.

RMSEx =

√

√

√

√

√

1

RJ

J
∑

j=1

R
∑

l=1

(

x̂
(l)
j − xj

)2

(28)

Simulation Results
The results of online estimation are shown in Table 4. It can
be analyzed from the table that as the number of examinees
increases, the MAD and RMSE of the item parameter estimates
are constantly decreasing. When the initial values of the item
parameters are different, the MAD and RMSE of the item
parameter estimates under the D-optimal criterion are almost the
same. It means that the initial values of the item parameters have
little influence on the precision of the item parameter estimates.
When the number of examinees is 20, 40, 80, and 160, the RMSE
of the D-optimal strategy is significantly lower than the random
strategy. When the number of examinees is 320, the MAD and
RMSE are very similar to the two strategies. For the precision
of different item parameters, the error of slipping parameters is
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FIGURE 9 | The RMSE of each item parameter of the D-optimal allocation strategy when the initial value of the item parameter is 0.05.

FIGURE 10 | The RMSE of each item parameter of the D-optimal allocation strategy when the initial value of the item parameter is 0.15.

greater than that of guessing parameters. It shows that guessing
parameters are easier to estimate than slipping parameters.

Figures 9–13 show the IRMSE for different sample sizes from
the D-optimal strategy under different initial values of item
parameters. Figure 14 shows the IRMSE for different sample
sizes from the random strategy. It can be seen that the D-optimal
strategy is better than the random strategy, especially for the
slipping parameters.

Figure 15 shows the distribution of attribute mastery patterns
selected by the D-optimal strategy for each new item when the
number of examinees is 320. Each new item is assigned to ∼160
examinees. From Table 1, the true attribute vector is 00100 for

item 2. We found that the top five attribute mastery patterns for

the item are 00101, 01111, 11001, 00100, and 01011, respectively.
Most examinees with the first, second, and fourth attribute
mastery patterns can answer the item correctly, while examinees

with the other attribute mastery patterns cannot answer the item
correctly. Intuitively, these attribute mastery patterns are very
useful for estimating slipping and guessing parameters.

SIMULATION STUDY 3

Adaptive Design of Online Estimation and
Online Calibration
When the item parameters and attribute vectors are unknown,
the item allocation strategies proposed in the previous two
studies are used to estimate the item parameters and calibrate
the attribute vector of the new item. From the conclusions of
the above two simulation studies, we can see that in order to
achieve the same estimation precision, the number of examinees
required for item parameter estimation will be less. Thus, the first
four fifths of examinees are used to calibrate attribute vectors,
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FIGURE 11 | The IRMSE of the D-optimal allocation strategy when the initial value of the item parameter is 0.25.

FIGURE 12 | The IRMSE of the D-optimal allocation strategy when the initial value of the item parameter is 0.35.

and the last one fifth are used to estimate item parameters.
The initial value of the item parameter for calibrating the
item attribute vector or estimating the item parameters is set
to 0.15. The five levels of sample sizes as the first study is
used here.

The simulation study considers four designs: (a) the Shannon
entropy and D-optimal strategy were used for calibrating
attribute vectors and estimating item parameters, respectively;
(b) the Shannon entropy and random strategy; (b) the random
and D-optimal strategy, and two random strategies. After the
examinees are all assigned by the D-optimal or random method,
the estimation of item parameters and the calibration of attribute
vector iterates until the estimated attribute vector unchanged.

Simulation Results
Table 5 show the TSR and the RMSE under different allocation
strategies combinations with or without iterations. As the
number of examinees increases, the accuracy of attribute vectors
and the precision of item parameters are increasing. Whenever
the D-optimal or random strategy is used, the Shannon entropy
strategy performs better than the random strategy in terms
of the TSR under the same sample size. Similarly, we found
that the D-optimal strategy can obtain the item parameter
estimates more accurately than the random strategy under the
same sample size, whenever the Shannon entropy or random
strategy is used. The performance of the method with the
combination of the Shannon entropy and D-optimal strategies
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FIGURE 13 | The IRMSE of the D-optimal allocation strategy when the initial value of the item parameter is 0.45.

FIGURE 14 | The IRMSE of the random allocation strategy.

is better than the method with only new adaptive strategy or two
random strategies.

CONCLUSIONS AND DISCUSSION

The CD-CAT combines the advantages of computerized adaptive
testing and cognitive diagnostic assessment. For obtaining higher
correct classification rates of attribute mastery patterns, the
CD-CAT requires a high-quality calibration item bank. Item
replenishing is very important for item bankmaintenance in CD-
CAT. The related previous research in CD-CAT mainly focused
on the calibration method with the random design in which
some examinees cannot provide enough information of item
parameter estimation or Q-matrix calibration for the new items.
In order to implement item replenishing efficiency, we propose

the adaptive design for item parameter online estimation and
Q-matrix online calibration.

We investigated the performance of three adaptive designs
under different conditions. The first study showed that the
optimal design based on Shannon entropy was better than the
randomdesign in the calibration of theQ-matrix of the new items
when the number of examinees is <1,600. When the number
of examinees reaches 1,600, the average estimation accuracy

of the two methods is very close. Although the TSR of the
two methods are similar, the standard deviation of TMR from
Shannon entropy-based allocation method (0.0286) is lower than
that of random allocation method (0.0447). It means that the
Shannon entropy-based allocation method is more stable than
the random allocation method. The second study suggested that
given the Q-matrix of the new items, the D-optimal design
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FIGURE 15 | The number of examinees in various attribute mastery pattern assigned to each item under D-optimal strategy.
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TABLE 5 | The TSR and the RMSE under different allocation strategies with iterations.

Item allocation

method

The number

of examinees

D-optimal Random

TSR RMSEs RMSEg TSR RMSEs RMSEg

Shannon entropy 80/20/100/100 0.65 0.1266 0.0896 0.61 0.1585 0.1014

160/40/200/200 0.80 0.0879 0.0699 0.80 0.1018 0.0724

320/80/400/400 0.90 0.0663 0.0559 0.90 0.0727 0.0548

640/160/800/800 0.97 0.0505 0.0418 0.97 0.0585 0.0431

1280/320/1600/1600 0.99 0.0460 0.0440 0.99 0.0455 0.0371

Random 80/20/100/100 0.62 0.1342 0.0856 0.59 0.1537 0.0856

160/40/200/200 0.75 0.1064 0.0684 0.74 0.1067 0.0676

320/80/400/400 0.87 0.0731 0.0503 0.86 0.0820 0.0525

640/160/800/800 0.94 0.0586 0.0428 0.93 0.0649 0.0433

1280/320/1600/1600 0.99 0.0423 0.0376 0.98 0.0474 0.0301

80/20/100/100 mean that Shannon entropy allocation strategy selected the first 80 examinees for obtaining the first calibration of attribute vector, the last 20 examinees were used for

the estimaion of item parameters, and then all examinees’ item responses were used to estimated iterately item parameters and attribute vector.

outperforms the random design in terms of the precision of item
parameters when the sample size is small. Finally, if the Q-matrix
and item parameters are unknown for the new items, the hybrid
of two optimal designs could efficiently simultaneously estimate
item parameters and calibrate the Q-matrix of the new items.
In summary, the adaptive designs for new items is promising in
terms of the accuracy of attribute vectors and the precision of
item parameters. The conditions for using these designs in CD-
CAT are as follows: (a) in the first design, the attribute vector
of the new items can be calibrated based on the item responses,
so as to meet the needs of the NPC method; (b) the second
design requires the determined Q-matrix to estimate the item
parameters; (c) the third design is suitable for situations where
the Q-matrix and item parameters of the new items are unknown.
The new design adaptively assigns new items to examinees
according to both the current calibration of the new items and
the current status of the examinees. It contributes to the ’adaptive’
aspect of CD-CAT. Not only can it accurately estimate the item
parameters of the new items and calibrate its Q-matrix when the
sample size is small.

There are still some limitations in the study. The independent
attribute structure was considered in this study. While Leighton
and Hunka (2004) think that the attributes were organized as
hierarchical structures, including linear, convergent, divergent,
and unstructured. The adaptive designs are worthy of further
study under hierarchical structures. At the same time, the
study was carried out under the DINA model, a simple non-
compensatory cognitive diagnosis model. So far, there are many
parametric models, such as the noise input, deterministic “and”
gate (NIDA) model (Maris, 1999; Junker and Sijtsma, 2001), the
deterministic inputs, noisy, “or” gate (DINO) model (Templin
and Henson, 2006), the general diagnostic model (GDM; von
Davier, 2005, 2008), the log-linear cognitive diagnosis model
(LCDM; Henson et al., 2009), the generalized DINA model
(G-DINA; de la Torre, 2011), and the CDINA model (Luo
et al., 2020). For the non-parametric method, the NPC method
has been extended to the general non-parametric classification

(GNPC; Chiu et al., 2018). Whether the adaptive designs can be
extended to these models is worth studying. Furthermore, the
dichotomous item response is only often used in multiple-choice
or fill-in-the-blank items. For polytomous scoring items (Gao
et al., 2020), the adaptive designs remain to be further studied.

Finally, the termination rule adopted in this study was fixed
for balancing the number of examinees assigned to all new items.
The variable length rule needs to be studied. For example, when
the posterior distribution of the attribute vector of the new item
reaches the preset value, the attribute vector will no longer be
calibrated. Termination rules for attribute mastery patterns in
CD-CAT (Guo and Zheng, 2019) may give you ideas for the
variable-length optimal design for online calibration.

DATA AVAILABILITY STATEMENT

The raw data supporting the conclusions of this article will be
made available by the authors, without undue reservation.

AUTHOR CONTRIBUTIONS

WW and LS designed the study and revised the manuscript. YT,
JZ, and TW drafted and revised the manuscript. WW and TW
conducted the simulation study. All authors contributed to the
article and approved the submitted version.

FUNDING

This research was partially supported by the National Natural
Science Foundation of China (Grant No. 62067005), the Social
Science Foundation of Jiangxi (Grant No. 17JY10), and the
Project of Teaching Reform of Jiangxi Normal University (Grant
No. JXSDJG1848). This study received funding from the grant
(Grant No. CTI2019B10) of the Chinese Testing International
Co., Ltd. These funders were not involved in the study design,
collection, analysis, interpretation of data, the writing of this
article, or the decision to submit it for publication.

Frontiers in Psychology | www.frontiersin.org 18 August 2021 | Volume 12 | Article 710497

https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org
https://www.frontiersin.org/journals/psychology#articles


Wang et al. An Adaptive Design in CD-CAT

REFERENCES

Chang, Y. P., Chiu, C. Y., and Tsai, R. C. (2018). Nonparametric CAT for CD

in educational settings with small samples. Appl. Psychol. Meas. 43, 543–561.

doi: 10.1177/0146621618813113

Chen, P. (2016). Two new online calibration methods for computerized adaptive

testing. Acta Psychol. Sin. 48, 1184–1198. doi: 10.3724/SP.J.1041.2016.01184

Chen, P., and Xin, T. (2011). Item replenishing in cognitive diagnostic

computerized adaptive testing. Acta Psychol. Sin. 43, 836–850.

doi: 10.3724/SP.J.1041.2011.00836

Chen, P., Xin, T., Wang, C., and Chang, H.-H. (2012). Online calibration methods

for the DINA model with independent attributes in CD-CAT. Psychometrika

77, 201–222. doi: 10.1007/s11336-012-9255-7

Chen, Y., Liu, J., and Ying, Z. (2015). Online item calibration for Q-matrix in

CD-CAT. Appl. Psychol. Meas. 39, 5–15. doi: 10.1177/0146621613513065

Cheng, Y. (2009). When cognitive diagnosis meets computerized adaptive testing:

CD-CAT. Psychometrika 74, 619–632. doi: 10.1007/s11336-009-9123-2

Chiu, C. Y., and Douglas, J. (2013). A nonparametric approach to cognitive

diagnosis by proximity to ideal response patterns. J. Classif. 30, 225–250.

doi: 10.1007/s00357-013-9132-9

Chiu, C. Y., Sun, Y., and Bian, Y. (2018). Cognitive diagnosis for small educational

programs: the general nonparametric classification method. Psychometrika 83,

355–375. doi: 10.1007/s11336-017-9595-4

de la Torre, J. (2011). The generalized DINA model framework. Psychometrika 76,

179–199. doi: 10.1007/s11336-011-9207-7

Gao, X. L., Wang, D. X., Cai, Y., and Tu, D. B. (2020). Cognitive diagnostic

computerized adaptive testing for polytomously scored items. J. Classif. 37,

709–729. doi: 10.1007/s00357-019-09357-x

Guo, L., and Zheng, C. (2019). Termination rules for variable-length CD-

CAT from the information theory perspective. Front. Psychol. 10:1122.

doi: 10.3389/fpsyg.2019.01122

Henson, R. A., Templin, J. L., andWillse, J. T. (2009). Defining a family of cognitive

diagnosis models using log-linear models with latent variables. Psychometrika

74, 191–210. doi: 10.1007/s11336-008-9089-5

Huang, H. Y. (2019). Utilizing response times in cognitive diagnostic computerized

adaptive testing under the higher order deterministic input, noisy ’and’ gate

model. Br. J. Math. Stat. Psychol. 73, 109–141. doi: 10.1111/bmsp.12160

Junker, B. W., and Sijtsma, K. (2001). Cognitive assessment models with few

assumptions, and connections with nonparametric item response theory. Appl.

Psychol. Meas. 25, 258–272. doi: 10.1177/01466210122032064

Kaplan, M., de la Torre, J., and Barrada, J. R. (2015). New item selection methods

for cognitive diagnosis computerized adaptive testing. Appl. Psychol. Meas. 39,

167–188. doi: 10.1177/0146621614554650

Leighton, J. P., and Hunka, G. (2004). The attribute hierarchy method for cognitive

assessment: a variation on Tatsuoka’s rule-space approach. J. Educ. Meas. 41,

205–237. doi: 10.1111/j.1745-3984.2004.tb01163.x

Luo, Z. S., Hang, D. D., Qin, C. Y., and Yu, X. F. (2020). The

cognitive diagnostic model which can deal with compensation and

noncompensation effects: CDINA. J. Jiangxi Normal Univers. 44, 441–453.

doi: 10.16357/j.cnki.issn1000-5862.2020.05.01

Macready, G. B., and Dayton, C. M. (1977). The use of probabilistic

models in the assessment of mastery. J. Educ. Stat. 2, 99–120.

doi: 10.3102/10769986002002099

Magis, D., Yan, D., and von Davier, A. A. (2017). Computerized Adaptive and

Multistage Testing With R: Using Packages catR and mstR. Cham: Springer.

doi: 10.1007/978-3-319-69218-0

Maris, E. (1999). Estimating multiple classification latent class models.

Psychometrika 64, 187–212. doi: 10.1007/BF02294535

Stefanski, L. A., and Carroll, R. J. (1985). Covariate measurement error in logistic

regression. Ann. Stat. 13, 1335–1351. doi: 10.21236/ADA160277

Sun, X., Liu, Y., Xin, T., and Song, N. (2020). The impact of item

calibration error on variable-length cognitive diagnostic computerized

adaptive testing. Front. Psychol. 11:575141. doi: 10.3389/fpsyg.2020.

575141

Templin, J. L., and Henson, R. A. (2006). Measurement of psychological

disorders using cognitive diagnosis models. Psychol. Methods 11, 287–305.

doi: 10.1037/1082-989X.11.3.287

von Davier, M. (2008). A general diagnostic model applied to language testing data.

Br. J. Math. Stat. Psychol. 61, 287–307. doi: 10.1348/000711007X193957

von Davier,. M. (2005). A general diagnostic model applied to language testing

data. ETS Res. Rep. Ser. 2005, i−35. doi: 10.1002/j.2333-8504.2005.tb01993.x

Wainer, H., and Mislevy, R. J. (1990). “Item response theory, item calibration,

and proficiency estimation,” in Computerized Adaptive Testing: A Primer, ed

H. Wainer (Hillsdale, NJ: Lawrence Erlbaum), 65–102.

Wang, C. (2013). Mutual information item selection method in cognitive

diagnostic computerized adaptive testing with short test length. Educ. Psychol.

Meas. 73, 1017–1035. doi: 10.1177/0013164413498256

Wang, C., Chang, H. H., and Huebner, A. (2011). Restrictive stochastic item

selection methods in cognitive diagnostic computerized adaptive testing. J.

Educ. Meas. 48, 255–273. doi: 10.1111/j.1745-3984.2011.00145.x

Wang, D. X., and Tu, D. B. (2021). The application of cognitive

diagnostic computerized adaptive testing on diagnosis and assessment

of psychological disorder. J. Jiangxi Normal Univers. 45, 111–117.

doi: 10.16357/j.cnki.issn1000-5862.2021.02.01

Wang,W. Y., Ding, S. L., and You, X. F. (2011). Attribute calibration of original que

stions in computerized adaptive diagnostic test. Acta Psychol. Sin. 43, 964–976.

doi: 10.3724/SP.J.1041.2011.00964

Wang, Y. T, Sun, X. J, Chong, W. F., and Xin, T. (2020). Attribute

discrimination index-based method to balance attribute coverage for short-

length cognitive diagnostic computerized adaptive testing. Front. Psychol.

11:224. doi: 10.3389/fpsyg.2020.00224

Xu, X. L., Chang, H. H., and Douglas, J. (2003). “A simulation study to compare

CAT strategies for cognitive diagnosis,” in Annual Meeting of the American

Educational Research Association (Chicago, IL).

Yang, J., Chang, H.H., Tao, J., and Shi, N. (2020). Stratified item selection methods

in cognitive diagnosis computerized adaptive testing. Appl. Psychol. Meas. 44,

346–361. doi: 10.1177/0146621619893783

Yigit, H. D., Sorrel, M. A., and de la Torre, J. (2019). Computerized adaptive testing

for cognitively based multiple-choice data. Appl. Psychol. Meas. 43, 388–401.

doi: 10.1177/0146621618798665

Conflict of Interest: This research was partially supported by the National Natural

Science Foundation of China (Grant No. 62067005), the Social Science Foundation

of Jiangxi (Grant No. 17JY10), and the Project of Teaching Reform of Jiangxi

Normal University (Grant No. JXSDJG1848). This study received funding from

the grant (Grant No. CTI2019B10) of the Chinese Testing International Co.,

Ltd. These funders were not involved in the study design, collection, analysis,

interpretation of data, the writing of this article, or the decision to submit it for

publication. The authors declare no other competing interests.

Publisher’s Note: All claims expressed in this article are solely those of the authors

and do not necessarily represent those of their affiliated organizations, or those of

the publisher, the editors and the reviewers. Any product that may be evaluated in

this article, or claim that may be made by its manufacturer, is not guaranteed or

endorsed by the publisher.

Copyright © 2021 Wang, Tu, Song, Zheng and Wang. This is an open-access article

distributed under the terms of the Creative Commons Attribution License (CC BY).

The use, distribution or reproduction in other forums is permitted, provided the

original author(s) and the copyright owner(s) are credited and that the original

publication in this journal is cited, in accordance with accepted academic practice.

No use, distribution or reproduction is permitted which does not comply with these

terms.

Frontiers in Psychology | www.frontiersin.org 19 August 2021 | Volume 12 | Article 710497

https://doi.org/10.1177/0146621618813113
https://doi.org/10.3724/SP.J.1041.2016.01184
https://doi.org/10.3724/SP.J.1041.2011.00836
https://doi.org/10.1007/s11336-012-9255-7
https://doi.org/10.1177/0146621613513065
https://doi.org/10.1007/s11336-009-9123-2
https://doi.org/10.1007/s00357-013-9132-9
https://doi.org/10.1007/s11336-017-9595-4
https://doi.org/10.1007/s11336-011-9207-7
https://doi.org/10.1007/s00357-019-09357-x
https://doi.org/10.3389/fpsyg.2019.01122
https://doi.org/10.1007/s11336-008-9089-5
https://doi.org/10.1111/bmsp.12160
https://doi.org/10.1177/01466210122032064
https://doi.org/10.1177/0146621614554650
https://doi.org/10.1111/j.1745-3984.2004.tb01163.x
https://doi.org/10.16357/j.cnki.issn1000-5862.2020.05.01
https://doi.org/10.3102/10769986002002099
https://doi.org/10.1007/978-3-319-69218-0
https://doi.org/10.1007/BF02294535
https://doi.org/10.21236/ADA160277
https://doi.org/10.3389/fpsyg.2020.575141
https://doi.org/10.1037/1082-989X.11.3.287
https://doi.org/10.1348/000711007X193957
https://doi.org/10.1002/j.2333-8504.2005.tb01993.x
https://doi.org/10.1177/0013164413498256
https://doi.org/10.1111/j.1745-3984.2011.00145.x
https://doi.org/10.16357/j.cnki.issn1000-5862.2021.02.01
https://doi.org/10.3724/SP.J.1041.2011.00964
https://doi.org/10.3389/fpsyg.2020.00224
https://doi.org/10.1177/0146621619893783
https://doi.org/10.1177/0146621618798665
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org
https://www.frontiersin.org/journals/psychology#articles

	An Adaptive Design for Item Parameter Online Estimation and Q-Matrix Online Calibration in CD-CAT
	Introduction
	Models and Methods
	The Deterministic Inputs, Noisy, ``and'' Gate (DINA) Model
	Attribute Mastery Pattern Estimation
	Item Parameter Estimation Method
	An Adaptive Design for Q-Matrix Calibration Based on Shannon Entropy
	An Adaptive Design for Item Parameter Estimation Based on Fisher Information
	Algorithms for Three Adaptive Designs
	Item Attribute Vector Online Calibration Algorithm Based on Shannon Entropy
	Item Parameter Online Estimation Algorithm Based on Fisher Information
	Adaptive Design Algorithm for Online Estimation and Calibration


	Simulation Study 1
	Simulation Design
	Operational Item Bank
	New Item Bank

	Simulation Procedures
	Evaluation Indices
	Simulation Results

	Simulation Study 2
	Simulation Design
	Evaluation Indices
	Simulation Results

	Simulation Study 3
	Adaptive Design of Online Estimation and Online Calibration
	Simulation Results

	Conclusions and Discussion
	Data Availability Statement
	Author Contributions
	Funding
	References


