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In recent years, researchers have become increasingly interested in exploring frequency as a source of variability in heritage speakers’ (HSs) knowledge of their heritage language (HL). While many of these studies acknowledge that frequency can affect the shape of HL grammars, there is still no clear consensus about (a) what “frequency” means in the context of HL acquisition and (b) how to operationalize its multiple subtypes. In this paper, we provide a critical overview of frequency effects in HL research and their relevance for understanding patterns of inter/intra-speaker variability. To do so, we outline how prior research has defined, measured, and tested frequency, and present—as well as evaluate—novel methodological approaches and innovations recently implemented in the study of frequency effects, including a new analysis of how self-reported lexical frequency reliably predicts HSs’ production of subjunctive mood in Spanish. Our aim is to highlight the immense potential of such work for addressing long-standing questions about HL grammars and to propose new lines of inquiry that will open up additional pathways for understanding HL variability.

KEYWORDS
 frequency, variability, heritage speakers, activation, lexicon


Introduction

Despite its exponential growth in recent years, the field of heritage bilingualism is still relatively young—especially in comparison to first (L1) and second (L2) acquisition research. While every year heritage language (HL) investigators continue to expand the reach of their work in terms of linguistic content and methodological approaches, research in this field has primarily focused on two lines of inquiry. The first one is centered around between-group comparisons and focuses on identifying areas where heritage speakers (HSs) differ from—or pattern like—other speaker groups, perhaps due to the enduring influence of L2 acquisition research—much of which examines differences between L2 learners and (monolingual) native speakers (e.g., White and Genesee, 1996). The second area of research involves between-property comparisons, which address the relative difficulty—or, to use a more commonly employed term, vulnerability (e.g., Polinsky and Scontras, 2020)—of different properties of the HL grammar (e.g., tense/aspect vs. mood morphology in the verbal domain: Montrul, 2009).

In our estimation, the pursuit of these two lines of inquiry has led to the vast majority of what we now know about HSs and their grammars. Nonetheless, we must recognize that, as informative as they have been, neither line of research addresses certain fundamental—and often overlooked—puzzles of HL research, especially those that involve the study of variability at the intraspeaker level. In this article, we advocate for increased attention to two promising yet less commonly investigated areas of study, each of which we will summarize here and then elaborate upon throughout the remainder of the paper. Critically, both approaches open the door to fine-grained analyses of frequency, a variable that has thus far received much more attention in L1 (e.g., Ambridge et al., 2015) and L2 (e.g., Ellis, 2002) research than in work with HSs, in spite of its evident potential in this area (e.g., O’Grady et al, 2011; Putnam and Sánchez, 2013; Montrul et al., 2014; Hur, 2020; López-Beltrán and Carlson, 2020; Giancaspro et al., 2022; Perez-Cortes, 2022b).

The first of the two categories of frequency that we will examine in this article, frequency of HL activation, involves the study of between-speaker comparisons, that is, the analysis of the unique grammatical systems that develop in the minds of individual HSs. Although inter-speaker heterogeneity is a defining—and well-recognized—characteristic of HSs (e.g., Montrul, 2016), we still have a lot to learn about the underlying factors that might cause two HSs with seemingly similar demographic/linguistic profiles to end up with what appear to be very differently shaped HL grammars. Why, for example, might one HS produce high rates of a certain inflection while another goes to great lengths to avoid it (e.g., Giancaspro, 2019)? Conceivably, part of this gap in our understanding results from the field’s longstanding reliance on group-level inferential analyses, which often take center stage in HL acquisition studies. Regardless of the reason for the scarcity of between-speaker analyses, variability at this level is a well-attested pattern that needs to be explored if we are to improve our understanding of the gradience of outcomes observed among HSs. After all, as much as we rely on group-level analyses in our quest to comprehend heritage bilingualism, linguistic systems form (and transform) in individual minds—not in groups. As such, our models and theories must also speak to the nature of these individual acquisitional paths.

The second type of frequency examined, which includes lexical frequency in its many instantiations, allows for within-speaker comparisons, that is, the study of variability that arises in individual HSs with a single HL property. When HSs differ from comparison groups, as they often do, contrasts tend to emerge in a variable rather than a categorical manner. For instance, for a given grammatical property, X, HSs will often produce both the instantiation that we usually see in control groups of monolingual speakers, as well as other (often innovative) variants (Flores, 2015). Despite its near ubiquity in HL research, this pattern of intra-speaker variability has also received relatively little attention from HL researchers, perhaps partially due to the complexity of accounting for such variability via formal linguistic theory, which often—though not exclusively (e.g., Sorace and Keller, 2005; Putnam et al., 2018)—views grammatical operations as categorical rather than gradient.

In the present paper, we argue for the importance of prioritizing the inclusion of frequency-based analyses in future empirical work, which enable the exploration of between-speaker and within-speaker comparisons. Despite their superficial differences, both types of comparisons have the potential to illuminate the multidimensional relationship between HSs’ linguistic knowledge, on one hand, and their language experience—operationalized via frequency—on the other. As we will outline in “Between-speaker comparisons: frequency of heritage language activation,” the analysis of HSs’ frequency of use/activation of their HL offers the unique chance for researchers to draw informative connections between speakers’ individual linguistic experience and their command of—or variability with—specific HL properties. We propose that by examining the extent to which individual HSs differ in their patterns of HL use, we can shed new light on HL heterogeneity, a puzzle that cannot be solved with between-group or between-property comparisons. Lexical frequency, which will be the focus of “Lexical frequency and its role in heritage grammars,” provides an opportunity for researchers to further interrogate HL variability, this time, at the level of individual speakers. Like between-speaker variability, intra-speaker variability, too, is a micro-level pattern that simply cannot be addressed by looking at the macro-level comparisons—specifically, between-speaker and between-property comparisons—that continue to predominate in the field. After reviewing different approaches to conceptualizing lexical frequency, we argue that subjective or self-reported lexical frequency—that is to say, HSs’ own evaluation of how often they hear/use certain words—can help us to explain individual HSs’ alternation between “target” and innovative variants of a given HL property. We conclude the paper in “Discussion and conclusion: Some final thoughts” by (a) proposing that frequency-based analyses should play a key role in our study of between-speaker and within-speaker HL research and (b) sketching out future directions for investigations that follow this blueprint.



Between-speaker comparisons: frequency of heritage language activation

Regardless of theoretical background, HL researchers largely agree that HSs’ overall amount of experience with the HL, broadly conceived, will strongly affect the HL grammars that they ultimately develop (e.g., Kupisch and Rothman, 2018; Polinsky and Scontras, 2020; Montrul, 2021b inter alia). Thus, one would expect—all else equal—that a HS with extensive HL experience would perform in a less innovative (or more “target-like”) manner than a comparable peer whose use of the HL is relatively less frequent. Despite the consensus on this general—and perhaps obvious—point, researchers have dedicated relatively little attention to the question of how (and to what extent) between-speaker differences in HL usage/exposure/experience might lead different HSs to develop distinct patterns of grammatical knowledge with a given HL property. In fact, as noted by Daskalaki et al. (2019: 423), “no study to date has examined the differential effect of input quantity, as a continuous variable, within the same group of heritage speakers.” Before reviewing five studies that have shed light—directly or indirectly—on effects of HL usage/exposure/experience, we first summarize two papers that formalize how differences in HSs’ experience with the HL, sometimes referred to as frequency of activation, might lead to between-speaker differences in HL knowledge.

Putnam and Sánchez (2013), working from a generative theoretical framework, argue that HSs’ frequency of activation of their HL will impact the shape of their HL grammar. From this vantage point, HSs who use their HL less frequently might experience “a decline in the availability of FFs [functional features]” (p. 484) of their HL, which often manifests as innovative patterns of HL production and/or comprehension. Putnam and Sánchez’s conceptualization of heritage bilingualism creates a basic framework for accommodating differences in the performance of HSs. While those who frequently activate the HL—Stage 1 HSs in their terminology—are unlikely to exhibit major morphosyntactic innovations in their HL, HSs who use this language far less often (e.g., “Stage 3″ and “Stage 4” HSs) will demonstrate much more variability and innovation, in large part due to the increasing inaccessibility of FFs in their (relatively less activated) HL system. In a study of HSs’ production and comprehension of subjunctive mood, Perez-Cortes et al. (2019) provide evidence that is consistent with Putnam and Sánchez’s proposed stages. While high-activation HSs—operationalized as HSs with higher HL proficiency—performed in a more “target-like” manner with subjunctive mood, lower-activation HSs performed more variably, exhibiting increasingly prominent production/comprehension asymmetries as their proficiency in the HL decreased. More important than the specific details of their proposals, we believe, is these authors’ novel attempt to articulate how HSs with different levels of HL activation might end up with differentially innovative HL grammars.


Measuring language activation and its effects on HL grammars: a complex enterprise

Since the publication of Putnam and Sánchez’s (2013) foundational work, additional evidence has emerged that aligns with its basic principles. A key example comes from studies that identify variability across HSs and descriptively explore the extent to which differences in exposure to the HL could be the source of said between-speaker contrasts. Cuza (2016), in a study of subject-verb (SV) inversion in the Spanish of younger and older child HSs, observed that younger HSs performed in a more “target-like” manner than their older counterparts, a finding that Cuza attributes—at least in part—to patterns of HL usage. Relative to the younger HSs, the older HSs in the study reportedly used less Spanish with their parents and siblings, which could, in principle, contribute to their differential knowledge of SV inversion. While suggestive, this trend could also have been caused by other differences between the two groups, such as older HSs’ emerging dominance in English.

Montrul and Sánchez-Walker (2013), in an extensive investigation of simultaneous and sequential HSs’ production of differential object marking (DOM) in Spanish, found that HSs produced less DOM in expected contexts than both monolingual and bilingual “baseline” groups. Far more revealing than these between-group differences, however, were the extensive between-speaker differences in the HS group—particularly in the case of the simultaneous HSs, whose production of DOM in expected contexts ranged from 0% to 100%. In an attempt to better understand these between-speaker differences, Montrul and Sánchez-Walker (2013) divided their HS participants into two groups—omitters, who produced DOM less than 80% of the time in expected contexts, and non-omitters—who produced DOM categorically. Post-hoc analyses revealed that, relative to the omitters, the non-omitters reported using Spanish more often in a variety of different situations, including with their parents, siblings, and friends. Though only a few of the differences between these two groups were statistically significant, these analyses point to the possibility that differences in HL usage can, in fact, trigger measurable between-speaker grammatical differences.

More recently, two additional studies have strengthened the claim that HSs’ frequency of experience with their HL shapes the variability of their HL grammatical systems. What sets these studies apart from Cuza (2016) and Montrul and Sánchez-Walker (2013) is that in each case, HL experience is seamlessly integrated into the inferential statistical modeling, thereby allowing for more reliable insight into the effects of this potentially critical explanatory variable. Dracos and Requena (2022) investigated child HSs’ production of a few different types of subjunctive mood morphology in Spanish, including, most relevantly for the present study, and volitional subjunctive forms (e.g., quiero que bailesSUBJ ‘I want you to dance’). Critically—and in contrast with previous studies of HSs and subjunctive mood—Dracos and Requena’s (2022) analyses incorporated information about HL usage/exposure, which they combined into a single variable that was included as a fixed factor in their mixed-effects statistical models. Results indicated that HSs with higher use of the HL (as reported by their caretakers) were significantly more likely to produce subjunctive mood morphology, pointing to HL experience as a factor in explaining certain between-speaker differences1. Complicating this finding, however, is the fact that HL proficiency—which is strongly correlated with HL use—was an even stronger predictor of HSs’ performance, thereby highlighting the difficulty of isolating HL experience as a cause of between-speaker differences.

Perhaps the most thorough attempts to connect the linguistic experiences of HSs to the grammatical systems they develop are López-Beltrán (2021), who tested the subjunctive mood knowledge of (adult) HSs of Spanish living in long-standing bilingual communities in New Mexico, and López Otero et al. (2021), who tested Spanish clitic production by adult HSs living in Brazil. Simplifying greatly, López-Beltrán found, using sophisticated statistical modeling, that HSs who reported higher use of Spanish were more sensitive to mood violations, as measured in a study of their pupil dilations, which reflect processing difficulty. Similarly, López Otero et al. (2021), who also explored effects of HL usage by treating it as a continuous variable in mixed effects models, found that HSs with higher HL usage were less likely to exhibit innovative clitic pronoun production.



Moving forward: the future of studying frequency of HL use and exposure

In the studies reviewed above, we have seen preliminary evidence that between-speaker differences—that is to say, differences in the grammatical knowledge of different HSs—seem to be caused, at least in part, by differences in HSs’ frequency of use of and exposure to the HL. Weakening this conclusion, however, are two major methodological and epistemological concerns. First, it is not yet clear that language background questionnaires offer an accurate or reliable assessment of HSs’ actual patterns of HL use both (a) at the moment of data collection as well as (b) in earlier stages of their lives. This is especially concerning if HL use/exposure is more impactful during early childhood, as suggested by several researchers (e.g., Montrul, 2016; Silva-Corvalán, 2018; López-Beltrán, 2021). So how, exactly, have researchers attempted to quantify HSs’ frequency of HL use/exposure/experience? To illustrate the complexity of this task—and underline the need for new, methodologically-oriented work in this area—we briefly review the approaches employed in two of the studies presented in the previous section.

Dracos and Requena (2022) calculated (child) HSs’ experience with the HL by asking the HSs’ parents to provide approximate percentages of the time that their children hear/use the HL during the week, as well as on weekends. After receiving the responses, the researchers recoded the data into five different categories (0%–19%, 20%–39%, 40%–59%, 60%–79% and 80%–100%), which became levels of a fixed factor (HL usage/exposure) in their subsequent statistical modeling. While we applaud Dracos and Requena’s (2022) utilization of this variable in their analyses, we must acknowledge, too, the potential unreliability of the percentage estimates that they received. When a parent estimates the percentage of the time that their child uses the HL, what factors might they be considering (or not)? For example, how do they acknowledge, among other potential concerns, language mixing, asymmetric communication (e.g., parent speaks Spanish, and child responds in English), and the generally dynamic nature of HL use in a majority-language dominant society? The proportion of the HL that a child hears, for example, might vary greatly from week to week. In light of these challenges, it should not surprise us, perhaps, that HL proficiency—which may be a more direct measure of HL use/experience than questionnaire data—was a better predictor of subjunctive production than parental HL estimates2.

If it is challenging for HSs’ parents to estimate their children’s (current) HL use, it is likely even harder for adult HSs to accurately pinpoint the percentage of the time that they themselves used their HL (at the time of data collection or—cumulatively—throughout their lives). The adult HSs in López-Beltran’s (López-Beltrán, 2021) study, for example, were asked to determine the percentages of English and Spanish that they heard at home before beginning school, a period of time that likely predated their study participation by 13+ years. In households where parents exclusively used Spanish—and required their children to do the same—such estimates may, in fact, be quite reliable. (This may be why HL use was, after all, a statistically significant predictor in López-Beltran’s study). In households with more varied language practices, however, it is difficult to imagine that college-aged HSs could accurately and reliably recall percentages of their overall language usage during childhood. Consequently, differences in the middle of the (estimated) HL usage spectrum—e.g., between HSs who reported using their HL 60% of the time vs. those who reported using it 40% of the time—seem far less likely to effectively predict differences in speakers’ command of the HL in adulthood. Critically, this might be the case even if the “true” difference between 40% and 60% HL use does have important effects on adult HSs’ eventual grammatical knowledge.

A second (and related) concern with quantifying the effects of HL use, as mentioned in the preceding paragraphs, is that HL use/exposure is often strongly correlated with—and therefore hard to disentangle from—other potentially influential factors such as HL proficiency, age of acquisition of the majority language, and even formal education in the HL. As noted above, Dracos and Requena (2022)—as well as López-Beltrán—found that both HL use/experience and HL proficiency were statistically significant predictors of HSs’ grammatical performance, making it impossible to isolate the specific influence of HL use itself. (In the first of these studies, recall that proficiency was actually a stronger predictor than reported HL experience). Given this conceptual difficulty3, it may be the case—in spite of the suggestive evidence presented above—that our knowledge of how HL exposure/use affects HL grammars remains quite limited. Furthermore, even if we could design a perfectly reliable background questionnaire that allowed us to isolate the effects of HL usage from other potentially confounding variables, we would still face another major conceptual challenge. When differences in HL use lead different HSs to exhibit differential knowledge of a HL property, where exactly do these differences emerge?

To illustrate this conundrum, consider the following hypothetical. John and Carlos are both HSs of Spanish, though John reports using his HL two times as often as Carlos. (For the sake of argument, let us assume that John and Carlos are equivalent in terms of other pertinent background variables, thereby allowing us to isolate the effect of HL usage.) When John and Carlos complete an experimental task designed to assess their knowledge of mood morphology, John produces subjunctive in 80% of expected contexts while Carlos only does so in 40% of the same contexts. This hypothetical between-speaker difference would appear to indicate that Carlos’ HL usage affects his production of subjunctive mood. Nonetheless, this finding does not tell us where, at a fine-grained grammatical level, the two speakers differ from one another. It is possible, for example, that Carlos tends to use subjunctive with irregular verbs, or with forms that are more frequent, or even in contexts that are more likely to appear in academic/formal registers. In any case, the purpose of this example is to show that identifying between-speaker differences, though important, only provides indirect insight into individual patterns of HL development. To understand variability within a single speaker, that is to say, what factors lead Carlos to alternately produce both subjunctive, and indicative when subjunctive is expected, we will need to make within-speaker comparisons (e.g., with lexical frequency), which offer the micro-level perspective necessary for understanding individual HL grammatical patterns. In “Lexical frequency and its role in heritage grammars,” we elaborate on this point, using lexical frequency effects as an illustrative test case.




Lexical frequency and its role in heritage grammars

In “Between-speaker comparisons: frequency of heritage language activation,” we discussed the advantages as well as limitations of how the field of HL acquisition has examined and modeled the development and outcomes of heritage bilinguals based on their patterns of language activation, that is, the frequency (or lack thereof) with which HSs use (and are exposed to) their HL. There is, however, another more fine-grained way in which frequency has been implemented to analyze patterns of language maintenance and change/innovation among heritage bilinguals. This second “type” of frequency (henceforth lexical frequency), which has recently emerged as an area of interest in HL research (Zyzik, 2016, 2019; Giancaspro, 2020; Gonzalez, 2020; Hur et al., 2020; Camacho, 2022; Giancaspro et al., 2022; Perez-Cortes, 2022b; inter alia), addresses the question of how the rate of occurrence of certain forms or structures in the HL input/output may affect their representation, processing, and use (Bybee, 1985, 2007).

While generative approaches to language acquisition have paid relatively little attention to the effects of lexical frequency (see Yang, 2004, 2015 for an exception), usage-based approaches, in contrast, have placed significant importance on this factor, arguing that “the structure and organization of a speaker’s linguistic knowledge is the product of language use or performance” (Diessel and Hilpert, 2016). From this perspective, increased (or decreased) exposure to a particular lexical item—based on its likelihood of appearing in the input—would affect how it is accessed, retrieved, and stored (Bybee, 1985, 2007; Poplack et al., 2013). Thus, highly frequent lexical items become the building blocks of grammatical categories, acting as exemplars around which related tokens cluster and establishing—and reinforcing—connections across multiple elements of language in what is known as entrenchment.

The nature and directionality of frequency effects appear to vary depending on the area of language under analysis. While high frequency collocations such as I do not know in English are especially vulnerable to phonological change or reduction (Bybee, 2006), high frequency morphological inflections, such as irregular past forms in English (i.e., bought, went), prove to be much more resistant to overregularization or simplification than less frequent counterparts (i.e., snuck, dove: Bybee, 1985). Since morphosyntax is the most commonly studied locus of variability in HL grammars (Putnam et al., 2022), and, furthermore, the data that we present in this paper comes from this domain, we narrow our focus in “Lexical frequency and its role in heritage grammars” to the effects of lexical frequency on HSs’ knowledge of morphosyntactic properties of the HL. To do so, we outline ways to operationalize lexical frequency, summarize cutting-edge studies and their proposals, and suggest future areas of research related to this topic.

As we will argue throughout this section, the limited exposure to (and use of) the HL often observed among HSs provides the perfect backdrop for the study of lexical frequency effects, in part, because this factor establishes a direct—and quantifiable—connection between speakers’ linguistic experience and how they represent and use language. It seems feasible, for example, that the relatively reduced input to which many HSs are exposed could drive them to rely more extensively on highly frequent HL items or structures, likely at the expense of lower frequency forms with which they have much less experience. As a result, properties or forms that are highly frequent in the (baseline) input might become more entrenched in the grammars of HSs, leading to lower levels of optionality in their use4. In contrast, less frequent HL forms would be more likely to favor the emergence of grammatical innovations (Backus, 2020) or morphosyntactic variability (Poplack et al., 2013; Perez-Cortes, 2022a). These hypotheses are compatible with recent theoretical proposals regarding the nature of the lexicon, especially those that advocate for an exoskeletal approach to morphology (Embick, 2015; Lohndal and Putnam, 2021). In particular, the adoption of a distributed view of lexical items (as the result of abstract morphosyntactic (synsem) features being mapped onto specific (morpho) phonological exponents) provides us with a systematic way to model and predict how frequency in the input could either reinforce such mappings, or allow for a disassociation between them, generating a wide range of outcomes that could have consequences at the level of production as well as representation (Perez-Cortes et al., 2019).

What makes considering the effects of lexical frequency most critical in future HL research, though, is that it allows us to account for differences that emerge at the individual level, that is, those that appear within speakers rather than between them. This change in perspective provides new and additional explanations to long-standing questions, such as why morphological variability tends to appear in certain forms but not in others, or how HSs’ lexical knowledge affects their overall linguistic development in the HL (Montrul and Mason, 2020; Montrul, 2021a).


Operationalizing lexical frequency in research: the role of token, type, and lemma

Although it is common for acquisitional studies to refer to lexical frequency in broad terms, Ambridge et al. (2015), who work from a usage-based perspective, argue for a more specific use of this construct. With that in mind, what do HL researchers mean when they talk about the effects of lexical frequency? More often than not, observations about lexical frequency are centered around a word’s token frequency—i.e. its overall occurrence in the input5—as documented in large language corpora. According to Bybee (2007), forms that exhibit high token frequencies tend to 1) be more autonomous; and 2) have more lexical strength. Together, these factors make it more likely that speakers will access and retrieve frequent forms—which may be stored directly in their lexicon—as whole units or constructions, rather than assembling them derivationally (e.g., walk + −ed = walked). In the context of HSs, this would predict that more frequent items—from a token frequency perspective—would be, as a result of their autonomy/strength, more easily recognized and decoded in comprehension and less likely to exhibit variability in production6. Token frequency, however, is not the only existing category of lexical frequency, nor is it the only one that could generate predictions for HL acquisition. The construct of type frequency, likely the second most studied frequency category, captures the productivity of a particular pattern in language and accounts for analogical leveling in language acquisition, that is, the (over) application of a specific rule to forms that present relatively less common patterns (Hopper and Bybee, 2001).

Since token and type frequency interact with one another in complex ways (Bybee, 1995; Bybee and Thompson, 2000), we believe that researchers must—to the extent possible—carefully manipulate (or at least, control) these factors when conducting empirical analyses of HSs’ morphological knowledge. A perfect example of this can be found in the formation of past participles, tested among Spanish HSs by Mason (2019). As in English, Spanish past participles are classified based on whether their formation is considered regular or irregular. Regular participles are formed by adding the suffix -(i)do/−(a) do to the root of the verb, as in the case of llegar-llegado (‘to arrive/arrived’) or ser-sido (‘to be/been’). Irregular past participles, by contrast, can present a wider range of morphological instantiations, following patterns such as those in hacer-hecho (‘to do/done’), or poner/puesto (‘to put/put’). However, even within the subcategory of irregular past participles that end in-to, there are a number of different subpatterns, e.g., romper/roto (‘to break/broken’) or escribir/escrito (‘to write/written’), to give two quick examples. Thus, if we were to describe Spanish past participles based on their lexical frequency, we could do so in at least two different ways:

a) From a token frequency perspective, we could report and contrast their frequencies of occurrence in the input as documented by participant self-reports or by language corpora, such as the Davies’ Spanish NOW corpus (2012–2016) that we used to extract the information provided in Table 1. This would allow us to establish differences between how often specific verbal inflections (e.g., sido) are used relative to others (e.g., hecho). Though both sido and llegado are regular past participles, for example, sido is over five times more frequent; similarly, while hecho is an irregular participle, it is used about twice as often as the regular participle, llegado. These differences in token frequency—both within-and across-different types of regularity—could very well affect how HSs (and other Spanish speakers) learn and use participial forms.



TABLE 1 Token frequencies of regular and irregular Spanish past participles.
[image: Table1]

b) From a type frequency perspective, we could analyze the productivity of the different word-formation patterns involved in the forms under consideration. As proposed by Mason (2019), in this particular case we would be able to identify two large clusters: those observed within regular participles such as sido and llegado, which present one of two different instantiations (−ado or-ido); and those observed in irregular forms (i.e., hecho and puesto). While the regular past participles-ado and-ido exhibit similarly high type frequencies, irregular participles have a wider range of different allomorphic subpatterns—Mason (2019:43) identifies up to seven—each of which may be relatively more or less common. Presumably, the differences in type frequency across irregular past participles, to give one example, could influence how HSs (and other Spanish speakers) develop their knowledge of participial forms.

Prior work on the acquisition of these structures among Spanish speakers (bilingual and monolingual) has found that irregular verbs (such as hecho or puesto) tend to be overregularized—e.g., to hacido or ponido–, especially during the first stages of acquisition (Clahsen et al., 2002; Soto-Corominas, 2021). In some cases, these “non-target-like” forms may even remain in the repertoire of adult bilinguals, especially if their exposure to Spanish is limited and/or they are not familiar with the specific verb where the suffix is featured (Montrul and Mason, 2020). Mason (2019) attributes this trend to differences in type frequency across past participles, whereby regular forms present more productive formation patterns (i.e., the use of-ado/−ido) than irregular forms. Pattern productivity alone, however, does not explain the gradience of outcomes observed in language acquisition, where overregularizations appear to be resolved in some verbs earlier than in others (i.e., dicho (‘said’) vs. resuelto (‘resolved’), as documented by Galaz et al. (2008). In this case, token frequency could help determine which particular irregular forms HSs might be more likely to regularize in an innovative way.

The effects of (type and/or token) frequency may also be examined by controlling their presence through careful study design and stimuli selection. This is precisely the strategy we adopted in our ongoing work on subjunctive mood among Spanish HSs in the US (see Giancaspro et al., 2022 for more information). The objective of this project was to revisit the study of a popular area of research among HSs of Spanish (i.e., subjunctive mood) by taking into account the effect of variables that had not been systematically controlled for in the past, such as the morphological regularity of the subjunctive forms tested, their type, and token frequency, and the modality of the proposition where the subjunctive forms were expected to appear. In contrast with previous research, we decided to control for the type frequency of the forms under analysis, limiting our selection of irregular verbs to those featuring a velar insert in their third person singular subjunctive inflections—instead of including forms with other types of irregularities, such as vocalic changes.

By controlling for type frequency, we were able to sidestep a key, potentially confounding variable and examine the effects of token frequency more directly, which gave rise to important differences across irregular verbs. The results in Table 2 indicate that while all high frequency irregular forms were similarly likely to elicit subjunctive mood from HSs, lower frequency irregular verbs elicited much more variability from HSs, as evidenced by both (a) HSs’ lower predicted probabilities of subjunctive production and (b) the wider confidence interval ranges for those predicted probabilities7. One clear exception to this pattern occurs in the case of retenga (‘to retain’), which, though infrequent, still elicits a very high rate of subjunctive production, a finding that opens up new areas of inquiry concerning word compositionality and the opacity/transparency of seemingly compound verbs. (Out of the irregular verbs tested, tenga is, by far, the most frequent, possibly making it easier for HSs to access and retrieve closely related subjunctive mood inflections such as retenga.) Overall, these findings not only provide additional insight on the effects of token frequency on subjunctive use, they also present a more nuanced description of morphological irregularity, which has generally been presented as a uniform, somewhat monolithic category.



TABLE 2 Predicted probability of subjunctive use as a function of token frequency.
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Although less common, lexical frequency can also be examined from a lemmatic perspective, that is, considering the effects of all the inflectional variants of a particular form (verbal or nominal) all of which are represented with a single lemma8. The lemma cut, for instance, includes all possible forms of this verb, such as {cutting, cut, cuts…}, as well as the word’s nominal variants {cut/cuts}. Choosing to analyze the effects of verbal or nominal lexical frequency from a lemmatic perspective carries theoretical implications regarding how words are represented and accessed in the lexicon. In particular, it is assumed that the (cumulative) frequency of the paradigm will affect the lexical strength of individual—morphologically related—forms, making them more/less recognizable and likely to be retrieved. Adopting lemmatic frequency might be suitable for research where individual word differences are not central (i.e., measuring the extent to which the effects of (lemmatic) lexical frequency modulate the complexity of a text). Recent work dedicated to the study of frequency effects on morphological families, however, reports that the frequency of individual forms is more likely to predict variability in production, even if form similarity (between members of the same paradigm, for example) might play a role in how related items compete with each other (Bybee, 2002; Kapatsinski, 2010). These findings suggest that the adoption of lemmatic frequency might not be fitting if the focus of the study is on the development and acquisition of particular forms, where their individual token frequency—rather than the frequency of their complete inflectional paradigm—is relevant for the analysis. Let us imagine, for example, that we were interested in examining whether lexical frequency modulates the interpretation and use of different types of future (periphrastic vs. morphological) among US HSs of Spanish. In principle, frequency could be analyzed in two different ways: a) including information about the token frequencies of each type of future (i.e., comprará (‘(he/she) will buy’) [7936] vs. va a comprar (‘(he/she) will buy’) [3754]), or b) reporting the frequency of the complete paradigm in the form of lemmatic frequency (comprar [509875]). If we include the token frequency of all the forms involved, we would be able to explore whether (and how) the individual frequency of each inflection could affect HSs’ performance. The use of lemmatic frequency, in contrast, would limit our analysis to general frequency effects, allowing us to gauge the extent to which the frequency of a particular verb, regardless of its inflection, might drive HSs’ preference for one type of future over another. This broader perspective on frequency would allow us to capture verb-general effects, e.g., that Spanish speakers tend to use one type of future more with verbs that are collectively more frequent—that is to say, when all of its paradigms are collapsed together.

The previous discussion highlights the potential contributions of lexical frequency (in its different instantiations) to HL research, underscoring how individual speakers’ experience with a HL might shape their grammatical knowledge and use. In the next section, we provide a summary of recent investigations that have examined the effects of lexical frequency on HSs’ morphosyntactic development of the HL. After summarizing these studies, we present novel evidence that HSs’ subjective assessment of lexical frequency more effectively predicts their patterns of subjunctive mood production than corpus-based frequency metrics.



Experimental approaches to lexical frequency effects in HL grammars

Putnam and Sánchez’s (2013) predictions regarding lexical frequency sparked a renewed interest in the study of how this variable might modulate HSs’ performance (Hur, 2020; Hur et al., 2020; Karayayla, 2021; López-Beltrán, 2021; Giancaspro et al., 2022; Perez-Cortes, 2022b, inter alia). As previously mentioned, the majority of the research in this area has focused on the domain of morphosyntax, with a particular emphasis on the acquisition of nominal and verbal inflection. Rather than manipulating it, some studies (Gor, 2019; López-Beltrán, 2021) have used token frequencies as a way to control HS participants’ familiarity with a particular selection of lexical items. Thus, instead of including verbs that are less frequent in the input, which are likely to have been less activated—and, as a result, more likely to exhibit increased variability–, these investigations only included highly frequent forms in the input, thereby giving participants the best chance to exhibit their HL knowledge. In the case of López-Beltrán’s (López-Beltrán, 2021) auditory pupillometry study, verb selection was made based on data compiled from the Corpus Sociolingüístico de la Ciudad de México (CSCM; Martín Butragueño and Lastra, 2011). Specifically, the researcher ensured that the frequency range of all subjunctive-triggering governors included in this receptive task (i.e., Deseo que, ‘I wish that’ or Quiero que ‘I want that’) was between 1 and 72 per 400,000 words. Additionally, the number of sentences that featured each governor was made proportional to its frequency, meaning that frequent triggers in the corpus appeared proportionally more often in the experimental task. Gor (2019) adopted a similar strategy in her study on the morphosyntactic knowledge of L2 learners and HSs of Russian. In particular, the investigator limited the vocabulary used in her grammaticality judgment task to words that appeared frequently in Russian language textbooks and that were also among the one thousand most frequent words in the Russian National Corpus.

The experimental designs adopted by Gor (2019) and López-Beltrán (2021) highlight the need to include stimuli that adequately represent the experience participants have with language. This is particularly relevant in the case of HSs, who may be more familiar with registers, styles or subsets of the lexicon that are not usually represented in traditional corpora. Karayayla (2021) addressed this particular question in her study of adult Turkish HSs’ use of inflectional suffix templates and the level of sophistication of the morphological forms they produce (when compared to Turkish monolinguals and recent immigrants). Based on previous work by Durrant (2013), Karayayla suggests that it is imperative to use frequency data that captures the characteristics of the input experienced by heritage bilinguals to reproduce as closely as possible their patterns of exposure. Accordingly, all type and lemmatic frequencies of the words and suffixes that appeared in her study were based on a corpus that included (informal) oral language that is spoken around UK-born HSs of Turkish. Information about the type frequency of the suffixes represented in the corpus was implemented to ensure that only those that were more productive would appear in the stimuli. Results from this study indicated that HSs exhibited lower nominal productivity than other groups, which translated into the application of nominal suffixes to a reduced—and primarily, high frequency—subset of Turkish nouns.

Lexical frequency, in particular token frequency, can also be manipulated to determine the extent to which it affects HSs’ ability to abstract grammatical knowledge from the input and generalize it across a wide range of lexical items. Perez-Cortes (2022b) sought to explore previously reported patterns of intraspeaker variability by focusing on the effects of token frequency on HSs’ preference and use of subjunctive in predicates that allow for variable mood selection. Participants in the study were a group of 35 intermediate-proficiency HSs of Spanish, who are among the most notoriously variable groups in HL research (Perez-Cortes et al., 2019). In two tasks (truth-value judgment and elicited production), Perez-Cortes tested two matrix verbs—decir (‘to say’) and repetir (‘to repeat’)—that represented both ends of the frequency spectrum, as seen in the contrasts illustrated in Table 3.



TABLE 3 Frequency values adapted from Perez-Cortes (2022: 158).
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Results from a mixed-effects binary logistic regression indicated that Spanish HSs were more likely to interpret embedded clauses featuring subjunctive mood as commands, as would be expected in “baseline” Spanish, when the matrix verb introducing them was higher frequency (M = 0.65) rather than lower frequency (M = 0.51). Even though the type of matrix verb did not significantly affect HSs’ performance in a separate production task, a descriptive analysis of the data indicated that their probability of using subjunctive in jussive (indirect command) contexts was higher when the matrix verb was frequent (M = 0.64) than when it was not (M = 0.54). Token frequency has also been shown to affect intermediate Spanish HSs’ likelihood of using DOM in the expression of animate direct objects. In particular, Hur (2020) found that this group of bilinguals was more likely to favor the use of DOM with telic verbs that were more frequent (M = 0.21), such as cuidar (‘to take care of’ [7531]) than with less frequent ones (M = 0.07), such as acariciar (‘to pet’ [427]). Crucially, this pattern was not replicated among advanced-proficiency HSs, suggesting that as experience/proficiency with the HL grows, so does HSs’ ability to employ grammatical morphemes across a wider range of lexical items.

In line with the suggestions documented in Karayayla (2021), several studies have moved towards a more ecologically-valid approach of obtaining lexical frequency data, putting speakers’ individual experience with the HL at the forefront. (As Uygun & Clahsen (2021: 424) note, “frequencies for lexical entries may be highly variable for heritage speakers given their individual linguistic experience.”) Hur et al. (2020), in their investigation of the effects of token frequency on gender assignment and agreement in heritage Spanish, implemented a self-rating lexical frequency task (SRLFT)—adapted from López Otero (2020)—with this particular purpose in mind. In the SRLFT, HSs reported their use of and exposure to the 32 lexical items included in the subsequent elicited production and forced-choice tasks. Participants were asked how often they heard and used the items under examination using a 9-point Likert scale (1 = never, 2 = hardly ever, 3 = a few times a year, 4 = once a month, 5 = a few times a month, 6 = once a week, 7 = several times a week, 8 = once a day, 9 = several times a day), which resulted into a composite score for each lexical item that ranged from 2 to 18 (see Hur et al., 2020).

Results from a generalized linear mixed model including HSs’ responses across tasks revealed that lexical frequency—as measured by the SRLFT described above—facilitated gender assignment and agreement. In general, items that were deemed more frequent by participants favored the expected gender assignment and agreement, while those that were less frequently used and heard exhibited more variability.

The studies summarized thus far obtained (token) frequency information in two distinct ways: through language corpora or participant self-reports. To explore whether (and how) the adoption of these measures could affect how we conceptualize the effects of frequency in HSs’ performance, we reanalyzed data from Giancaspro et al. (2022)‘s study of Spanish HSs’ use of subjunctive mood in desiderative constructions (i.e., Maria quiere que salgas pronto ‘Maria wants you to leave [3psgSUBJ] early’). Using the Davies NOW Corpus (2012–2016), we collected the token frequency of all the subjunctive verbs used in our production task (N = 20), which included items along a wide frequency spectrum: from highly frequent forms (i.e., tenga ‘have’) to very infrequent ones (i.e., sobresalga ‘exceed’). Self-rated frequency was also examined using the results of a Lexical Experience Survey, which assessed participants’ (N = 42) use of and exposure to all experimental verbs using a four-point frequency scale where 1 meant that participants ‘never’ used a verb and 4 meant that they used that verb ‘very frequently’.

The data reported in Table 4 reveal a series of interesting observations. First, verbs at the low end of the (token) frequency spectrum based on their occurrence in the Davies’ NOW corpus, such as parta (‘split/cut’) [6,470] or traiga (‘bring’) [13,048] appeared to be rather frequent for HSs in both use (parta: 3.59/4; traiga: 3.91/4) and exposure (parta: 3.66/4; traiga: 3.92/4), perhaps because these forms may be more common in the household setting. Participants’ ratings also provided information about asymmetries in exposure and use that simply cannot be captured by traditional corpus data. Verbs like proponga (‘to propose’), convenga (‘to convene’) and ceda (‘to yield’) are good examples of this: in each case, HSs’ average exposure [range: 2.21–3.27] easily exceeds their self-reported use [range: 1.65–2.83].



TABLE 4 Corpus-based and self-rated token frequency (exposure and use) data.
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Differences between these ways of capturing lexical frequency also emerged when we examined their statistical effects on HSs’ performance. To do so, we ran three separate binary logistic regression models—each with a different fixed factor (participants’ self-reported use (#1), exposure (#2) or items’ token frequency based on corpus data (#3))—and with subjunctive use, dummy-coded as 1 for subjunctive and 0 for indicative, as their dependent variable. In all cases, the best fitting models that converged included random slopes for Participant, as well as random intercepts for Item9. Results from these regressions revealed that while participants’ self-reported use (ß = 0.837, SE = 0.1538, t = 5.444, p < 0.001) and exposure (ß = 1.181, SE = 0.2004, t = 5.894, p < 0.001) were statistically significant predictors of their subjunctive use, token frequency based on the Davies’ corpus was not (ß = 0.0054, SE =0.3187, t = 1.739, p = 0.082). These findings suggest that relative to frequency metrics derived from large-scale corpora, self-reported frequency measures that reflect participants’ lived linguistic experience more accurately predict their likelihood of producing variability/grammatical innovations. Figure 1 depicts how participants’ self-reported use of the verbs in the study (Model #1) affected their production of subjunctive in expected subjunctive items10:

[image: Figure 1]

FIGURE 1
 Individual participants’ predicted probability of subjunctive use as a function of self-reported average use.


The results plotted in Figure 1 show that for most participants, the more frequently that they report using a lexical item, the more likely they are to produce it in the subjunctive (OR = 2.31; 95%, CI [1.70, 3.12], p < 0.001). As observed in the graph, verbs that participants reported using rarely (2) or never (1)—marked by smaller-sized blue circles—usually yielded the lowest predicted probabilities of subjunctive production. In contrast, verbs that participants reported using somewhat frequently (3) or very frequently (4)—marked by larger-sized blue circles—were more likely to elicit subjunctive mood inflections. Interestingly, participants whose performance was categorical at both ends of the probability scale—almost 40% of the sample—were not as affected by frequency as those who exhibited more variability, as in the case of Participant 9, whose verb-by-verb data we highlight in Table 5 below.



TABLE 5 Participant 9 (advanced HS) individual results as a function of reported use.
[image: Table5]

As indicated in Table 5, this participant, whose overall predicted probability of using subjunctive mood averaged 40%, did not produce subjunctive with any verb that they reported using either infrequently or “never”. In fact, 50% (6/12) of this participant’s innovative, indicative responses occurred with verbs that were relatively unfamiliar to them, and according to the self-rating task.

The information summarized thus far suggests that the study of lexical frequency—whether it is at the level of type, token, or lemma frequency—grants researchers the opportunity to tap into patterns of intra-speaker variability. However, despite the relevant role exerted by lexical frequency on HSs’ morphosyntactic development, we agree with Ambridge et al. (2015) that this factor alone cannot explain variability on its own. As these researchers note, lexical frequency—which in most cases is operationalized as the occurrence of individual tokens in the input—is likely to interact with other variables (i.e., regularity, phonological salience or semantic content) when modulating HL acquisition and maintenance, as reported in Giancaspro et al. (2022) and evident in Participant 9’s individual data. (Notably, Participant 9 uses much more subjunctive with irregular, as opposed to regular verbs.) The explanatory limitations of frequency, though, should not be seen as a disadvantage, especially given that potential interactions between frequency and other pertinent variables offer researchers multiple new avenues for better explaining HL variability.




Discussion and conclusion: some final thoughts

The purpose of this article was twofold: first, we sought to clarify what is meant by ‘frequency effects’ in the field of HL acquisition research. To do so, we provided clear operationalizations of frequency both from a language activation lens, as well as from a lexical perspective. After laying out this critical groundwork, we then illustrated how further exploration of these frequency subtypes will help to illuminate two long-standing, yet relatively less studied patterns: (i) between-speaker variability, that is to say, differences in the linguistic knowledge of different HSs and (ii) within-speaker variability, meaning variability in individual HSs’ knowledge of particular HL forms (e.g., subjunctive mood). A second goal of the article was to serve as a point of departure for HL researchers who are interested in examining frequency—from either one (or both) of the perspectives mentioned—in their future studies. To this end, we presented a critical analysis of some of the field’s most relevant and recent work on frequency effects in the HL, paying particular attention to what should be considered best practices from theoretical as well as empirical vantage points. Among the most novel contributions of this overview, we believe, is the finding that self-reported lexical frequency—that is to say, HSs’ own subjective assessment of how frequently they hear/use certain words—appears to be a better predictor of their subjunctive mood variability than traditional, corpus-derived frequency metrics.

Before going any further, we believe that a couple of key clarifications are in order. First, while the present paper has prioritized the discussion of between-speaker and within-speaker comparative analyses, it is not our intention to dismiss the importance of more commonly studied contrasts—namely, between-group and between-property comparisons—in the study of heritage bilingualism. In fact, as we noted in the “Introduction,” the vast majority of the foundational work in our field has emerged from those two lines of inquiry, a reality which should not be overlooked. Our claim, instead, is that different comparative vantage points—including those that we have showcased in this paper—have different epistemological blind spots, meaning, essentially, that in order to appreciate the immense complexity of HL grammars, we must look at them from a more diverse variety of viewpoints. Just like between-group comparisons—e.g., comparing HSs to a baseline/control group—cannot shed light on why individual HSs might alternately produce two variants of a single form in a single HL context, within-speaker comparisons—like the analyses of lexical frequency effects presented in “Lexical frequency and its role in heritage grammars”—cannot explain why some HL properties (e.g., mood morphology) appear to be more “vulnerable” for HSs than others (e.g., tense/aspect morphology)11. Given the inherently complementary nature of between-group, within-speaker, and other perspectives on heritage bilingual knowledge, focusing (nearly) exclusively on one or two specific perspectives will necessarily lead to oversimplified understandings of HSs and the sophisticated linguistic systems that they develop and maintain. An even more concerning consequence of such epistemological uniformity, we believe, is that it could, if sufficiently conventionalized, make it increasingly difficult for researchers to even imagine other types of research questions whose answers might be needed in order to illuminate new paths forward for the field as a whole. Summarizing, then, it is our hope that the between-speaker and within-speaker comparisons that we promote in this paper both (a) complement, rather than replace, other types of comparisons, and (b) stimulate novel lines of inquiry, possibly (though not necessarily) related to the categories of frequency we discuss here.

While we recognize the enormous potential of the two varieties of frequency outlined in this paper, it is important to clarify, too, that neither is powerful enough to obviate other types of linguistic and non-linguistic explanations of HL grammars. In fact, as Ambridge et al. (2015) note, “a frequency effect can never be an explanation or answer in its own right” (p. 248), a point to which we will return later in this section. That said, if frequency is not—and cannot be—an explanation, why should researchers invest the time to address it carefully in their HL grammatical work? Do not we already have enough to worry about without diving into the frequency deep end?

One reason to embrace frequency is that frequency-effects—broadly conceived—appear to be an empirical reality of HL grammars. At the between-speaker level, differences in HSs’ frequency of experience with the HL seem to result in differences in the HL grammars that they ultimately develop. Recall, to recap an example from “Between-speaker comparisons: frequency of heritage language activation,” that the simultaneous HSs in Montrul and Sánchez-Walker (2013), who produced DOM in Spanish at rates ranging from 0% to 100%, were less likely to omit DOM if they used Spanish more frequently. Much more research is needed in this area—especially, work that builds patterns of HL use into statistical modeling—but the early returns, so to speak, certainly suggest that HSs who use the HL more often are more likely to develop generalized—rather than item-by-item—knowledge about HL grammatical properties, such as DOM or subjunctive mood. Relatedly, at the within-speaker level, it appears to be the case that HSs often develop “item-based” lexically-specific sensitivity to HL grammatical properties, that is, knowledge of certain morphemes/structures that only applies to specific subsets of the HL lexicon (e.g., gender with frequent nouns; mood with irregular verbs…etc.…) rather than to the HL lexicon in its entirety. To the extent that we can agree on the existence of these patterns—and the evidence, from our view, seems undeniable—posing (in)frequently asked questions about frequency in HL grammars is a necessary step in the field’s quest to understand HL grammatical systems as they are, and not just as they fit into our models.

There’s another reason to pursue frequency-based analyses in heritage bilingualism research. Though frequency is not, to reiterate, an explanation itself, investigating it and identifying some of its previously undiscovered effects can open the door to a number of novel analyses and research questions, many of which have the potential to reverberate far beyond HL research itself. As Ambridge et al. (2015) point out, when a so-called frequency effect is identified, it does not provide answers as much as it “poses a question: What type of learning mechanism is needed to yield the particular type of frequency effect observed?” Therefore, when Perez-Cortes (2022) documents token frequency effects on HSs’ interpretation and use of subjunctive mood or Mason (2019) finds that type frequency modulates HSs’ knowledge and use of present perfect and preterit forms, what might these specific patterns reveal about how HSs go about building (and maintaining) abstract grammatical knowledge? It is still very early, of course, but we suspect that facing—and then interrogating—these common HL patterns will challenge some of the binary conceptualizations that have thus far dominated not just HL acquisition research but also much of linguistic theory.

For reasons of space, we will conclude this paper by presenting two brief—and hopefully, inspirational—examples of how reflecting on—and taking into consideration—frequency effects, broadly defined, could deepen our understanding of HL grammatical complexity and actually improve existing explanations of widespread HL patterns and phenomena. A substantial proportion of research on HSs has focused on what they do not know and how they diverge from so-called baseline speakers (see Polinsky, 2018 or Montrul, 2016 for an overview). These between-group differences are undeniable, if not inevitable (Polinsky, 2016), yet, considering how little attention has been dedicated to controlling for (or manipulating) lexical frequency in experimental research on HSs, one wonders if the differences between-groups—which have formed the foundation of HL theories and models— may have been inadvertently inflated by the inclusion of infrequent (and/or high register) lexical items that are peripheral to HSs’ own linguistic life experiences12. Recent work, as highlighted in “Lexical frequency and its role in heritage grammars,” has started to address this oversight by considering lexical frequency when creating experimental items that are drawn from HS-specific corpora—and other sources—that more directly reflect participants’ linguistic experiences with the HL. A perfect example can be found in López-Beltrán’s innovative (López-Beltrán, 2021) study, where stimuli only consisted of highly frequent forms that were representative of HSs’ input in the HL. This methodological change had direct consequences in the results obtained, as HSs who participated in her tasks exhibited clearer sensitivity to subjunctive mood morphology than HSs in previously reported studies. This finding has the potential to serve as a methodological rebuke to so-called deficit perspectives on HL acquisition. If researchers test HSs on frequent items that form a key part of their HL experience, perhaps many of the HS vs. baseline differences will greatly diminish or even disappear altogether.

We have seen, thus far, that being more intentional about lexical frequency might help us to gain a more reliable representation of what HSs really know about their HL. On a similar note, we believe that lexical frequency might also help us to understand the nature of promising—yet still relatively underexplored—explanations of between-speaker differences, such as HL literacy/formal education. To illustrate this final point, let us reflect on Bayram et al’s (2017) work on passives in heritage Turkish. Summarizing briefly, Bayram et al. found that adolescent HSs were more likely to produce passive structures in their HL if they were more literate in Turkish. At one level, this finding constitutes an explanation of why some HSs appear to exhibit different knowledge than others. (This is a great example, in fact, of the type of between-speaker analysis that we hope to see more of in the field.) At another level, however, the finding that literacy drives between-speaker differences in passive production only raises another series of deeper, and perhaps more revealing questions, whose answers may be at least partially addressed by looking at lexical frequency. Are the more literate HSs in Bayram et al. (2017) more likely to use Turkish passives in general or only with higher register/lower frequency subsets of the Turkish lexicon, which they might be more likely to encounter in educational/written sources and settings? In asking this question, and we believe that other, similar questions can be asked of many other impactful studies in the field, we can better pinpoint the specific grammatical muscles that are strengthened by additional, formal HL experience, a finding that would have both theoretical and classroom implications.

In any case, we do not wish to belabor the point, but frequency-based analyses, in our view, raise interesting—even stimulating—questions and broaden our perspective of heritage grammars and their speakers. In a field as relatively young as HL acquisition research, pursuing new empirical questions and charting new methodological paths can only be a positive development, especially if those new directions, in acknowledging new layers of complexity, push us to more deeply reflect on the near ubiquitous (yet still understudied) patterns of between-speaker and within-speaker variability.
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Footnotes

1For a similar finding with child HSs of Greek, see Daskalaki et al. (2019).

2Some studies, such as Unsworth (2013), have found that parental estimates of children’s language use/exposure are, in fact, effective predictors of children’s grammatical knowledge. The fact that different studies find differentially predictive effects of these estimates, however, may very well be attributable to (a) inconsistencies across the conceptualization of language use/exposure across different language background questionnaires (Kascelan et al., 2022) and/or (b) practical difficulties in disentangling language use/exposure from related and potentially confounding variables (e.g., proficiency).

3This challenge may also exist in the opposite direction, that is to say, in studies where another between-speaker variable (e.g., formal education) is identified as the underlying driver of between-speaker differences, but overall patterns of HL usage are not considered. Bayram et al. (2017), for example, report that HSs with higher literacy in Turkish are more likely to produce Turkish passive constructions than their less Turkish-literate counterparts, a finding that they attribute to literacy itself. (Notably, all HSs in the study produced passive forms, meaning that literacy cannot be a necessary precondition for their acquisition.) Since the authors do not present data about these groups’ overall usage of and exposure to Turkish, it is possible—especially if these variables are highly correlated with literacy—that their inclusion in the statistical modeling might have washed out some of the observed literacy effect.

4Consistent with this claim is a recent study by Torregrossa et al. (2022), which found that for HSs of European Portuguese living in Switzerland, HL experience factors (e.g., HL instruction) facilitated performance with more difficult (possibly, less frequent) cloze-test items in the HL (e.g., ansiosa: ‘anxious’) but not with lower difficulty (and, presumably, higher frequency) HL words/forms (e.g., sol: ‘sun’).

5Theoretically, one could (as seen in Giancaspro et al., 2022) account for token frequencies in the output (i.e., production) as well. Although work on monolingual acquisition has postulated that input/output frequency distributions tend to be extremely similar (DePaolis et al., 2011; Ambridge et al., 2015), this might not be the case for HSs, whose opportunities to productively use the HL are much more reduced than those of their monolingual peers (Montrul, 2016).

6While these tendencies have also been documented by Schmid and Köpke (2017) in the realm of L1 attrition, it is necessary to note—as pointed out by a reviewer—that they only hold in cases where variability is unintentional, that is, in situations where the speaker is not purposefully modifying a specific item (often prosodically) with a particular communicative intention in mind. See Kapatsinski et al. (2020) for a more detailed discussion.

7As noted by a reviewer, it is also possible that the width of the CI ranges was –in part– a result of log-odds mapping onto probabilities non-linearly, which could have contributed to the widening reported.

8Our operationalization of lemma differs from the one traditionally used in the production literature (i.e., Jescheniak and Levelt, 1994), aligning with the definition in the work of Gries (2009) and Knowles and Don (2004) instead).

9Best-fitting models were determined to be those with the lowest Akaike information criterion (AIC) values, in accordance with Heck et al. (2012). The first model (AIC = 3976.022), had an overall correct classification rate of 88.4%, the second one (AIC = 4243.107), had a classification rate of 88.3%, and the third one (AIC = 3884.784), with a classification rate of 86.9%.

10Despite finding several asymmetries in participants’ reported use and exposure to the verbs tested in our study, differences in how these two factors modulated their actual performance were minimal, hence our decision to only provide a graphic representation of one of them.

11For two mood-related examples of the between-property comparative vantage point needed for that type of question, see Montrul, 2009 and van Osch and Sleeman, 2018.

12This seems especially likely to happen, we believe, in cases where researchers’ own education in the target language far exceeds that of their HS participants. If we aren’t intentional in the selection of lexical items for our experiments—and we should note here that very few studies in HL verbal morphology comment on the verbs that are chosen for experimental tasks—it seems likely that lexical items that are infrequent (either in terms of their frequency in a corpus or, more importantly, from the perspective of individual HS participants themselves) will be oversampled in our tasks.
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