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Mainstream decision research rests on two implicit working assumptions, 

inspired by subjective expected utility theory. The first assumes that the 

underlying processes can be separated into judgment and decision-making 

stages without affecting their outcomes. The second assumes that in properly 

run experiments, the presentation of a complete description of the incentive 

structure replaces the judgment stage (and eliminates the impact of past 

experiences that can only affect judgment). While these working assumptions 

seem reasonable and harmless, the current paper suggests that they impair 

the derivation of useful predictions. The negative effect of the separation 

assumption is clarified by the predicted impact of rare events. Studies that 

separate judgment from decision making document oversensitivity to rare 

events, but without the separation people exhibit the opposite bias. The 

negative effects of the assumed impact of description include masking the 

large and predictable effect of past experiences on the way people use 

descriptions. We propose that the cognitive processes that underlie decision 

making are more similar to machine learning classification algorithms than to 

a two-stage probability judgment and utility weighting process. Our analysis 

suggests that clear insights can be obtained even when the number of feasible 

classes is very large, and the effort to list the rules that best describe behavior 

in each class is of limited value.

KEYWORDS

J/DM separation paradox, description-experience gap, wavy recency effect, 
underweighting of rare events, the RUB assumption

Introduction

Classical studies of human decision making (Allais, 1953; Tversky and Kahneman, 
1974; Kahneman and Tversky, 1979) use Savage’s (1954) Subjective Expected Utility (SEU) 
theory as a benchmark. The most influential experimental studies focus on deviations from 
this benchmark, and the leading descriptive models focus on additions to this benchmark 
theory that explain the results. This research relies on two implicit working assumptions 
that facilitate the formulation of clear testable predictions from Savage’s theory. The first 
implies that the underlying processes can be separated into two distinct stages: Judgment 
and Decision-Making (Edwards, 1954). Under this “J/DM separation” assumption (Erev 
and Plonsky, 2022), the decision makers first form beliefs concerning the payoff 
distributions of the feasible actions, and then use these beliefs (often referred to as 
judgements) to make decisions. The second assumption is that the participants in properly 
run experiments Read, Understand and Believe (RUB) the instructions (Erev, 2020).
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While Savage’s theory has lost popularity, the two working 
assumptions that were introduced to facilitate evaluation of this 
theory still underlie mainstream decision research. The current 
paper describes some of the negative impacts of this “working 
assumptions inertia,” and highlights the potential benefit of 
relaxing these assumptions. Under the proposed relaxation, the 
cognitive processes that underlie decision making resemble 
machine learning classification algorithms.

J/DM separation: The assumption 
and the paradox

Savage (1954) showed that under a reasonable set of axioms 
(which generalizes the set used by von Neumann and 
Morgenstern, 1947 to support Expected Utility Theory), people 
behave “as-if ” they form beliefs concerning the payoff 
distributions associated with all the feasible actions, and select the 
action that maximizes personal (subjective) expected utility given 
these beliefs. To illustrate the potential generality of this theory, 
Savage describes the preparation of an omelet. Specifically, 
he considers the decision made after breaking five good eggs into 
a bowl, and when considering the option of adding a sixth egg. It 
is easy to see that even this trivial decision is affected by personal 
beliefs: the belief concerning the probability that the egg is rotten. 
In addition, the omelet example clarifies the term “as-if ” in 
Savage’s analysis: our experience with the preparation of omelets 
suggests that it is possible to behave “as-if ” we hold beliefs without 
explicitly considering these beliefs.

As noted above, behavioral decision research focuses on a 
sequential interpretation of Savage’s theory. Specifically, the 
“as-if ” part is replaced with the assumption that the underlying 
process can be  separated into two stages: Explicit belief 
formation that involves probability judgment, and decision 
making. The leading studies of belief formation focus on 
human judgment; they examine how people estimate the 
probabilities of different events based on their past 
experiences. The top panel in Figure 1 presents one example 
from Rapoport et  al.’s (1990) replication of Phillips and 
Edwards' (1966) classical study of revision of opinion. This 
study focuses on the way people form beliefs (judge 
probabilities) based on observable past experiences (the 
observed draws of red or white balls). The most influential 
studies of decision-making focus on “decisions under risk,” 
and explore the way people decide when they are presented 
with a description of the payoff distributions (and do not have 
to judge probabilities based on past experience). The middle 
panel in Figure 1 presents one example from Erev et al.’s (2017) 
replication of Kahneman and Tversky’s (1979) classical 
analysis of decisions under risk.

Although separating studies of judgment and of decision 
making is consistent with a feasible cognitive interpretation of 
SEU theory, the results presented by Barron and Erev (2003; lower 

panel of Figure 1) suggest that it can lead to incorrect conclusions. 
The clearest demonstration of the shortcoming of the J/DM 
separation comes from studies of the impact of rare (low 
probability) events. Studies of judgment highlight robust 
overestimation of the probability of rare events (Phillips and 
Edwards, 1966; Erev et al., 1994), and studies of decisions under 
risk document overweighting of low probability outcomes 
(Kahneman and Tversky, 1979), thus, it is natural to conclude that 
oversensitivity to rare events is a general tendency (Fox and 
Tversky, 1998). In sharp contrast to this natural conclusion, 
Barron and Erev find that in tasks where judgment and decision 
making are not separated and people decide based on past 
experiences (as in Savage’s omelet example), their behavior reflects 
underweighting of rare events. That is, separately both judgment 
and decision making reflect oversensitivity to rare events, but 
without the experimental separation these processes often lead to 
the opposite bias. Erev and Plonsky (2022) refer to this puzzle as 
the J/DM separation paradox.

The mere-presentation explanation

The difference between the middle and lower panels in 
Figure 1 is known as the description-experience gap (Hertwig 
and Erev, 2009): It implies higher sensitivity to rare events in 
decisions from description (middle panel) than in decisions 
from experience (lower panel). Erev et al. (2008a) show that 
part of this gap can be  explained as a reflection of a mere-
presentation effect: The rare outcomes receive more weight 
when they are explicitly presented (in the middle panel, but not 
in the lower panel). Erev and Plonsky (2022) note that the mere-
presentation effect can also explain why the deviations from the 
rational model in judgment from experience (upper panel in 
Figure 1) are more similar to decisions from description than to 
decisions from experience. The results suggest that the mere-
presentation of the rare events increases their weighting, in both 
judgment and decision tasks.

The overestimation of the probability of the less likely events 
in the top panel of Figure 1 can also be explained as the impact 
of response errors given the bounded response scale (see Erev 
et al., 1994); since the response scale is bounded between 0 and 
1, response errors (e.g., some random responses) are expected 
to move the mean response toward 0.5. In agreement with this 
explanation, studies of judgment from experience in tasks in 
which the bias implied by random responses is minimized (like 
judgment of the mean of a series of observations, Spencer, 1961) 
reveal smaller biases (Peterson and Beach, 1967; Lejarraga and 
Hertwig, 2021). Yet, controlling the impact of response errors 
does not eliminate the indication of the mere presentation effect 
in judgment tasks. An indication of the impact of mere 
presentation that cannot be  explained by response error is 
presented by Fischhoff et al. (1978). In one of the conditions 
they examined, the participants were asked to judge the 
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probability that the reason for the observation that a “a car will 
not start,” is “fuel system defective.” The mere-presentation of a 
list of possible fuel system problems increased the mean 
estimate from 0.15 to 0.23.

Another indication of the descriptive value of the mere-
presentation effect comes from studies that compare implicit and 
explicit perceptual decisions. One example (from Erev et al., 2008b) 
is presented in Figure 2. Condition Memory requires an implicit 
judgment of the probability that the central stimulus is the letter “B” 
rather than the number “13.” In Condition Memory and Decision, 
the participants were explicitly asked to decide if the central stimulus 
is “B” or “13” in addition to being asked to memorize the list. This 
explicit request includes a presentation of the possibility that the list 
of letters includes a number. The results reveal that it increased the 
proportion of participants that remember “13” from 12 to 44%.

The RUB assumption and the 
impact of experience

The predictions of SEU theory depend on the information the 
decision maker uses to form beliefs and decide. Almost any 
behavior can be  consistent with SEU theory given certain 
assumptions concerning the information the decision maker uses. 
Thus, it is impossible to test this theory without the addition of 
auxiliary assumptions regarding that information. The common 
additions rely on the working assumption that the participants in 
experimental studies Read, Understand and Believe (RUB) the 
information provided by the experimenter.

Careful experimenters focus on conditions that facilitate the 
descriptive value of the RUB assumption, and ensure that rational 
individuals who RUB the information provided by the 

FIGURE 1

Examples of studies of judgement and decision making with and without the J/DM separation.
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experimenter will not be  motivated to use other sources of 
information. For example, careful experimenters use easy to 
understand instructions, exclude participants that fail attention 
tests, and avoid running experiments that involve deception. 
Under these conditions, the RUB assumption implies that the 
availability of the description of the incentive structure replaces 
the judgment stage, and determines the information used by the 
decision makers. However, experimental studies question the 
success of this effort. For example, in the studies conducted by 
Erev et al. (2017, and see Figure 3), each of the participants were 
presented with 30 choice tasks for 25 trials (and were paid for 
one, randomly selected, of the 750 choices). The participants 
were first presented with a description of the payoff distributions, 
and after the 5th trial, received feedback after each choice. The 
results reveal that the availability of feedback affected the choice 
rate even when it did not add information concerning the 

incentive structure. For example, consider the choice task 
presented in Figure 3, where the participants are asked to select 
between “2 with certainty” and “1% chance to win 101, 1 
otherwise,” 25 times, and told that they will be  paid for one 
randomly selected choice. Erev et al. found that in most cases 
(55%) the participants chose the risky prospect in the first five 
trials, but after receiving feedback the choice rate of this prospect 
dropped to 41%.1

1 Erev et al. also show that the impact of experience cannot be explained 

by assuming that it only improves understanding of the incentive structure. 

Their results reveal that experience can increase violations of stochastic 

dominance. Specifically, when the correlation between the payoffs of the 

two prospects was negative, experience reduced the choice rate of “50% 

to win 9, 0 otherwise” over “50% to win 6, 0 otherwise.”

stluserniaMilumitsfotsilehT

When asked to memorize the list, 
only 12% interpreted the central 
stimuli as the number 13.  
With mere presentation (of the 
event “number in the list”), when 
asked if the central stimulus is 
“B” or “13,” 44% answered 
“13.” 

FIGURE 2

The list of stimuli used by Erev et al. (2008b).

Main results: Before receiving feedback (Trials 1 to 5) most participants (55%) preferred 
the risky gamble. Feedback reduced this rate to 41%. 

FIGURE 3

The screens in Trials 1 and 6 in one of the conditions studied by Erev et al. (2017), when the participant chose the left key.
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Three direct costs of the J/DM 
separation and RUB assumptions

In order to clarify the potential negative effects of the tendency 
to rely on the J/DM separation and the RUB assumptions, and 
ignore the shortcomings of these assumptions summarized above, 
we  chose to highlight three direct costs of this “working 
assumptions inertia.”

Incorrect implementation of basic 
research results

One of the clearest direct costs of the reliance on the J/DM 
separation and RUB assumptions is overgeneralization of the 
results of studies of one-shot decisions under risk (like the middle 
panel in Figure 1). This research demonstrates overweighting of 
low probability outcomes. For example, 83% of the participants in 
Kahneman and Tversky’s (1979) study preferred a loss of 5 with 
certainty over a 1/1000 chance to lose 5,000. Natural generalization 
of this finding suggests that the best way to avoid crime involves 
the use of severe punishments, even if the increase in severity 
implies lower probability of enforcement. While this prediction 
seems reasonable under the assumption that people overestimate 
and overweight rare costs, empirical research shows that using 
gentle punishments with high probability tend to be more effective 
(Erev et al., 2010c; Teodorescu et al., 2021). For example, Erev 
et al. found that asking proctors in college exams to delay the 
preparation of a map of the students seating (that can be used to 
detect cheating and justify harsh punishments), and focus on 
moving students that appear to look around to the first row (a 
punishment that implies a loss of time of about a minute), 
reduces cheating.

Another example involves the effort to use lotteries to facilitate 
COVID-19 vaccination. The use of lotteries is predicted to 
be effective if people overweight rare rewards, but the effort to use 
this method to facilitate vaccination was not successful (see 
Gandhi et al., 2021). In contrast, the use of Green Pass policies that 
impose gentle punishments on individual that delay vaccination 
(the requirement to perform time consuming tests to allow 
entering public areas) appears to be more effective (Mills and 
Rüttenauer, 2022).

Suboptimal design of field experiments

In theory, the risk of overgeneralizing basic research can 
be  addressed by running field experiments than compare 
alternative generalizations. This method is often used by 
applied behavioral economists that study nudge-based 
intervention (Thaler and Sunstein, 2008). However, most of 
these studies focus on the initial reaction to the intervention 
(see Beshears and Kosowsky, 2020). While this solution is likely 
to hold if experience does not affect choice behavior, as 

expected in many settings under the RUB assumption, it might 
lead to incorrect conclusions if this working assumption does 
not hold.

Oversimplification and exaggeration of 
the impact of the choice environment

One of the contributors to the popularity of the J/DM 
separation and the RUB assumptions is the fact that they facilitate 
the simplification of complex decision problems. Yet, in some 
settings these assumptions simplify the problems too much. One 
demonstration of the cost of oversimplification is provided by the 
leading explanations of deviations from maximization in natural 
settings. Consider risk attitude in financial decisions: The 
observation that many investors prefer bonds over riskier stocks 
that provide higher average returns suggests risk aversion (Mehra 
and Prescott, 1985). In contrast, the observation that investors 
prefer individual stocks over safer index funds suggests risk-
seeking (Statman, 2004). The leading explanations of these 
contradictories rest on the J/DM separation assumption, and 
ignore the impact of experience. They imply that the contradictory 
preferences reflect two distinct biases: Loss aversion in decisions 
under risk (Benartzi and Thaler, 1995), and overconfidence in 
probability judgment (Odean, 1998). These explanations suggest 
that the relative importance of the two biases is a function of the 
choice environment: Loss aversion is more important when 
investors choose between stock and bonds (Benartzi and Thaler, 
1995), and overconfidence is more important when the investors 
select between stocks and index funds (Odean, 1998).

Recent research demonstrates that when the impact of 
experience is considered, the apparent contradiction can 
be explained without assuming two distinct biases and sensitivity 
to the choice environment. Specifically, under the assumption that 
people rely on past experiences, the tendency to select the riskier 
prospects is highly sensitive to the correlation between the 
different options. A tendency to avoid the risky options is expected 
when the differences between the payoffs of these options and the 
payoff from the safe choice are positively correlated (as in the case 
of a choice between different stocks and a safe bond), and a 
tendency to prefer the riskier options is expected these differences 
are negatively correlated (as in the case of a choice between stocks 
and index funds, see Ben Zion et al., 2010). Figure 4 presents an 
experiment (from Erev et al., 2023) that tests and clarifies this 
prediction. In each of the 100 trials of this experiment the 
participants were asked to choose between an option that 
maintained the safe status quo (Option C, “0 for sure”), and two 
risky options with similar expected return. In the condition 
summarized in the top left panel, the two risky prospects where 
negatively correlated, and, the choice rate of the status quo was 
only 12%. In the condition summarized in the bottom left, the two 
risky prospects where positively correlated, and, the choice rate of 
the status quo was higher (34%) than the choice rate of the more 
attractive medium risk option (Option B, choice rate of 14%).
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The reliance on small samples 
assumption, and the intuitive 
classifier explanation

Previous research that compares alternative explanations of 
the results exemplified in Figures 3, 4 highlights the advantage 
of models assuming the people tend to rely on small samples of 
past experience. Models that share this assumption won four 
choice prediction competitions (Erev et  al., 2010a,b, 2017; 
Plonsky et al., 2019). The right side of Figure 4 demonstrates 
how a 2-parameter model of this type captures the contradictory 
sensitivity to losses described above. The model, referred to as 
Partially Attentive Sampler (PAS, Erev et al., 2023), assumes 
that after gaining experience each of the decisions of agent i in 
Task T is based on a sample of κi,T past experiences (randomly 
drawn with replacement) with this task. The value of κi,T is a 
free parameter. The agent selects the option with the highest 
average payoff in the sample, among the options it considers. 
At each trial the agent considers at least one option. The 
probability of considering each of the other options equals 

t 1
t

,1
− 

  − i T , where δi,T is another free parameter. The right-hand 
column in Figure 4 presents the prediction of this model for 

Figure  4’s tasks (when the distribution of parameters is 
estimated on a different set of tasks and different group 
of participants).

The wavy recency effect (a violation of 
the positive recency explanation)

The simplest explanations for the predictive value of models 
that assume reliance on small samples suggest that it reflects 
cognitive costs and limitations (see Hertwig and Pleskac, 2010). For 
example, it is possible that people overweight the easier to remember 
recent trails, or use a simple “win-stay-lose-shift” heuristic (Nowak 
and Sigmund, 1993). However, analysis of the sequential 
dependencies in the data rejects this simple explanation (Plonsky 
et  al., 2015). The clearest evidence against the positive recency 
explanation comes from studies of decisions made between a safe 
prospect, and a binary risky prospect with a low probability extreme 
outcome. The results (see typical findings in Figure 5) reveal a wavy 
recency effect: The tendency to select the best reply to each 
occurrence of the rare and extreme outcomes is maximal 11 to 16 
trials later. Moreover, the lowest best reply rate was observed 3 trials 
after the occurrence of the rare, extreme outcome.

Mean 
choice 
Rate 

Choice rates by block 

Payoff distributions EV Observed Predicted (PAS) Explanation 

A. +8 if u < .5; -8 
B. -4 if u < .5; +4 
C. 0 for sure 

0 
0 
0 

.51 

.37 

.12 

Choice rates Insufficient sensitivity 
to losses: A tendency to 
prefer the risky 
prospects (A and B) 
over the status quo 
(Option C) even when 
all prospects have the 
same EV. 

A. +8 if u < .51; -8 
B. +4 if u < .51; -4 
C. 0 for sure 

0.16 
0.08 
0 

.51 

.14 

.35 

Choice rates 
Oversensitivity to 
losses: The status quo 
(Option C) that impairs 
EV maximization is 
preferred over the 
moderately risky 
prospect (Option B) that 
yields higher EV. 

FIGURE 4

The impact of experience on sensitivity to losses (from Erev et al., 2023). The experiment used a variant of the experimental paradigm described in 
the lower panel of Figure 1. It included 100 trials, and the participants were presented with the payoff from all options after each choice. The left-
hand column presents the incentive structure, u is a random draw from the range 0 to 1 [that is, from u(0,1)]. The right-hand choice rate graphs 
present the prediction of the PAS model, described below.
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The intuitive classifiers explanation

Plonsky et  al. show that the wavy recency effect, and the 
descriptive value of the reliance on small samples hypothesis, can 
be explained with models that share two assumptions: (1) People 
try to select the option that led to the best outcomes in the most 
similar past experiences, and (2) The features used to judge 
similarity include the sequences of recent outcomes. These 
assumptions imply that the negative recency part of the wavy 
recency curve (the drop below 0 in Figure 5C) reflects the fact that 
the number of “similar past experiences” to decisions made 
immediately after a sequence that includes rare outcomes tends to 
be small. Table 1 presents examples that clarify this assertion by 
focusing of the decision in Trial 64 of an experiment that studies 
the disaster problem of Figure  5. It shows that if the payoff 
sequence immediately before Trial 64 includes a rare unattractive 
outcome (loss of −10), agents that select the option that led to the 
best outcome after a similar sequence are likely to rely on less than 
5 past experiences, and are likely to underweight the rare events. 
Yet, if the sequence of last three recent payoffs does not include a 
loss, these agents rely on a larger sample (about 44 observations), 
and are not likely to underweight the rare events.

Plonsky et al. also demonstrate that when the environment is 
dynamic, judging similarity based on the sequence of recent 
outcomes can be  highly adaptive. For example, consider the 
thought experiment described in Figure  6. Intuition in this 
experiment favors a choice of Top in Trial 16. This behavior is 
implied by the assumption that similarity is determined based on 
the number of rare and extreme outcomes in the most recent 3 
payoffs. And, under the assumption that the environment is 
dynamic (e.g., the payoffs are determined by the 4-state Markov 
chain described in Figure 7) it approximates the optimal strategy.

The assumption that people rely on similar past experiences 
can also explain the mere presentation effect. The mere 
presentation of a rare event (e.g., explicit description of the 
possibility of existence of a letter in a list of digits), under this 
account, changes the set of experiences that seem most similar to 
the current task. Specifically, it increases the probability of 
considering experiences with similar rare events. This account can 
also capture this initial tendency to overweight rare events in 
decisions from description (see Marchiori et al., 2015).

Notice that the current explanation, of the mere presentation 
effect and descriptive value of the reliance on small samples 
hypothesis, implies that the underlying processes resemble machine 
learning classification algorithms like Decision Tree (Safavian and 
Landgrebe, 1991), and Random Forest (Breiman, 2001). The basic 
idea behind these algorithms is the classification of the training data 
based on distinct features, assigning tasks to their appropriate 
classes, and deriving predictions based on past outcomes in these 
classes. For example, Figure 8 presents a Decision Tree classification 
of Figure 6’s 15 observations based on the sign of the payoff from 
the risky choice in the last three trials (each as an individual feature). 
Trial 16 in this thought experiment is classified to the left most 
branch, and the implied decision is Top. While the popular machine 
learning tools were not designed to capture human cognition, their 

success (for example, in controlling autonomous vehicles) suggests 
that it is possible that human cognitive processes were evolved to 
use the value of effective classifications, and people are 
“intuitive classifiers.”

It is important to emphasize that the intuitive classifiers 
explanation is not suggested here as a theory with testable 
predictions. Moreover, the intuitive classifiers explanation does 
not imply violations of SEU. Rather, it is an explanation of the 
observations described above. This explanation can be useful in 
two ways. First, if highlights the boundary conditions for the 
predictive value of the models we considered. For example, it 
implies that models like PAS that assume reliance on random 
samples of past experiences, and were found to provide good 
prediction of behavior in static settings, are not likely to provide 
useful prediction of behavior in dynamic settings (like Figure 7 
incentive structure). Second, it sheds light on the way in which 
these models can be extended.

The intuitive classifiers explanation (or view) is closely related 
to the assertion that behavior is selected by the contingencies of 
reinforcement (Skinner, 1985, and see related ideas in Nosofsky, 
1984; Gilboa and Schmeidler, 1995; Gentner and Markman, 1997; 
Dougherty et al., 1999; Marchiori et al., 2015). The current paper 
contributes to these analyses in two ways. First, the machine 
learning analogy highlights the possibility that the underlying 
processes use multiple classification methods, and it may not 
be possible to develop a simple model capturing people’s response 
to the contingencies of reinforcements. Second, our analysis 
demonstrates that when it is difficult to correctly classify the 
current decision task (the contingencies of reinforcement are not 
clear) this process is likely to trigger behavior that appears to rely 
on randomly selected small samples of past experiences. This 
addition allows useful quantitative prediction of choice behavior 
in a wide set of situations.

The intuitive classifiers view can also be  described as a 
generalization of the intuitive statistician assertion (Peterson and 
Beach, 1967; Gigerenzer and Murray, 1987; Juslin et al., 2007). 
Under the interpretation of the intuitive statistician assertion 
proposed by Gigerenzer and Murray, people tend to use 
cognitively efficient rules that approximate the outcomes of the 
more demanding computation required under traditional 
statistics. Thus, it assumes that the main deviations from 
maximization reflect cognitive limitations. The current 
generalization allows for the possibility of a second type of 
deviations from maximization: It addresses situations (like the 
ones considered here) in which the optimal choice rule is simple, 
but the decision makers cannot know it. In these situations, part 
of the deviation from maximization appears to reflect the use of 
cognitively inefficient similarity-based rules.

Relationship to the adaptive 
toolkit approach

The analysis presented by Berg and Gigernezer (2010) suggests 
that the leading behavioral refinements of SEU (including 
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prospect theory, and other analyses that rest on the J/DM and 
RUB assumptions), are “as-if ” models (like SEU itself); these 
models do no present a cognitively feasible description of the 
underlying cognitive processes. To advance toward better 
understanding of the underlying process, Berg and Gigernezer 
(and see Gigerenzer and Selten, 2001) propose an adaptive toolkit 
(or toolbox) approach. This apparoch assumes that people use 
different “fast and frugal” cognitive tools (heuristics) in different 
settings (Gigerenzer and Todd, 1999). Thus, to understand choice 
behavior, it is necessary to map of the contextual variables that 
impact behavior by determining the boundaries of the different 

areas in the map, and discover the heuristic people use in 
each area.

The current intuitive classifiers view is similar to the adaptive 
toolkit approach in several ways, but there are also important 
differences between the two approaches. One important similarity 
involves the fact that both approaches assume that decision 
making starts with a classification process. The main difference 
involves the assumed number of classes. The adaptive toolkit (or 
toolbox) approach rests on the (implicit) optimistic assumption 
that the number of significant classes (distinct areas in the map) 
is relatively small. This implies that it is possible to map the space 

A B

C

FIGURE 5

Demonstration of the wavy recency effect (adapted from Plonsky and Erev, 2017). Participants selected repeatedly for 100 trials between two 
unmarked buttons and received feedback concerning the payoff from both the chosen and the forgone option following each trial. One option 
generated a payoff of 0 with certainty while the other was a risky gamble detailed in the legend. (A) Exhibits the choice rates of the gamble 
contingent on the gamble providing a gain at trial t; (B) exhibits the choice rates of the gamble contingent on the gamble providing a loss at trial t; 
and (C) presents the difference between the corresponding plots in (A,B). Thus, the wavy curves in (C) reflect the impact of an outcome generated 
by the gamble at trial t on its choice rate in subsequent trials. Positive values (on the Y-axis) imply “positive recency” and negative values imply 
“negative recency.” Data is averaged across 48 participants from Nevo and Erev (2012) and 80 participants from Teoderescu et al. (2013).
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of decision tasks, and identify the heuristics that people tend to 
use in each area of the map. Partial support for this optimistic 
hypothesis is provided by studies demonstrating how specific “fast 
and frugal” heuristics can capture adaptive human behavior in 
specific settings. For example, the take-the-best heuristic 
(Gigerenzer and Goldstein, 1996) was found to facilitate 
performance in decisions based on multiple cues, and the priority 
heuristic (Brandstätter et al., 2006) was found to capture basic 
decisions from description. The current intuitive classifiers view 
is less optimistic. We believe that the number of classes that people 
consider can be extremely large, and it might not be possible to 
map them in a useful way. To address this possibility, we build on 
the premise that in many situations the impact of the multiple 
classifications can be predicted with simple approximations.

Part of our pessimism, concerning the predictive value of fast 
and frugal heuristics, reflects the outcomes of the choice 
prediction competitions conducted by Erev et  al. (2017) and 
Plonsky et al. (2019). These competitions focused on decisions 

TABLE 1 Demonstration of the implications of sequence-based similarity rules.

Trials since 
the last loss

The payoff from the risky option in the three 
trials before Trial 64

Expected number of 
similar past 

experiences in Trial 
64

The probability that the 
average payoff from the 

risky option over the 
similar past experiences 

is positive (and the 
implied decision reflects 
underweighting of rare 

events)

Trial 61 Trial 62 Trial 63

More than 3 +1 +1 +1 44.00 0.495

3 −10 +1 +1 4.70 0.593

2 +1 −10 +1 4.79 0.591

1 +1 +1 −10 4.79 0.602

The table considers Trial 64 in the “disaster problem” of Figure 5 (“0 with certainty” or “10% to lose 10, gain of 1 otherwise), assuming that similarity is determined by the three recent 
payoffs from the risky option. It shows that when the recent payoff sequence includes a rare event, the number of similar past experiences decreases, and the probability of 
underweighting of the rare event (choosing the risky option) increases.

(a) Task: 
In each trial of the current study, you are asked to choose between “Top” and “Bottom”, and earn 
the payoff that appears on the selected key after your choice is made. The following table 
summarizes the environment results of the first 15 trials. What would you select in trial 16? 

 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 
Top -1 -1 -1 +2 -1 -1 -1 +2 -1 -1 -1 +2 -1 -1 -1  
Bottom 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  

(b) Implications: 
In trial 16, intuition favors “Top” despite the fact that the average payoff from “Top” over the 15 
trials is negative (-0.4). This intuition suggests that when facing Trial 16, people tend to rely on the 
most similar previous  (trial 16, like 4, 8, and 12, follows a sequence of three -1 outcomes).
Thus, the choice is made based on only three past experiences. 

FIGURE 6

A thought experiment.

FIGURE 7

An example of a 4-state Markov chain that could determine the 
payoff from Top in Figure 6.

https://doi.org/10.3389/fpsyg.2022.1041737
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org


Erev and Marx 10.3389/fpsyg.2022.1041737

Frontiers in Psychology 10 frontiersin.org

from description (without and with feedback concerning the 
outcome of the previous choices, using the experimental paradigm 
describe in Figure  3). Under an optimistic interpretation of 
Brandstätter et al.’s (2006) results, this class of decision tasks is on 
the area of the map in which people are expected to use the 
priority heuristic. The results, did not support this prediction. 
Rather, the best models in the two completions can be described 
as quantifications of the intuitive classifiers explanation.

One demonstration of the potential of models that 
approximate the impact of a huge number of possible 
classifications, comes from the study of decisions from experience 
in static settings illustrated in Figure 4. As noted above, the choice 
rates in these experimental conditions can be  captured with 
simple models that assume reliance on small samples, and this 
behavior can be the product of intuitive classification.

Summary

Research can be  described as a hike through the land of 
assumptions in an attempt to find a hill with a good point of view on 
the lands of behaviors (Erev, 2020). Mainstream decision researchers 
tend to hike on a hill defined by the J/DM separation and RUB 
working assumptions. The view from this hill clarifies interesting 
deviations from specific rational models, but can also lead to 
incorrect conclusions. The current analysis highlights some of the 
shortcomings of the view from the J/DM separation and RUB hill, 
and the potential of exploring new areas in the land of assumptions.

The main cost of reliance on the J/DM separation assumption 
involves incorrect prediction of the impact of rare events. Studies 
that separate judgment and decision making suggest oversensitivity 
to rare events, while many natural decisions appear to reflect the 
opposite bias. This gap can be explained with the assertion that the 
separation requires an explicit presentation of the rare events that 
triggers a merge presentation effect. The costs of the RUB assumption 
include incorrect interpretation of short field experiments, and 
overestimation of the impact of the choice environment.

The potential of exploring other hills in the land of 
assumptions is clarified by the high predictive value of models that 
assume reliance on small samples of past experiences, and the 
observation that the success of these models can be explained by 
the assuming that humans are intuitive classifiers. While the 
intuitive classifiers view does not lead to testable predictions, our 
analysis suggests that exploring the possibility that people are 
intuitive classifiers can facilitate understanding and the derivation 
of models that provide useful predictions.
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FIGURE 8

A decision tree analysis of the results in the first 15 trials of the thought experiment presented in Figure 6. The average payoff line presents the 
observed average payoff in each category. The question mark (?) implies that the training data do not include observation in the relevant branch.

https://doi.org/10.3389/fpsyg.2022.1041737
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org


Erev and Marx 10.3389/fpsyg.2022.1041737

Frontiers in Psychology 11 frontiersin.org

Publisher’s note

All claims expressed in this article are solely those of the 
authors and do not necessarily represent those of their affiliated 

organizations, or those of the publisher, the editors and the 
reviewers. Any product that may be evaluated in this article, or 
claim that may be made by its manufacturer, is not guaranteed or 
endorsed by the publisher.

References
Allais, M. (1953). Le comportement de l’homme rationnel devant le risque: 

critique des postulats et axiomes de l’école américaine. Econometrica 21, 
503–546.

Barron, G., and Erev, I. (2003). Small feedback-based decisions and their 
limited correspondence to description-based decisions. J. Behav. Decis. Mak. 16, 
215–233. doi: 10.1002/bdm.443

Benartzi, S., and Thaler, R. H. (1995). Myopic loss aversion and the equity 
premium puzzle. Q. J. Econ. 110, 73–92. doi: 10.2307/2118511

Ben Zion, U., Erev, I., Haruvy, E., and Shavit, T. (2010). Adaptive behavior leads 
to under-diversification. J. Econ. Psychol. 31, 985–995. doi: 10.1016/j.
joep.2010.08.007

Berg, N., and Gigerenzer, G. (2010). As-if behavioral economics: Neoclassical 
economics in disguise? Hist. Econ. Ideas. 18, 133–165. doi: 10.1400/140334

Beshears, J., and Kosowsky, H. (2020). Nudging: Progress to date and future 
directions. Organ. Behav. Hum. Decis. Process. 161, 3–19. doi: 10.1016/j.
obhdp.2020.09.001

Brandstätter, E., Gigerenzer, G., and Hertwig, R. (2006). The priority heuristic: making 
choices without trade-offs. Psychol. Rev. 113:409. doi: 10.1037/0033-295X.113.2.409

Breiman, L. (2001). Random forests. Machine learning 45, 5–32.

Dougherty, M. R. P., Gettys, C. F., and Ogden, E. E. (1999). MINERVA-DM: a 
memory processes model for judgments of likelihood. Psychol. Rev. 106, 180–209. 
doi: 10.1037/0033-295X.106.1.180

Edwards, W. (1954). The theory of decision making. Psychol. Bull. 51:380.

Erev, I. (2020). Money makes the world go round, and basic research can help. 
Judgment & Decision Making 15, 304–310.

Erev, I., Ert, E., and Roth, A. E. (2010a). A choice prediction competition for 
market entry games: An introduction. Games 1, 117–136. doi: 10.3390/g1020117

Erev, I., Ert, E., Roth, A. E., Haruvy, E., Herzog, S. M., Hau, R., et al. (2010b). A 
choice prediction competition: Choices from experience and from description. J. 
Behav. Decis. Mak. 23, 15–47. doi: 10.1002/bdm.683

Erev, I., Ert, E., Plonsky, O., Cohen, D., and Cohen, O. (2017). From anomalies to 
forecasts: toward a descriptive model of decisions under risk, under ambiguity, and 
from experience. Psychol. Rev. 124, 369–409. doi: 10.1037/rev0000062

Erev, I., Ert, E., Plonsky, O., and Roth, Y. (2023). Contradictory deviations from 
maximization: environment-specific biases, or reflections of basic properties of 
human learning?

Erev, I., Glozman, I., and Hertwig, R. (2008a). What impacts the impact of rare 
events. J. Risk Uncertain. 36, 153–177. doi: 10.1007/s11166-008-9035-z

Erev, I., Ingram, P., Raz, O., and Shany, D. (2010c). Continuous punishment and 
the potential of gentle rule enforcement. Behav. Process. 84, 366–371. doi: 10.1016/j.
beproc.2010.01.008

Erev, I., and Plonsky, O. (2022). The J/DM separation paradox and the reliance on 
small samples hypothesis. To appear in sampling in judgment and decision making, 
Fiedler, K., Juslin, P., and Denrell, J. (Eds.) Cambridge University Press.

Erev, I., Shimonovich, D., Schurr, A., and Hertwig, R. (2008b). “Base rates: how 
to make the intuitive mind appreciate or neglect them” in Intuition in judgment and 
decision making (LEA, NewYork: Erlbaum), 135–148.

Erev, I., Wallsten, T. S., and Budescu, D. V. (1994). Simultaneous over- and 
underconfidence: the role of error in judgment processes. Psychol. Rev. 101, 
519–527.

Fischhoff, B., Slovic, P., and Lichtenstein, S. (1978). Fault trees: sensitivity of 
estimated failure probabilities to problem representation. J. Exp. Psychol. Hum. 
Percept. Perform. 4, 330–344.

Fox, C. R., and Tversky, A. (1998). A belief-based account of decision under 
uncertainty. Manag. Sci. 44, 879–895.

Gandhi, L., Milkman, K. L., Ellis, S., Graci, H., Gromet, D., Mobarak, R., et al. 
(2021). An experiment evaluating the impact of large-scale High-Payoff Vaccine 
Regret Lotteries.

Gentner, D., and Markman, A. B. (1997). Structure mapping in analogy and 
similarity. Am. Psychol. 52:45.

Gigerenzer, G., and Goldstein, D. G. (1996). Reasoning the fast and frugal way: 
models of bounded rationality. Psychol. Rev. 103:650.

Gigerenzer, G., and Murray, D. J. (1987). Cognition as intuitive statistics London: 
Psychology Press.

Gigerenzer, G., and Selten, R. (2001). Rethinking rationality. Bounded rationality: 
The adaptive toolbox. 1:12.

Gigerenzer, G., and Todd, P. M. (1999). “Fast and frugal heuristics: the 
adaptive toolbox” in Simple heuristics that make us smart. eds. G. Gigernzer and 
P. Todd (Oxford University Press), 3–34.

Gilboa, I., and Schmeidler, D. (1995). Case-based decision theory. Q. J. Econ. 110, 
605–639.

Hertwig, R., and Erev, I. (2009). The description–experience gap in risky choice. 
Trends Cogn. Sci. 13, 517–523. doi: 10.1016/j.tics.2009.09.004

Hertwig, R., and Pleskac, T. J. (2010). Decisions from experience: why small 
samples? Cognition 115, 225–237. doi: 10.1016/j.cognition.2009.12.009

Juslin, P., Winman, A., and Hansson, P. (2007). The naïve intuitive statistician: a 
naïve sampling model of intuitive confidence intervals. Psychol. Rev. 114:678. doi: 
10.1037/0033-295X.114.3.678

Kahneman, D., and Tversky, A. (1979). Prospect theory: an analysis of decision 
under risk. Econometrica 47, 263–292.

Lejarraga, T., and Hertwig, R. (2021). How experimental methods shaped views 
on human competence and rationality. Psychol. Bull. 147:535. doi: 10.1037/
bul0000324

Marchiori, D., Di Guida, S., and Erev, I. (2015). Noisy retrieval models of over-and 
undersensitivity to rare events. Decision 2, 82–106. doi: 10.1037/dec0000023

Mehra, R., and Prescott, E. C. (1985). The equity premium: A puzzle. J. Monet. 
Econ. 15, 145–161. doi: 10.1016/0304-3932(85)90061-3

Mills, M. C., and Rüttenauer, T. (2022). The effect of mandatory COVID-19 
certificates on vaccine uptake: synthetic-control modelling of six countries. Lancet 
Public Health 7, e15–e22. doi: 10.1016/S2468-2667(21)00273-5

Nevo, I., and Erev, I. (2012). On surprise, change, and the effect of recent 
outcomes. Front. Psychol. 3:24. doi: 10.3389/fpsyg.2012.00024

Nosofsky, R. M. (1984). Choice, similarity, and the context theory of classification. 
J. Exp. Psychol. Learn. Mem. Cogn. 10:104.

Nowak, M., and Sigmund, K. (1993). A strategy of win-stay, lose-shift that 
outperforms tit-for-tat in the Prisoner's dilemma game. Nature 364, 56–58.

Odean, T. (1998). Volume, volatility, price, and profit when all traders are above 
average. J. Finance. 53, 1887–1934. doi: 10.1111/0022-1082.00078

Peterson, C. R., and Beach, L. R. (1967). Man as an intuitive statistician. Psychol. 
Bull. 68:29.

Phillips, L. D., and Edwards, W. (1966). Conservatism in a simple probability 
inference task. J. Exp. Psychol. 72, 346–354.

Plonsky, O., Apel, R., Ert, E., Tennenholtz, M., Bourgin, D., Peterson, J. C., 
et al (2019). Predicting human decisions with behavioral theories and machine 
learning. ArXiv Preprint ArXiv:1904.06866.

Plonsky, O., and Erev, I. (2017). Learning in settings with partial feedback and the 
wavy recency effect of rare events. Cogn. Psychol. 93, 18–43. doi: 10.1016/j.
cogpsych.2017.01.002

Plonsky, O., Teodorescu, K., and Erev, I. (2015). Reliance on small samples, 
the wavy recency effect, and similarity-based learning. Psychol. Rev. 122, 
621–647. doi: 10.1037/a0039413

Rapoport, A., Wallsten, T. S., Erev, I., and Cohen, B. L. (1990). Revision of 
opinion with verbally and numerically expressed uncertainties. Acta Psychol. 74, 
61–79.

Safavian, S. R., and Landgrebe, D. (1991). A survey of decision tree classifier 
methodology. IEEE Trans. Syst. Man Cybern. 21, 660–674.

Savage, L. J. (1954). The foundations of statistics. New York: John Wiley & Sons.

Skinner, B. F. (1985). Cognitive science and behaviourism. Br. J. Psychol. 76, 
291–301.

https://doi.org/10.3389/fpsyg.2022.1041737
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org
https://doi.org/10.1002/bdm.443
https://doi.org/10.2307/2118511
https://doi.org/10.1016/j.joep.2010.08.007
https://doi.org/10.1016/j.joep.2010.08.007
https://doi.org/10.1400/140334
https://doi.org/10.1016/j.obhdp.2020.09.001
https://doi.org/10.1016/j.obhdp.2020.09.001
https://doi.org/10.1037/0033-295X.113.2.409
https://doi.org/10.1037/0033-295X.106.1.180
https://doi.org/10.3390/g1020117
https://doi.org/10.1002/bdm.683
https://doi.org/10.1037/rev0000062
https://doi.org/10.1007/s11166-008-9035-z
https://doi.org/10.1016/j.beproc.2010.01.008
https://doi.org/10.1016/j.beproc.2010.01.008
https://doi.org/10.1016/j.tics.2009.09.004
https://doi.org/10.1016/j.cognition.2009.12.009
https://doi.org/10.1037/0033-295X.114.3.678
https://doi.org/10.1037/bul0000324
https://doi.org/10.1037/bul0000324
https://doi.org/10.1037/dec0000023
https://doi.org/10.1016/0304-3932(85)90061-3
https://doi.org/10.1016/S2468-2667(21)00273-5
https://doi.org/10.3389/fpsyg.2012.00024
https://doi.org/10.1111/0022-1082.00078
https://doi.org/10.1016/j.cogpsych.2017.01.002
https://doi.org/10.1016/j.cogpsych.2017.01.002
https://doi.org/10.1037/a0039413


Erev and Marx 10.3389/fpsyg.2022.1041737

Frontiers in Psychology 12 frontiersin.org

Spencer, J. (1961). Estimating averages. Ergonomics 4, 317–328. doi: 
10.1080/00140136108930533

Statman, M. (2004). The diversification puzzle. Financ. Anal. J. 60, 44–53. doi: 
10.2469/faj.v60.n4.2636

Teoderescu, K., Amir, M., and Erev, I. (2013). The experience–description gap and 
the role of the inter decision interval. in Progress in Brain Research. eds. V. S. C. 
Pammi and N. Srinivasan (Amsterdam, The Netherlands) Vol. 202, 99–115.

Teodorescu, K., Plonsky, O., Ayal, S., and Barkan, R. (2021). Frequency of 
enforcement is more important than the severity of punishment in reducing 

violation behaviors. Proc. Natl. Acad. Sci. 118:e2108507118. doi: 10.1073/
pnas.2108507118

Thaler, R. H., and Sunstein, C. R. (2008). Nudge: Improving decisions about health, 
wealth, and happiness. Penguin Group, New York.

Tversky, A., and Kahneman, D. (1974). Judgment under uncertainty: heuristics 
and biases: biases in judgments reveal some heuristics of thinking under uncertainty. 
Science 185, 1124–1131.

von Neumann, J., and Morgenstern, O. (1947). Theory of games and economic 
behavior. 2nd Edn. (Princeton, NJ: Princeton University Press).

https://doi.org/10.3389/fpsyg.2022.1041737
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org
https://doi.org/10.1080/00140136108930533
https://doi.org/10.2469/faj.v60.n4.2636
https://doi.org/10.1073/pnas.2108507118
https://doi.org/10.1073/pnas.2108507118

	Humans as intuitive classifiers
	Introduction
	J/DM separation: The assumption and the paradox
	The mere-presentation explanation

	The RUB assumption and the impact of experience
	Three direct costs of the J/DM separation and RUB assumptions
	Incorrect implementation of basic research results
	Suboptimal design of field experiments
	Oversimplification and exaggeration of the impact of the choice environment

	The reliance on small samples assumption, and the intuitive classifier explanation
	The wavy recency effect (a violation of the positive recency explanation)
	The intuitive classifiers explanation

	Relationship to the adaptive toolkit approach
	Summary
	Ethics statement
	Author contributions
	Funding
	Conflict of interest
	Publisher’s note

	﻿References

