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Teachers’ engagement in online learning is a key factor in improving the 

effectiveness of online teacher training. This paper introduces a multimodal learning 

analytics approach that uses data on brain waves, eye movements and facial 

expressions to predict in-service teachers’ engagement and learning outcomes 

in online synchronous training. This study analyzed to what extent the unimodal 

and multimodal data obtained from the in-service teachers (n = 53) predict their 

learning outcomes and engagement. The results show that models using facial 

expressions and eye movements data had the best predictive performance on 

learning outcomes. The performance varied on teachers’ engagement: the 

multimodal model (integrating eye movements, facial expressions, and brain wave 

data) was best at predicting cognitive engagement and emotional engagement, 

while the one (integrating eye movements and facial expressions data) performed 

best at predicting behavioral engagement. At last, we applied the models to the 

four stages of online synchronous training and discussed changes in the level of 

teacher engagement. The work helps understand the value of multimodal data 

for predicting teachers’ online learning process and promoting online teacher 

professional development.
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Introduction

The COVID-19 pandemic has strongly boosted the development of online learning, 
which, however, does not prove very effective because the students are poorly motivated 
and engaged due to untimely feedback, lax supervision, and other factors (Nasir and Ngah, 
2022). At the same time, teachers are facing great challenges in their professional 
development as the transition from traditional education to online learning will cause in 
them mental changes in relation to their identity as educators and their ideas about 
education (Wang et al., 2010; Teräs, 2014; Richardson and Alsup, 2015). As teachers must 
get prepared for online teaching in a short period and quickly grasp the methods and skills 
needed, providing effective training on professional development for them is of great 
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importance. Advances in educational technology and online 
learning platforms and changes in educational modes (from 
offline to online) have made online teacher professional 
development (OTPD) possible and popular (Parsons et al., 2019; 
Nami, 2021). OTPD is defined as a format of teacher professional 
development (TPD) that provides teachers with continuous 
learning through ICT media (e.g., asynchronous, synchronous, 
blended or other forms of courses, seminars or learning modules 
provided online), without having to meet in person with their 
trainers/instructors and peers each time (Rogers, 2001; Ansyari 
et  al., 2022). It offers a more flexible and personalized way of 
learning for teachers that overcomes geographical barriers (Chen 
et al., 2009; Ross, 2011; Powell and Bodur, 2019). Besides, it was 
found no differences between in-person TPD and OTPD in terms 
of teacher perceptions and learning outcomes (Ansyari 
et al., 2022).

Previous studies on OTPD usually focus on online learning 
efficiency from the perspective of technology application and 
management (Wang et  al., 2010). But as a matter of fact, 
technology per se cannot promote TPD – that can only be realized 
by further clarifying the relation between technology and 
TPD. Engagement is an effective predictive indicator of long-term 
learning performance (Camacho et al., 2020). There is a growing 
body of research that demonstrates the importance of engagement 
for learning and achievement. In the field of teacher professional 
development, engagement is a key dimension in ensuring that 
teachers receive a complete training program, and some studies 
have shown that high levels of engagement in training help 
teachers apply the knowledge and skills they have learned to their 
practice after the training is complete (Holmes et  al., 2021). 
According to Fredricks et al. (2004), the integration of behavior, 
emotion, and cognition under the concept of engagement is 
valuable because it can provide a richer characterization of 
learning than single-component studies. With the growing 
importance of online teacher training in recent years, researchers 
have turned to focus on teachers’ engagement in the online 
learning environment. For instance, Liu and Zhang (2021) found 
that teachers generally think online learning is not interactive 
enough, giving it an average score of only 2.36 out of 5 on the 
interactive level, i.e., interaction with peers and instructors. 
Philipsen et al. (2019) found that timely support and feedback can 
help teachers specify their learning needs and improve training 
efficiency. In other words, compared with asynchronous learning, 
synchronous and blended learning methods can better stimulate 
the teachers’ enthusiasm and engagement in the online 
training program.

There are three ways to measure engagement – self-report 
questionnaire, data mining based on learning logs, and sensor-
based technology (Appleton et  al., 2006; Sinatra et  al., 2015; 
Camacho et  al., 2020). In the past, the research on learning 
engagement is generally focused on the measurement of single 
dimensions. This includes evaluating only behavioral engagement 
based on postures such as hand raising, note-taking, and head 
propping (Liao et al., 2019; Vanneste et al., 2021), or evaluating 

emotional and cognitive engagement in a VR environment 
(Dubovi, 2022) while ignoring behavioral engagement. But in fact, 
engagement should not be  evaluated by separate dimensions 
(Sharma and Giannakos, 2020). In addition, as Cleary and 
Zimmerman (2012) pointed out, engagement is essentially a 
continuous process that fluctuates in time as students become 
immersed in learning, so it’s necessary to measure the learners’ 
engagement in a dynamic way. In this respect, some researchers 
noted that the grain size of engagement measures can range from 
the micro level (e.g., individual engagement in the present 
moment, task, or learning activity) to the macro level (e.g., a group 
of learners in a class, course, school, or community) and suggested 
that at the micro level, engagement can be  measured using 
physiological and psychological indicators such as brain imaging, 
eye tracking, response time, or attention allocation (Broughton 
et al., 2010; Sinatra et al., 2015; Dubovi, 2022). In the field of 
teacher professional development, we found that more and more 
research is focusing on teachers’ learning processes, especially 
incorporating physiological and psychological data. For example, 
Chang et al. (2018) explored teachers’ emotional experiences by 
coding the nonverbal expressions of their recorded videos. Wolff 
et al. (2016) investigated differences in how expert and novice 
teachers perceive problematic classroom scenes with eye-tracking 
technology. In addition, some researchers have also focused on 
using data such as facial expressions to evaluate the quality of 
teachers’ teaching for their professional development (Zheng et al., 
2020). It can be seen that currently in the field of TPD, while 
objective data channels are receiving increasing attention from 
researchers, multimodal data are less explored.

These days more researchers have come to analyze multimodal 
data because they, compared with unimodal data, can integrate 
subjective (e.g., self-report questionnaire) and objective data, and 
enable the capturing of the cognitive, emotional and behavioral 
learning process (Sinatra et al., 2015) from multiple perspectives. 
Cognitive engagement reflects the use of deep learning strategies, 
involving the integration of new information and existing 
knowledge. In measuring cognitive engagement, 
electroencephalogram (EEG), a neuroimaging technology, can 
capture the total activities of all nerve cells simultaneously 
oscillating in the learning process (Niedermeyer and da Silva, 
2005). Studies have shown that the four patterns of EEG frequency 
are strongly related to emotional and cognitive states (Hassib et al., 
2017). Baceviciute et al. (2020) used EEG to capture the learners’ 
cognitive process in VR learning and found that VR learners 
displayed a higher level of Theta activities in the parietal lobe, 
which implied the possible use of long-term memory coding, 
searching, and other cognitive approaches. The visual attention 
data channel is another objective means of identifying fluctuations 
in cognitive engagement during learning. Bixler and D’Mello 
(2016) used eye-tracking sensors to record general eye gaze 
indicators, such as the number of fixations, fixation durations, 
variability in fixation durations, and saccade lengths, to measure 
wandering during computerized reading. Moreover, galvanic skin 
response (GSR), heart rate (HR) are also used to measure cognitive 
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load (Cranford et  al., 2014; Larmuseau et  al., 2020) and 
concentration (Cooper et al., 2006; Sharma et al., 2020).

Regarding emotional engagement, it refers to the learner’s 
emotion-related states during learning activities, such as 
happiness, enjoyment, boredom and frustration (D’Mello et al., 
2017). Facial expressions are mostly used to measure and predict 
emotional engagement, for instance, when learners interacted 
with a game-based learning environment, Taub et  al. (2019) 
captured seven facial expressions (i.e., joy, sadness, disgust, 
contempt, surprise, fear, anger) of learners and combined them 
with a traditional self-report questionnaire to portray the 
dynamics of learners’ emotional engagement. Behavioral 
engagement refers to a person’s behaviors of efforts and 
contributions during a learning activity (Fredricks et al., 2004). 
Since the mind–body connection suggests that observable physical 
responses can be  used to infer unobservable mental states 
(D'Mello et al., 2017), some researchers have collected data such 
as human-computer interactions based on gamified learning 
environments to measure behavioral engagement (Psaltis et al., 
2018). In a synchronous learning environment, non-verbal cues 
such as facial expressions, gestures and body postures captured 
from video image frames of classroom data can be  used to 
effectively identify unobtrusive behavioral engagement (Whitehill 
et al., 2014; Ashwin and Guddeti, 2019).

According to Ning and Downing (2011) and Liu and Zhang 
(2021), learning experience can be  interpreted as the learner’s 
interaction with the teaching and learning environment, leading 
to the acquisition of subject-related knowledge or the development 
of personal/professional skills. The previous studies of learning 
prediction focused on identifying risk learners by using online 
learning data to predict dropout rate (Costa et al., 2017; Moreno-
Marcos et  al., 2020) and paid little attention to the learning 
experience. Nowadays, more researchers and scholars are paying 
attention to learners’ interests, motivation, engagement, and other 
indicators, the development of which is greatly beneficial for 
improving self-directed learning in the learners and improving the 
teaching process (Wang et  al., 2022). It is equally important 
because it helps improve the learning experience. Furthermore, it 
is possible to precisely predict a series of learning indicators with 
sensor-captured data, including data on emotions, eye movements, 
brain waves, GSR, or various combinations of them (Emerson 
et al., 2020; Olsen et al., 2020; Sharma et al., 2020). However, these 
studies are mostly focused on human-computer interaction 
learning environments, such as gamification environments 
(Giannakos et al., 2019; Emerson et al., 2020) and human-robot 
interaction (Cui et al., 2022) with little attention to computer-
assisted collaborative learning scenarios. Olsen et  al. (2020) 
divided the students into groups of two and used multimodal data 
to predict collaborative learning outcomes. This is an innovative 
study that broadens the scope of the application of Multimodal 
Learning Analytics (MMLA) in collaborative learning. As a matter 
of fact, a key element of OTPD is collaborative and interactive 
learning among teachers, which also holds the key to adult 
learning (Powell and Bodur, 2019).

Generating data on teachers’ behavioral patterns, cognitive 
processes, as well as emotional experiences, has the potential to 
help develop and refine more effective pedagogy and support tools 
for use in informal and formal teacher professional development 
opportunities. At present, although researchers have explored 
many data stream combinations, few studies in the field of OTPD 
have ever examined the relation between unimodal and 
multimodal data to understand their synergetic effects and ability 
to explain the teachers’ performance in the test and other critical 
indicators (e.g., engagement). But that is what’s vitally important 
because as adult learners, the teachers’ online learning outcomes 
are also affected by multiple factors. For instance, “time sequence” 
plays an important role in interactions and communication during 
online synchronous learning, and it has been used to analyze 
interactions among fellow learners (Chen et al., 2009). This is to 
say that when online course designers guide the trainee teachers 
to study by themselves, discuss or make reports, the sequence of 
doing all that will affect the learners’ degree of concentration and 
other aspects. Therefore, predictive analytics can help the 
designers understand the teachers’ engagement and other 
experiences in online learning, which is of great importance for 
promoting self-regulated learning (SRL; Sharma et  al., 2020). 
Although multimodal data has shown great potential in the field 
of education, its ability to serve as a means of understanding and 
improving teachers’ learning processes remain largely unexplored. 
To better leverage the design capabilities of multimodal data, 
we need to evaluate the effectiveness of multimodal data. This 
paper systematically assesses how different data streams can 
benefit predictive analytics. Our findings quantify the expected 
benefits of using various multimodal data from physiological 
sensing and help advance research in the area of 
learning technologies.

Research objectives and research 
questions

In this paper, we build predictive models on the learners’ eye 
gaze, facial expressions of emotions, brain waves, self-report 
engagement, and test of knowledge points in an effort to make up 
for the scarcity of literature in OTPD.

We aim to (a) build predictive models of different modal 
combinations and examine the precision of unimodal and 
multimodal models, including data acquisition, data preprocessing 
and model training. Specifically, data acquisition refers to the 
acquisition of learner brainwave timing data, eye movement 
timing data, and facial timing data. The data acquisition and 
pre-processing module are used to acquire the temporal data of 
brainwave, emotion, and eye movement over time as well as the 
questionnaire data. The preprocessing part completes the process 
of data cleaning, data purification, and time calibration to obtain 
the unified standard online learning temporal data under 
multimodality. The training model refers to the multimodal 
analysis system, which takes raw brainwave, eye movement and 
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expression data as multimodal input data and questionnaire data 
as indicators to extract the features of multimodal input data and 
trains them to generate prediction models of different indicators. 
Among them, the feature engineering module adopts the form of 
automatic machine mining to realize dynamic feature extraction, 
feature filtering, feature correlation analysis with questionnaire big 
data, and feature principal component analysis for online learning 
temporal data.

(b) use the models to predict in-service teachers’ changing 
engagement in the learning process. The feature engineering 
segments the temporal data according to the teaching design, and 
further feature extraction is performed for each segment of data. 
The data modeling and analytical inference module models the 
time-series data according to its features with participation and 
knowledge tests, which can be used to infer the indicators within 
each period. The stage prediction refers to using the indicator 
model to make predictions for the input data in different periods 
to get each indicator within different periods. This includes 
metrics for groups and metrics for individuals.

For these goals, we have three research questions.

 1. Does multimodal data provide more precise predictions 
than those gained by unimodal data for engagement?

 2. How well do combinations of brain waves, facial 
expressions and eye gaze predict the engagement of 
in-service teachers?

 3. What are the features of learner engagement according to 
the prediction model?

Materials and methods

Participants, experimental design, and 
procedure

The participants in this study included 56 in-service teachers 
who were enrolled in a teacher training program in Shanghai, 
China. Participants had not previously attended a training 
program related to ClassIn. During the experiment, data about 
three teachers were invalid because of falling headbands or other 
reasons, which gave us valid data on 53 teachers for further 
analysis. There were 28 males and 25 females; 80.4% of them were 
aged 20–40 and 19.6% were 40–50. The participant’s personal 
information will be kept confidential, and only their ID, testing 
score, and the captured data will be  maintained. They will 
be notified of the data collection and asked to sign the Informed 
Consent Form (ICF).

The training course – Online teaching based on ClassIn – is 
selected for this experiment. ClassIn is a useful online class 
system that has been used in the schools of many localities 
across China. It has a rich pool of functions, but many teachers 
do not know how to use it to facilitate or improve their 
instruction, which is why the researchers decide to provide 

training on this subject. This course is focused on how to do 
online teaching through ClassIn and contains four main  
aspects:

(1) Critical view of online teaching, (2) Instruction on online 
teaching and ClassIn, (3) Experience with ClassIn, (4) Feedback 
and Reflection.

In light of the features of adult learning (Ke and Xie, 2009; 
Abedini et al., 2021), the course centers on collaborative tasks and 
involves four stages (Figure 1). The first stage is an introduction, 
in which the instructor, by sharing real cases, introduces what will 
be taught and urges the teachers to think and share their views on 
online teaching during the pandemic. In the second stage, the 
instructor will introduce the functions of ClassIn, such as the 
Group Discussion Function. The third stage features collaborative 
learning, in which teachers are divided into several groups to 
practice with ClassIn, e.g., preparation before class, interaction 
and feedback during class. The fourth stage is for feedback and 
reflection, in which the instructor takes the teachers to review and 
reflect on what they have learned.

The research design of our study is a single-group time series 
design that involves repeated measurement of a group (Ross and 
Morrison, 2004). The experimental protocol consists of three 
sessions and took a total of 75 min. 10 min before the experiment 
started help participants calibrate an eye tracker, EEG device, and 
facial expressions of emotions software. This study used BrainCo 
headbands called Focus 1 (Focus, BrainCo, 2022), a wearable EEG 
device with 3 hydrogel electrodes, to collect and analyze the EEG 
data at 160 Hz via Wi-Fi (Kosmyna and Maes, 2019). As to facial 
expressions, we  first turned on cameras to record the facial 
expressions, then Facereader software was used to analyze the data 
(Terzis et al., 2013). Eye tracker (Tobii T120) was used to capture 
gaze data. Once calibration was completed, participants began the 
training course session which took 40 min. After the course, 
participants filled in a questionnaire and knowledge test that 
took 25 min.

Measures

The questionnaire, adapted from the ones developed by Deng 
et  al. (2020) and Liu et  al. (2010), concerns engagement – 
cognitive, emotional and behavioral (Fredricks et al., 2004). A 
Cronbach’s alpha of 0.801 indicates good reliability of the 
questionnaire. Of the three indicators, cognitive engagement 
includes seven items (e.g., “I think about the relation among 
different knowledge during online learning”) (0.833), emotional 
engagement includes six items (e.g., “I enjoy the atmosphere of 
online synchronous training” and “I like online synchronous 
training”), and behavioral engagement includes seven items (e.g., 
“When I have a question, I’d ask the instructor and fellow teachers 
through the chat box of the live streaming platform”). The 
questionnaire uses a five-point Likert scale, from “strongly agree” 
to “strongly disagree,” a higher score indicates a higher level of 
reported engagement.
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The knowledge test is designed by the research team (research 
members have long years of experience in teacher training) 
according to the contents of the course to understand how well the 
teachers have grasped what they are taught. There are single-
choice questions (six items, 36 points), and multi-choice questions 
(eight items, 64 points) with a total score of 100. The test measured 
retention and also the comprehension and transfer of knowledge. 
For example, one of the questions asked the basic functions of 
ClassIn “What are the forms of assignments that can be submitted 
online in ClassIn.” Another example is about the deep 
understanding of online teaching “What principles to keep in 
mind when students study in groups online.” Analysis of the 
knowledge results indicated a good internal consistency score, 
with a Cronbach’s alpha of 0.76.

Multimodal data collection and 
pre-processing

During the study, we captured participants’ knowledge test 
scores. In addition, we collected sensor data from three different 
sources: EEG, facial expression, and eye-tracking.

EEG
To study brain wave values, we based our research on prior 

research that reported using consumer EEG headbands with 
1–6 channels (Andujar and Gilbert, 2013). This study used the 

Focus band (Focus 1, BrainCo, 2022), co-developed by 
scientists from Harvard’s center of brain science, to collect 
EEG features from the participants, which has also been used 
to detect engagement in previous studies (Kosmyna and Maes, 
2019). According to the International 10–20 electrode 
placement system, one electrode is located at the FPz position, 
as well as the reference and ground electrodes of TP9. Neural 
oscillations α (7–11 Hz), β (11–20 Hz), and θ (4–7 Hz) were 
collected and normalized to EEG values between 0 and 100, 
and a higher value indicates higher attention. We use one data 
extracted every 10 s for analysis. After pre-processing, the 
EEG data of each learner was output with Time and 
EEG values.

Facial expression
To study the participants’ facial expressions, we  used 

FaceReader, a video-based facial expression tracking system 
(Noldus, 2019), to analyze the facial expressions of the teachers or 
learners. The analytical system is a reliable, professional software 
used for automatic facial expression analysis that can tell seven 
basic emotions: neutral, delight, surprise, sorrow, anger, fear, and 
disgust. Its working principles are as follows:

 (a) Face finding: an algorithm based on deep learning is used 
to find human faces;

 (b) Face modeling: nearly 500 key points are used to produce 
precise artificial face models;

FIGURE 1

The procedure of the training program.
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 (c) Face classification: an artificial neural network is used to 
classify the expressions.

Seven expressions are identified every time, each scored with 
a floating-point number ranging from −1 to 1. First, we removed 
empty or failed results. Second, we screened off those not obtained 
during the experiment (according to the official start and finish 
time). Then we selected the highest of the seven numbers as the 
facial expression of that very moment and classified it with a 
number from one to seven. The results of facial expression 
identification came out every 0.2 s, and we sampled them every 
second considering the huge amounts of data. We also noticed 
that the software did not export anything when the expression 
remained unchanged, and only exported a record with a 
corresponding time when it changed. Therefore, after we sampled 
the expressions by second, we filled up the lost values to make sure 
there was a facial expression score for every second. The expression 
data of all teachers (n = 53) put together constituted 3,901 pieces 
of time-sequenced records. Then we  used tsfresh, a Python 
package for systematic feature engineering from time series and 
other sequential data, to extract 779 static features, which were 
imported into the models for training.

Eye tracking
To capture the trajectory of eye movements for analysis, 

we used Tobii T120 eye tracker to record where every participant 
looked on the screen during the course and how far their eyes 
were from the screen. Before the training, each participant was 
required to make adjustments for sitting position and distance. 
First, the researcher will turn on the eye-tracking test function of 
the eye-tracking device, and two dots will appear on the screen to 
indicate the gaze points of the left and right eyes. By micro-
adjusting the seat distance to ensure that each participant’s gaze 
point is at a close uniform level, the gaze range is just the entire 
learning material. The software recorded the position and 
distance-to-screen of both the left and right eyes and formed 
six-dimensioned data (Table 1).

We compared the time-sequenced data of eye movement 
trajectory with videos of the online course to match where the 
eyes gazed at and the duration of gaze with each frame. Then 
we designed polygonal interested areas that involved about four to 
six interested targets, and determined whether the captured eye 
movement trajectory (only horizontal and vertical position was 

considered) was in that area as a high-level description of the 
teachers’ eye gaze. The proportion of how long they gazed at each 
interested area was recorded as an important indicator of interest 
or engagement.

At the same time, the six-dimensioned data were imported 
into tsfresh as representing the eye movement trajectory to extract 
features, and altogether 779 static features were obtained, which, 
when applied to follow-up model training, led to six major 
features. The six major features were then combined with features 
describing the gaze at the interested areas, which gave us a 
collection of features reflecting the eye movement trajectory, and 
that was used for the next step of multimodal model training.

Multimodal predictive modeling

To study how well the multimodal data can predict the teachers’ 
learning feedback, we developed a multimodal learning prediction 
model based on brain waves, facial expressions, and eye-gaze 
trajectory, and designed the questionnaire surrounding four 
analytical targets: cognitive engagement, emotional engagement, 
behavioral engagement, and learning outcomes. For constructing 
the model, this study uses an analysis method based on time series 
data features (Emerson et al., 2020; Olsen et al., 2020), by extracting 
features of time series data, filtering features, and analyzing the 
main features to obtain multiple sets of features. These feature values 
can be used as the input sample independent variables X of the 
model, i.e., brain wave feature, emotion feature, eye move feature. 
The dependent variables are derived from the questionnaire. 
Specifically, reported cognitive engagement, affective engagement, 
behavioral engagement, and test-based learning outcomes were 
used as the target Y for the study analysis, and a model from X to Y 
was constructed and trained to predict the target value Y for each 
stage of analysis (Figure 2). Facial expressions were labeled in seven 
different categories to create a time-sequenced series, from which 
we extracted 779 general features. The movement trajectory of the 
left and right eye (X, Y, Z) went through feature engineering to 
generate 779 general features too, so did the time-sequenced brain 
wave data. The three sets of features – totaling 2,337 – were 
imported into the decision tree as independent variables, while the 
scores of every target in the questionnaire were the dependent 
variables. To prevent over-fitting, they were imported into the 
training model, with 70% as the training set and 30% as the test set 
(Kang and Oh, 2020). The allocation ratio was set after several tests 
based on the best training fit. Each analytical target corresponded 
with a model, so four targets, and four multimodal predictive 
models. At that time, all data on the entire course were divided 
according to the four stages, and the four models were used to, 
respectively, predict each of the four targets in each stage.

During the experiment, we made the hypothesis that there 
must be some major features among the general ones that were 
strongly relevant to brain waves, facial expressions, and eye 
movement trajectory. So we extracted major features related to the 
predictive targets during model training, and imported them, as 

TABLE 1 Set of GAZE features.

Feature

EyePosLeftX Horizontal offset from screen, left eye gaze

EyePosLeftY Vertical offset from screen, left eye gaze

EyePosLeftZ Distance from screen, left eye

EyePosRightX Horizontal offset from screen, right eye gaze

EyePosRightY Vertical offset from screen, right eye gaze

EyePosRightZ Distance from screen, right eye
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descriptive of brain waves, facial expressions, and eye movement 
trajectory, into the models for training again, which produced 
multimodal predictive models based on major features. Different 
multimodal experiments generated different multimodal major 
features (about 4–10 of them), which meant the latter was 
data-sensitive.

Results

We use tsfresh to extract the features of temporal data, and 
import the obtained features to Decision Tree Classifier for 
training, Decision Tree Classifier comes from sklearn (an open 
source python language-based machine learning library), then 
sklearn’s classification report function was used to automatically 
calculate precision, recall, F1. Precision is a measure of result 
relevancy while recall is a measure of how many truly relevant 
results are returned. The F1 score is reported as an agglomerative 
measure between precision and recall. The focus of this study is 
on the precision of the prediction model, so we choose it as the 
key indicator (Sharma et al., 2020).

To answer research question 1 and 2, we investigated how well 
unimodal and multimodal models (e.g., EGG, facial expression, 
and eye gaze) could predict the teachers’ engagement. As shown 
in Table  2, the predictive model integrating data on eye 
movements, facial expressions and brain waves is the most precise 
(0.65) in predicting cognitive engagement, with the highest Recall 
(0.67) and F1 score (0.64) as well. That is higher than the scores of 
unimodal prediction and bimodal prediction.

The researchers also found that the multimodal predictive 
model integrating data on eye movements, facial expressions and 
brain waves had the highest precision (0.61), Recall (0.67) and F1 
score (0.52) in predicting emotional engagement too, but that does 
not mean more modal data would naturally lead to higher 
predictive precision. For instance, the unimodal model using only 
brain wave data has a precision of 0.47, higher than any bimodal 
data combinations (see Table 3).

Table 4 shows that multimodal predictive models are more 
precise than unimodal models in predicting behavioral 
engagement, with the model combining data on facial expressions 
of emotions and eye-gaze being most predictive with a precision 
of 0.75. Of unimodal models, the one using facial expressions data 
is most predictive with a precision of 0.43, while that using EEG 
data performs worst with a precision of only 0.17.

Table 5 shows that as far as learning outcomes are concerned, 
the predictive model combining data on eye movements and facial 
expressions has the highest precision of 0.66 – higher than the 
model integrating data on eye movements, facial expressions, and 
brain waves. We also found that of unimodal models, the one 
using eye movements data has the highest precision of 0.52 
whereas that using brain wave data has the lowest precision 
of 0.29.

To answer question 3, we exported the scores of the learners’ 
emotional, cognitive and behavioral engagement in the four 
learning stages. As shown in Figure 3, a thermal distribution map 
of multi-modal fusion characteristic data was used to evaluate the 
engagement of each stage, a darker color means a predicted score 
higher and closer to 5, and a lighter color means a score lower and 
closer to 0. Generally speaking, learners have the highest score on 
behavioral engagement and the lowest on emotional engagement. 
As to the change of engagement through four stages, cognitive 

FIGURE 2

Multimodal data streams and predictive modeling approach.

TABLE 2 Cognitive engagement prediction results.

Data used Precision Recall F1

Gaze 0.36 0.43 0.40

EEG 0.26 0.48 0.33

Face 0.40 0.57 0.46

Gaze + EEG 0.43 0.48 0.45

EEG + Face 0.44 0.39 0.39

Gaze + Face 0.47 0.43 0.45

Gaze + Face + EEG 0.65 0.67 0.64

Bold values represent best performance.
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engagement wanes first and waxes later. In the first stage, for 
example, the instructor aroused the teachers’ interests by 
presenting a research report on the current status of online 
teaching and sharing real cases, and urged them to reflect and 
contemplate on the common problems occurring in their classes. 
Behavioral engagement waxes first and wanes later. In the second 
and third stages, the teachers discussed specific topics and solved 
problems collaboratively, including research, sharing of views, and 
group report, which stimulated their learning enthusiasm. 
Emotional engagement wanes first and waxes later. The highest 
score in the third stage indicates the highest emotional 
engagement during collaboration and interaction, which is 
consistent with the questionnaire results – teachers are generally 
more interested in collaborative learning.

As shown in Figure  4, researchers have developed 3D 
coordinates for engagement based on the predictive models. The 

X axis represents the learners’ serial number, Y axis the four 
learning stages, and Z axis the predictions on cognitive, emotional 
and behavioral engagement. The coordinates can reflect how each 
learner’s engagement changes through the four stages. We found 
that most learners maintain a high level of behavioral engagement 
through the stages with little change. Predictions on their 
emotional engagement show that most of them have a low level of 
emotional engagement at first, but some see it increasing over 
time. Their cognitive engagement changes rather drastically, and 
it drops significantly in the third and fourth stage for a 
few learners.

Discussion

Improved quality of instruction contributes to better student 
learning achievement (Ansyari et al., 2022). Teachers, as adult 
learners, must seek self-improvement constantly to promote 
professional development and embrace changes. That’s why 
designing and planning high-quality teaching training for teachers 
is highly important (Creemers et al., 2012; Carrillo and Flores, 
2020). Learning analytics is a key approach to refining the teaching 
process. Although the teachers’ learning indicators can 
be explained with different data streams, one important question 
is how to merge the data obtained from various channels to 
provide a better, more comprehensive picture of the learning 
process (Chango et  al., 2021). With the rapid development of 
artificial intelligence such as sensor technology and machine 
learning, it is possible to capture the participants’ subconscious 
emotions (Vanneste et  al., 2021) and use multimodal data to 
predict online learning process. In this paper, we extracted the 
features of multimodal data for training and generated predictive 
models for different indicators. To be specific, using an analytic 
method suited to the features of time-sequenced data, we extracted 
and filtered the features of time-sequenced data on brain waves, 
facial expressions, and eye movements analyzed the major 
features, and obtained multiple feature sets, which can be imported 
into the models as sample X. We  took the indicators in the 
engagement questionnaire and knowledge test as target Y, and 
developed models matching X with Y for training to predict the 
target value of Y at each time period.

Addressing RQ1 (Does multimodal data provide more precise 
predictions from those gained by unimodal data for engagement?), 
we see that multimodal models are generally more precise than 
unimodal models on predicting engagement and learning 
outcomes. However, there are some differences in the predictive 
results for the three sub-dimensions of engagement. On the one 
hand, we found that the trimodal prediction model integrating 
data on facial expressions, eye movements, and brain wave is most 
precise regarding cognitive engagement and emotional 
engagement, while the bimodal prediction model that combines 
facial expression and eye movement data has the best predictive 
performance in terms of behavioral engagement and learning 
outcomes. On the other hand, we found that the predictive model 

TABLE 3 Emotional engagement prediction results.

Data used Precision Recall F1

Gaze 0.27 0.35 0.47

EEG 0.47 0.48 0.48

Face 0.24 0.23 0.28

Gaze + EEG 0.25 0.33 0.24

EEG + Face 0.35 0.30 0.43

Gaze + Face 0.31 0.30 0.42

Gaze + Face + EEG 0.61 0.67 0.52

Bold values represent best performance.

TABLE 4 Behavioral engagement prediction results.

Data used Precision Recall F1

Gaze 0.43 0.38 0.39

EEG 0.17 0.38 0.24

Face 0.49 0.52 0.60

Gaze + EEG 0.28 0.24 0.25

EGG + Face 0.56 0.62 0.59

Gaze + Face 0.75 0.52 0.60

Gaze + Face + EGG 0.70 0.62 0.62

Bold values represent best performance.

TABLE 5 Learning outcomes prediction results.

Data used Precision Recall F1

Gaze 0.52 0.48 0.44

EEG 0.29 0.24 0.26

Face 0.35 0.33 0.32

Gaze + EEG 0.56 0.43 0.41

EGG + Face 0.45 0.36 0.39

Gaze + Face 0.66 0.43 0.41

Gaze + Face + EEG 0.52 0.55 0.53

Bold values represent best performance.
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integrating Omni-modal data does not always produce the best 
predictions, which is consistent with the conclusions of previous 
studies (Emerson et al., 2020). One possible reason is that the 
excessive noises have undermined the model’s robustness.

That brings us to our second research question, RQ2 (How 
well do combinations of brain waves, facial expressions and eye 
gaze predict the engagement of in-service teachers?). First, from 
the predictive results of cognitive engagement, we  found that 
multimodal predictive models perform better than any unimodal 
model in prediction, and specifically, we found that the model 
using EEG data alone is least satisfactory. Cognitive engagement 
includes psychological positioning, cognitive efforts, and the 
thinking or attention aroused during the learning activity (Greene 

et al., 2015). In fact, an imbalance in cognitive understanding, if 
not properly addressed, may lead to emotional frustration. This 
may explain why the unimodal model using facial expression data 
does better than that using eye movement data or using EEG data 
in predicting cognitive engagement. Second, in terms of emotional 
engagement, although the most frequently used method to 
measure emotional engagement without disrupting the learners is 
analyzing their facial expressions, which helps capture their 
subconsciously fast-changing emotions (Taub et  al., 2019; 
Vanneste et al., 2021), this study found that the predictive model 
using only data on facial expressions does not perform well, 
whereas the trimodal model has the best predictive performance. 
We also found that the unimodal model using EEG data only is 

FIGURE 3

Thermal distribution map of multi-modal fusion characteristic data.
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the second most precise in predicting emotional engagement, 
better than other bimodal or unimodal models, which is 
inconsistent with a previous study by Soleymani et al. (2016), 
whose data results demonstrated that facial expression performs 
better than EEG data. The possible reason may be that our study 
was based on a real online learning environment. We did not 
provide learners with videos specifically selected as emotional 
arousal stimuli to cover the entire emotional range as previous 
studies have done. Third, this paper found that the model 
combining data on eye movements and facial expressions is the 
most precise in predicting behavioral engagement, but adding 
EEG data into the model would lower its precision. The facial 
expressions gave better prediction performance, which supports 
the findings of previous studies (Ashwin and Guddeti, 2019). In 
sum, the results add to a gap in the field of related research in the 
past, where many studies have confirmed that facial expression 
and gaze contribute to identifying, monitoring, and classifying 
behavioral engagement (D’Mello et al., 2017; Alkabbany et al., 
2019), but few studies have focused on how well the predictions 
work in the combined model.

Addressing RQ3 (What are the features of learner engagement 
according to the prediction model?), this study showed that the 
highest score of teachers’ cognitive engagement in the third 
learning stage. This consists with previous researchers’ 
conclusions that cognitive engagement is essentially a process of 
continuous fluctuation that occurs when the person interacts 
with a specific scenario. When teachers interact with specific 
learning tasks or environments, cognitive engagement happens 
(Li and Lajoie, 2021). Helme and Clarke (2001) identified three 
interacting factors that influence cognitive engagement: the 
individual, the learning environment, and the task. In the third 
stage, the online synchronous training environment provides a 
platform for cognitive engagement where teachers work in small 

groups to collaborate around specific tasks, which helps stimulate 
deeper strategies and efforts. However, it is noteworthy that a few 
learners in this study had significantly decreased cognitive 
engagement in the third and fourth learning stage. The third stage 
of training in this study is the collaborative learning stage, where 
the learners’ emotional and cognitive processes become more 
complex in an online collaborative learning environment because 
each group member’s reaction affects the overall emotional 
climate and learning process (Törmänen et  al., 2021; Ye and 
Zhou, 2022). One possible reason for this is that in this study, 
we  allowed teachers to choose their topics for collaborative 
inquiry, but lacked scaffolding to facilitate deep reflection and 
cognitive processing and due to time constraints, some teachers 
exhibited relatively more low-level cognitive processes (e.g., 
understand; Lin et al., 2014). In other words, instructors can also 
appropriately clarify collaboration requirements and evaluation 
criteria to help learners with self-regulation and self-control 
(Dabbagh and Kitsantas, 2004).

As to emotional engagement, the predictions also show that 
of the three dimensions of engagement, the score of teachers’ 
emotional engagement is the lowest but it increases gradually. This 
means as the learning activity proceeds, especially after the 
teachers are divided into groups, they get a stronger sense of 
belonging and consequently display a higher emotional 
engagement (Ulmanen et al., 2016). However, the overall score on 
this dimension remains low may because they are not familiar 
with each other or may not all be interested in the training theme. 
Previous research has found a significant relationship between the 
perceived value of feedback and the emotional engagement with 
feedback during online learning. Therefore it is not enough to 
provide feedback during an activity, it is also important to 
understand how teachers perceive the feedback they receive 
(Mayordomo et al., 2022).

FIGURE 4

Spatial and temporal distribution coordinates of engagement.
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The results also show that of the three dimensions of 
engagement, teachers’ behavioral engagement has the highest 
score as well as the highest prediction in the second and third 
stages. The Expectancy-Value-Cost Model of Motivation suggests 
that perceived task value directly influences choice, persistence, 
and performance, and that engagement translates motivation into 
action (Barron and Hulleman, 2015), therefore, it is important to 
support teachers in finding value and relevance in their training 
(Wigfield et al., 2015). This implies that collaborative learning may 
be an important way of raising their behavioral engagement in 
online learning, as teachers may display various interactive 
behaviors with the contents, materials, and fellow teachers, such 
as research, communication, and division of work. In addition, 
we found that higher behavioral engagement does not necessarily 
represent a higher cognitive process. In other words, higher 
behavioral engagement may be predominantly low-level cognitive 
processes (e.g., memorization and comprehension; Ye and 
Zhou, 2022).

The findings of the study may contribute to the empirical and 
theoretical development of online teacher professional 
development. First, many studies have emphasized that online 
teacher training is beneficial to promote teachers’ professional 
development. Our study quantifies the predictive and explanatory 
ability of multimodal data on teachers’ online learning process, 
which can help advance online learning platforms to design and 
optimize online courses in the future. Second, this study focuses 
on an important indicator of teachers’ online learning, namely 
engagement. In particular, our findings reaffirm that engagement 
is a fluctuating variable, and we find large differences in teachers’ 
engagement in training across cognitive, emotional, and 
behavioral dimensions, as revealed by multimodal data, rather 
than the traditional use of questionnaires at the post-test. Third, 
the fact that this study found differences in the variation of 
teachers’ engagement across instructional activity designs 
promotes our thinking about how to design sequences of 
instructional activities to improve the effectiveness of teacher 
training, especially regarding collaborative learning among  
teachers.

There are some limitations to this research which also can 
be considered for future research. First of all, the questionnaire is 
designed in such a way that the participants, out of habit, would 
prefer moderate answers to radical ones such as “strongly agree” 
or “strongly disagree.” As a result, the models have no access to 
fringe scenarios and are therefore not good at predicting them. 
Wider samples should be considered in the future to enrich our 
findings, and the “think aloud” approach can also be adopted to 
examine and improve the validity of inferring data on the 
behavioral trajectory. Secondly, to not disturb the teachers during 
learning, we  mainly used the usual data on brain waves, eye 
movements, and facial expressions for this experiment, but data 
on more dimensions can be incorporated in the future to expand 
and enrich the predictive models. Thirdly, as our findings indicate 
an inclination among the teachers to choose longer-term TPD 
(Philipsen et al., 2019), follow-up studies can be conducted going 

forward at greater depth by, for instance, collecting multimodal 
data on the teachers when they sign up for weeks-long, months-
long or even year-long online training. Finally, this study found 
differences in sub-dimensions of engagement through a predictive 
perspective, the next step is to conduct a more in-depth analysis 
of the interplay between cognitive process, emotion, and 
behavioral engagement in conjunction with the predictive model. 
Besides, It is critical to help improve teacher training programs 
based on predicted effects, so that in the future, training course 
content and processes can be  optimized in conjunction with 
design-based research methods.

Conclusion

The development of artificial intelligence, including sensor 
technology, has provided the means to collect and analyze learning 
data from various channels and to make the predictive models on 
learners’ engagement and test performance more precise. This 
information has shed light on how to improve the approach to 
online teacher training and develop self-adaptive tools. Previous 
studies have shown the prospects of multimodal data in predicting 
learners’ learning performance in human-computer interaction, 
but in the field of OTPD, hardly any researcher has ever noticed 
the synergizing potential of multimodal data for online 
synchronous learning.

It is against such a background that this paper created 
predictive models using various data combinations to examine 
and evaluate how precise the predictions on learners’ engagement 
and test performance are. Unlike previous studies that only 
focused on one or two dimensions of engagement, we developed 
predictive models for all three dimensions – cognitive engagement, 
emotional engagement, and behavioral engagement – separately. 
The results show that by and large, models using bimodal or 
multimodal data are more precise in predicting engagement, but 
more modal data does not necessarily result in higher predictive 
precision. This study tries to make a predictive analysis of the 
learners’ learning process based on the predictive models, which 
can reflect the real-time change of their engagement, as we found 
that the learners’ cognitive engagement, emotional engagement, 
and behavioral engagement all displayed different features in 
different learning stages.
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