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Studies of native syntactic processing often target phrase structure violations that do not 
occur in natural production. In contrast, this study examines how variation in basic word 
order is processed, looking specifically at structures traditionally labelled as violations but 
that do occur naturally. We examined Swedish verb-second (V2) and verb-third (V3) word 
order processing in adult native Swedish speakers, manipulating sentence-initial adverbials 
(temporal idag ‘today’, spatial hemma ‘at home’ and sentential kanske ‘maybe’) in 
acceptability judgements, in simultaneously recorded event-related potentials (ERP) to 
visually presented sentences and in a written sentence completion task. An initial corpus 
study showed that the adverbials differ in frequency in fronted position 
(idag > kanske > hemma), and although all occur mainly with V2 word order, kanske occurs 
more frequently with V3 in natural production than both idag and hemma. The experimental 
results reflected these patterns such that V2 sentences were overall more frequently 
produced and were deemed more acceptable than V3 sentences. The ERP results 
consisted of a biphasic N400/P600 response to V3 word order that indicated effects of 
word retrieval and sentence reanalysis. We also found consistent effects of adverbials. 
As predicted, V3 was produced more frequently and judged as more acceptable in Kanske 
sentences than in sentences with the other two adverbials. The ERP analyses showed 
stronger effects for idag and hemma with V3, especially regarding the P600. The results 
suggest that the naturally occurring word order ‘violation’, V3 with kanske, is processed 
differently than V3 with other adverbials where the V2 norm is stronger. Moreover, these 
patterns are related to individuals’ own production patterns. Overall, the results suggest 
a more varied native word order processing than previously reported.
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INTRODUCTION

Much research on language processing has focused on ambiguity 
resolution and on the effect of syntactic complexity on integration 
(for a review, MacDonald and Hsiao, 2018). Much less work 
has examined how variation in basic syntactic structures is handled. 
The current study explores the processing of basic word orders, 
such as the Germanic verb-second (V2) word order in which 
the finite verb occurs in second position in a main clause regardless 
of whether it starts with a subject (e.g. she; SVO) or an adverbial 
(e.g. today; AdvVSO). Although V2 is normally regarded as a 
robust word order rule, speakers of V2 languages have been 
observed to occasionally also produce clauses with V3 word 
order (AdvSVO), for example following specific sentence adverbials 
(e.g. kanske hon vill låna min cykel lit. Maybe she wants borrow 
my bike, Bohnacker, 2006, p.  455). However, virtually nothing 
is known about the real-time native processing of such basic 
word order variation, including what has traditionally been 
regarded as word order violations (but see Duffield et  al., 2007). 
This study therefore investigated V2/V3 processing in 20 adult 
Swedish native speakers, manipulating sentence-initial adverbial 
(temporal idag ‘today’, spatial hemma ‘at home’ and sentential 
adverbial kanske ‘maybe’) in a sentence completion task, in 
untimed acceptability judgements, and simultaneously recorded 
event-related potentials (ERP) to visually presented sentences.

BACKGROUND

V2 Word Order
In so-called verb-second or V2 languages (such as all mainland 
Scandinavian languages, German and Dutch), the finite verb 
appears in second position in main clauses, preceded by only 
one constituent regardless of whether it is a subject, adverbial 
or something else. If an element other than the subject appears 
in the initial position of a declarative main clause, the subject 
appears in third position leading to so-called subject-verb 
inversion (XVS where X can be  any other constituent) or V2. 
In Swedish this affects approximately 40% of all declarative 
utterances in spoken production both in adult language and 
child directed speech regardless of register or dialect (Jörgensen, 
1976; Håkansson, 1988; Håkansson and Nettelbladt, 1996). Most 
spoken XVS sentences start with a fronted adverbial; objects 
in first position are information structurally marked in Swedish. 
The most frequently fronted adverbials appear to be  temporal 
(Jörgensen, 1976; for child directed speech, Josefsson, 2003). 
The proportion of XVS or V2 has been assumed to be  higher 
in written than spoken Swedish (Westman, 1974; Jörgensen, 1976).

Although V2 is generally considered to be uniform in native 
Swedish, cases where the finite verb occurs in third position 
without subject-verb inversion (XSV or V3) are nonetheless 
found in native speaker production. In simple declarative main 
clauses, such deviations from V2 have traditionally been discussed 
as word order violations. However, they appear to be acceptable 
with certain fronted adverbials (e.g. Jörgensen, 1976; Platzack, 
1998; Bohnacker, 2006; Andréasson, 2007; for a discussion of 
acceptable norm violations in languages, see Hubers et  al., 

2020). The Swedish Academy Grammar of Swedish (SAG) states 
that declaratives with sentential adverbials, such as kanske, 
måhända and kanhända ‘maybe, perhaps’ in first position can 
optionally occur with inverted (V2) or non-inverted (V3) word 
order (SAG; Teleman et  al., 1999), as in (1a) and (1b).1

 (1) a. V2: Kanske har han […] varit där i  dag.
maybe has he  […] been there today

  b. V3: Kanske han […] har varit där i  dag.
 maybe he  […] has been there today 

(SAG; Teleman et  al., 1999, Vol. 4, p.  21–22).

Jörgensen (1976) also notes that sedan (‘then’) occasionally 
occurs with V3 word order when fronted (see also Bohnacker, 
2006). Overall, however, there is little quantitative information 
on how common such optional V3 word orders with fronted 
adverbials really are in standard native Swedish, although it 
is often assumed that it is more frequent in spoken, informal 
production (cf. Ganuza, 2008). It is worth noting that V3 
word order frequently occurs in non-native production of V2 
languages (Hyltenstam, 1977, 1978; Bolander, 1988; Håkansson 
and Nettelbladt, 1996) and in so-called contemporary urban 
vernaculars, that is, youth speech styles originating from multi-
ethnic urban areas. In most Germanic urban vernaculars, V3 
word order is thought to be  frequent and a distinguishing 
feature (Kotsinas, 1998; Quist, 2008; Wiese, 2009; Freywald 
et  al., 2015; for an overview, Walkden, 2017). However, in a 
corpus of Swedish urban vernaculars, V3 word order occurred 
in only 7.4% of the topicalised sentences with an adverbial 
in first position (Ganuza, 2008).

In sum, although V2 word order in main clauses with 
fronted adverbials is the standard in native Swedish, some 
variations are clearly present in native production, notably with 
fronted sentential adverbial kanske ‘maybe’. However, Swedish 
basic word order has mainly been studied in offline language 
production. Very little is known about how Swedish basic word 
order is processed in online sentence comprehension.

Word Order Processing
The literature on word order processing often examines effects 
on processing of violations of word order rules, but also effects 
of variation, as determined by ‘typicality’ or frequency. Studies 
commonly investigate processing costs behaviourally through 
longer reaction or reading times (e.g. Meng and Bader, 2000; 
Hopp, 2006; Duffield et  al., 2007) and neurocognitively in 
quantitatively or qualitatively different ERP effects (for reviews, 
see Kaan, 2007; Hagoort and Indefrey, 2014).

In research on the processing of word order violations, 
neurocognitive ERP studies typically report a biphasic effect 
consisting of an anterior negativity, sometimes left lateralised 
(LAN), followed by a parietal positivity with an onset around 

1 The […] in both examples (1a) and (1b) are place holders for the Swedish 
negation particle inte ‘not’. In the Swedish Academy Grammar (SAG) examples 
are often presented in negated form in order to fully illustrate possible word 
order phenomena. As negation is not discussed in this paper, the sentence is 
presented in the affirmative mode.
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600 ms after critical word onset, the P600 (for a review, Swaab 
et  al., 2012). In these studies, the negativity is described as 
an automatic response to the violation while the P600 is 
described as related to a reanalysis of the sentence or a syntactic 
integration difficulty (see, e.g. Van Petten and Luka, 2012). 
The latter interpretation is supported by the fact that the P600 
is elicited also in correctly formed sentences that require 
reanalysis, such as in garden path sentences and syntactically 
more complex sentences (Osterhout and Holcomb, 1992, 1993; 
Osterhout et  al., 1994; Osterhout, 1997; Kaan et  al., 2000; 
Friederici, 2002; Kaan and Swaab, 2003; Brouwer et  al., 2012). 
Importantly, however, most studies of word order violations 
typically do not study naturally occurring violations but rather 
phrase structure violations, such as *…Max’s of proof the theorem 
(Neville et al., 1991, p. 154). These violations elicit the biphasic 
response (LAN/P600) indicating processing difficulties. The 
biphasic response has been reported in several subsequent 
studies (e.g. Friederici et  al., 1993, 2002; Hagoort et  al., 1993; 
Weber-Fox and Neville, 1996; Hahne and Friederici, 2002; Isel 
et al., 2007; Yamada and Neville, 2007; Steinhauer et al., 2010). 
In offline acceptability judgement tasks, similar phrase structure 
violations are usually related to lower acceptance rates (Fanselow 
and Frisch, 2006; Häussler et  al., 2015; Almor et  al., 2017). 
In contrast, very few studies have examined the processing of 
naturally occurring basic word order ‘violations’, such as V3  in 
V2 languages.

Weyerts et  al. (2002) investigated the processing of SVO 
(which they referred to as V2) and SOV in German main 
and embedded clauses. They compared ungrammatical SOV 
in the main clause with grammatical SOV in the embedded 
clause and reported an increased positivity for ungrammaticality. 
They also reported a frontocentral negativity for SOV regardless 
of grammaticality. However, when comparing SVO in both 
clause types they found no ERP effect related to grammaticality. 
They concluded that these patterns were related to a preference 
for or ease of processing of the more common SVO word 
order. A study of Dutch took a similar approach (den Ouden 
and Bastiaanse, 2009). This ERP study showed a sustained 
anterior negativity that did not differ with word order and 
that could be  an indication of an increased working memory 
load. Similarly to Weyerts et  al. (2002), the study also found 
a P600, but in this case both for SOV in main clauses and 
for SVO in the embedded clause, thus in contrast to the 
previous study restricted to contexts of word order violations.

Importantly, in the first of these studies (Weyerts et  al., 
2002) the ERPs were time-locked to V and O, respectively. It 
is therefore not clear whether the different effects were related 
to a different processing of verbs and nouns or to word order 
per se (for a more thorough discussion, see Schlesewsky et  al., 
2002; den Ouden and Bastiaanse, 2009). However, regardless, 
the null effect of SVO in embedded clauses replicated the null 
effect in their first experiment, a self-paced reading study where 
ungrammatical VO was read as quickly as grammatical OV, 
while ungrammatical OV in the main clause differed from 
grammatical VO. Also, it is unclear for the parser in both 
studies (Weyerts et al., 2002; den Ouden and Bastiaanse, 2009) 
that SVO is incorrect until after it has processed the V—it is 

only then that the transitive structure becomes clear and that 
the word order is revealed as incorrect. In contrast to these 
two studies, a recent study used S as the critical word, since 
the V2 word order was investigated in sentences starting with 
an adverbial phrase that should, according to normative syntax, 
be  followed by a V. Violations of V2 word order in sentences 
with long prefields (i.e. a long first constituent consisting of 
several adverbials, e.g. idag efter skolan ‘today after school’), 
elicited a biphasic response (LAN/P600; Andersson et al., 2019).

In contrast to studies of violations of word order, a different 
line of research targets effects of variation in basic word order. 
These studies often suggest frequency effects such that frequent 
structures are preferred or more easily processed than less 
frequent ones (e.g. Friederici et  al., 1998, 2002; Rösler et  al., 
1998; Vos et  al., 2001; Fiebach et  al., 2002; but see Yamashita, 
1997; Mishra et  al., 2011). For example, the first noun phrase 
of a main or subordinate clause is often interpreted as a subject 
rather than an object (the subject-first preference; MacWhinney 
et  al., 1984; Frazier, 1987; Schriefers et  al., 1995; Hyönä and 
Hujanen, 1997; Kaan, 1997), even when other constituents can 
occur sentence initially (e.g. Basque; Erdocia et  al., 2009). For 
instance, in Spanish, the less frequent but well-formed OVS 
word order elicited stronger anterior negativities in comparison 
to the more common SVO order (Ostrosky-Solis et  al., 1996). 
In cases eliciting a sustained negativity this has been explained 
as reflecting an increased memory load, while the following 
positivity has been argued to reflect difficulties with syntactic 
integration (e.g. Fiebach et al., 2002). Importantly, the positivity 
found in response to syntactically more complex sentences is 
often more frontally distributed than the positivity typically 
elicited by word order violations (Friederici et  al., 2002). Thus, 
the different distributions have been suggested to indicate either 
difficulties with syntactic integration (frontal distribution) or 
with reanalysis (posterior distribution).

The processing of preferred word order has also been studied 
in Swedish. Hörberg et  al. (2013) investigated the processing 
of information structurally marked sentences with the object 
in the first position (OVS vs. SVO), focusing on the effects 
of grammatical functions and pronominal case marking on 
syntactic reanalysis. They reported what they referred to as a 
‘reanalysis N400’, that is, a negativity in the N400 time window 
over right parietal sites when the parser reached the subject 
pronoun in nominative case and realised that the sentence-
initial noun was not the subject. Dröge et  al. (2016) also 
investigated preferred and non-preferred word orders, SO and 
OS following the verb in answers to questions where subjects 
and objects were case marked (e.g. Ja natürlich verfolgt der 
Nachtwächter den Dieb, lit. ‘Yes of course chases the.SUBJ night 
guard the.OBJ thief ’ vs. Ja natürlich verfolgt den Dieb der 
Nachtwächter, lit. ‘Yes of course chases the.OBJ thief the.SUBJ 
night guard’). They reported a biphasic response where the 
negativity was elicited by OS regardless of whether case marking 
or animacy indicated the syntactic role, while the subsequent 
positivity was stronger with case marking. That is, when there 
was no ambiguity of syntactic role and the parser could 
be  certain of the mismatch of expectation, the positivity 
was stronger.
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Another negativity is of interest for the current study, the 
N400. This centro-medial negativity with a peak around 400 ms 
post critical word onset has traditionally been discussed as 
indicating semantic integration (Kutas and Hillyard, 1980, 1984; 
Holcomb and Neville, 1991) or retrieval of lexical–semantic 
information (Kutas and Federmeier, 2000; Lau et  al., 2008; 
Brouwer et  al., 2017). The effect decreases with expectancy, 
such that each word in a sentence elicits the N400 and the 
amplitude is reduced with each word in the sentence as the 
words concur with the expectation (Kutas and Hillyard, 1980). 
Similarly, the negativity reported for non-preferred word order 
is thought to indicate a violation of expectation of a particular 
word or lexical item (e.g. Dröge et  al., 2016; Kuperberg et  al., 
2020). Such effects of violations of expectancy have been 
successfully computationally modelled (Brouwer et  al., 2021). 
The computational model combined a neurocomputational 
model (Brouwer et  al., 2017) with a comprehension model 
(Venhuizen et  al., 2019) and took each subsequent word and 
previous linguistic experience into account for prediction of 
the upcoming word. Difficulties of processing were negatively 
related to expectancy and positively to amplitude of the ERP 
effects (N400 and P600). These combined results indicate that 
the N400 indexes retrieval processes and are therefore sensitive 
to expectancy. Importantly, neither the N400 nor the P600 
should be thought of as related to a linguistic domain (semantics, 
pragmatics or syntax) but rather to cognitive processes related 
to expectancy and surprisal (see Dröge et  al., 2016).

In support of such interpretations, studies investigating 
second language processing have reported differences in native 
and non-native processing such that syntactic processing is 
reflected both in a P600 and a N400 (Osterhout et  al., 2006; 
Mueller et  al., 2009; Carrasco-Ortíz et  al., 2017; Kimppa et  al., 
2019). These differences in elicited ERP effects to syntactic 
violations are believed to represent the fact that word retrieval 
is comparably undemanding for native speakers, such that the 
ERP response is restricted to a P600 (Brouwer et  al., 2017; 
Brouwer and Crocker, 2017). In contrast, the N400 effect in 
non-native speakers has been suggested to indicate a reliance 
on lexical or semantic processes for processing morphosyntax 
(e.g. Kimppa et al., 2019). Importantly, such individual differences 
in elicited effects (N400 or P600) have also been reported in 
native syntactic processing (Osterhout, 1997), suggesting that 
changes to processing demands yield different ERP effects. 
Accordingly, if the task is demanding or proficiency in the 
language is low, syntactic processing of violations can be reflected 
in an increased N400 rather than an increased P600. However, 
these individual differences in effects can show up as a biphasic 
response in grand average waveforms (McLaughlin et al., 2010; 
Tanner et  al., 2014; Tanner and Hell, 2014).

In a recent paper, Fromont et al. (2020) have also suggested 
that a biphasic N400-P600 response can be considered to be an 
index of word order violations (referred to as a syntactic 
category violation in the paper). When controlling for the 
word preceding the critical word (e.g. in the French stimuli 
either the determiner le or the clitic pronoun le), they found 
an N400 effect rather than a LAN to the word order violation 
(substituting a verb for a noun and vice versa) followed by 

a P600. In addition, they manipulated a preceding context 
sentence so that a critical word was semantically primed or 
not primed which affected the N400 amplitude of the critical 
word, such that the effect was similar to that from the word 
order violation manipulation. Importantly, however, when 
presenting the syntactic category violation simultaneously with 
the semantic violation, they reported additive effects, suggesting 
that the N400 effect for the two types of violations are distinct.

In sum, previous behavioural and neurocognitive work on 
the processing of word order has either targeted (phrase 
structure) violations or frequency effects of naturally occurring 
word order variation, such as SVO and OVS orders. Both 
violations and low frequencies seem to incur lower acceptance 
rates and higher processing costs. However, so far little is 
known about the online processing of optionally occurring 
variations in main clauses traditionally regarded as basic word 
order violations. In the current study, we  therefore probe the 
processing of ‘correct’ V2 and ‘incorrect’ V3 structures, 
traditionally regarded as violations, but that occur in native 
speaker production, possibly at lower frequency rates.

CURRENT STUDY

This study sets out to examine whether native speakers of 
Swedish are sensitive to V2-V3 variations in basic word order 
and specifically whether effects differ depending on the single, 
fronted adverbial and its frequency. According to older corpus 
studies temporal adverbials are more often fronted in Swedish 
than spatial adverbials (Jörgensen, 1976), but the exact frequencies 
of fronted temporal, spatial and sentential adverbials are not 
known, nor to what extent they allow for V2 and V3 word 
orders, respectively. We  therefore first carried out a corpus 
study to examine the frequencies of fronted temporal (idag 
‘today’), spatial (hemma ‘at home’) and sentential (kanske 
‘maybe’) adverbials in V2 and V3 sentences in contemporary 
Swedish. We then tested Swedish native speakers on an untimed 
acceptability judgement task after each visually presented sentence 
during which event-related potentials (ERP) were recorded and 
their performance on a sentence completion task.

Preamble—A Corpus Study
Using the online search tool KORP available at Språkbanken 
(Borin et  al., 2012; Språkbanken, 2018), we  searched for V2 
and V3 word order structures in the collection of corpora 
referred to as Bloggmix. Bloggmix consists of 615,658,549 
tokens (39,171,429 sentences) gathered from 1998 onwards and 
represents a good sample of informal written contemporary 
Swedish. In preparation for the experiments with a focus on 
word orders following the temporal adverbial idag, 'today', the 
spatial adverbial hemma, 'at home' or the sentential adverbial 
kanske ‘maybe’, we  searched Bloggmix for V2 (AdvVS) and 
V3 (AdvSV) word orders in main clauses following these three 
adverbials. Excluded were instances of these adverbials followed 
by further adverbial modifiers (underlined for presentation 
purposes), such as idag mellan 14 och 21 ‘today between 2 
and 9 pm’ or instances of stacking of the relevant adverbials 
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as in idag kanske vi har tur ‘today maybe we’ll be  lucky’. The 
sample is thus narrowly and strictly defined and constitutes 
a very small sub-sample of the entire corpus. Table  1 presents 
the incidence of V2 vs. V3 word order in Bloggmix.

The corpus data clearly indicate that V2 word order dominates 
overall, especially following the temporal adverbial idag ‘today’. 
However, the incidence of V3 word order is not negligible in 
the corpus, especially following the sentential adverbial kanske 
‘maybe’. Log likelihood tests (Rayson, 2018), which allow for 
comparisons across corpora of different sizes (cf. Rayson and 
Garside, 2000), reveal that V3 word order is significantly more 
frequent with the sentential adverbial kanske ‘maybe’ than with 
the time adverbial idag ‘today’ (LL = 900.96, p < 0.001) and the 
spatial adverbial hemma ‘at home’ (LL = 5.74, p < 0.05). V3 word 
order is also significantly more frequent with idag ‘today’ than 
with hemma ‘at home’ (LL = 34.19, p < 0.001), although this 
difference is hardly meaningful given the small numbers. 
Examples of V2 word order with kanske in the corpus include 
kanske tar folk bussen lit. Maybe catch people the buss, ‘maybe 
people catch the bus’, kanske är det OK lit. Maybe is it OK, 
‘maybe it is OK’. Conversely, examples of V3 word order with 
kanske include kanske förkylningen ger sig ‘maybe the cold 
disappears’, kanske man ska sluta ‘maybe one should stop’.

The corpus analysis thus supports previous observations 
from spoken corpora (Jörgensen, 1976; Josefsson, 2003) to the 
effect that the V2 pattern is overall strong in Swedish main 
clauses with sentence-initial temporal and (to some extent) 
spatial adverbials and that V3 word order is relatively more 
common with the sentential adverbial kanske ‘maybe’ in (written) 
production. Moreover, the spatial adverbial hemma ‘at home’ 
rarely occurs sentence initially regardless of word order.

Predictions
Based on previous findings we  expect to find overall effects 
of V3 word order in sentence completion, acceptability judgements 
and ERP effects. We expect V2 to be more frequent than V3  in 
the sentence completion task and V2 word order to be  more 
acceptable in the acceptability judgements. Neurocognitively, 
we expect an N400 to be followed by a P600 indicating difficulties 
with integration of the presented word category into the particular 
context. The N400 effect of word order violation is predicted 
rather than an anterior negativity since the early presentation 
of the critical word in the sentence does not allow for a build-up 
of expectancy. Instead, the N400 would be  an indication of 
difficulties with word retrieval (e.g. Choudhary et  al., 2009; 
Brouwer et  al., 2017) in the cases where the presented word 
is not an expected verb (see Fromont et al., 2020 for a biphasic 
N400/P600 response to word category violations).

We also predict effects for the individual sentence-initial 
adverbials. In the sentence completion task, we  expect a higher 
rate of V3 word order with kanske in comparison to sentences 
initiated with hemma and idag. Similarly, we  expect higher 
acceptability for V3 word order with kanske than with idag and 
hemma. These patterns are expected to be reflected in differences 
in the ERP effects, such that the effects with the temporal and 
the spatial adverbial are expected to be  similar in amplitude, 
while the amplitude of the effects with the sentential adverbial 
is expected to be attenuated since both V2 and V3 occur naturally, 
thus replicating previous studies showing an attenuated P600 
with more uncertainty (Dröge et  al., 2016).

MATERIALS AND METHODS

Participants
A total of 20 native Swedish speakers were recruited at Lund 
University (excluding students of linguistics). They filled in a 
language background questionnaire (Gullberg and Indefrey, 2003) 
and a socioeconomic status (SES) questionnaire (Hollingshead, 
1975). All participants had normal or corrected to normal vision, 
reported normal hearing, were right-handed according to the 
Edinburgh handedness questionnaire (Oldfield, 1971) and had 
no history of neurological or language disorders (results from 
the language background and SES questionnaires were used for 
a different study and will not be  reported on further here). 
Participant characteristics are summarised in Table  2.

Tasks and Materials
Sentence Completion Task
A computer-based sentence completion task (SCT) was developed 
to test participants’ (written) production of word order. Each 
trial consisted of a lead-in fragment followed by boxes with words 
or word combinations which had to be  ranked from 1 to 3 so 
that the sentence could be  read from top to bottom (Figure  1).

In the experimental sentences (60), the lead-in fragment 
consisted of one of three adverbials, the temporal adverbial idag, 
'today' (15), the spatial adverbial hemma, 'at home' (15) or the 
sentential adverbial kanske ‘maybe’ (30). Grammatical subjects 
and verbs had to be  ordered as described above. Grammatical 
subjects consisted of lexical singular nouns (flickan, 'the girl', 
pojken ‘the boy’) and personal pronouns in third person singular 
(hon, 'she', han ‘he’) equally distributed across the three adverbials. 
Verbs occurred in the simple past and were selected from the 
most frequent verbs in the Parole corpus (2012); range: 10–4,743, 
M = 887, SD = 1006.43. The experimental sentences were 
intermingled with fillers (180). These consisted of four sentence 

TABLE 1 | Incidence (raw frequencies) of V2/V3 word order in Bloggmix 
following sentence-initial adverbials.

Adverbial V2 word order V3 word order

Idag ‘today’ 6,158 25
Hemma ‘at home’ 46 7
Kanske ‘maybe’ 1,184 243
Total 7,388 275

TABLE 2 | Participants.

N (Females) Age (SD) SES (SD)

20 (8) 23;10 (4;9) 48 (14.7)

Age, given in Years; Months. SES, socioeconomic status according to Hollingshead 
(1975, range 0-66).
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types, namely, wh-questions, adverbial-first, subject-first and 
negated subject-first sentences. Filler sentences contained 15 
additional sentences starting with idag and 15 with hemma with 
long lead-ins that were analysed for a previous study (Andersson 
et al., 2019), to the effect that participants constructed sentences 
equally often with all three adverbials idag, 'today', hemma, 'at 
home' and kanske ‘maybe’. Filler sentences also contained different 
adverbials from the experimental items but were matched for 
type: one temporal adverbial (igår 'yesterday'), one spatial adverbial 
(här 'here') and three sentential adverbials (förmodligen 'probably', 
självklart 'obviously' and naturligtvis ‘of course’).

A total of 240 sentences (see Supplementary Materials) 
were presented to each participant. Sentences were pseudo 
randomised with the constraint that no more than three sentences 
of the same type could appear in a sequence.

Acceptability Judgement Task
To probe comprehension offline, we  administered an untimed 
acceptability judgement task (AJT) while recording ERPs. The 
forced choice task followed each sentence where participants 
had to press either a green or red button to indicate whether 
the sentence was ‘good’ or ‘not so good’ (counterbalancing 
response hand for green or red across participants; see below 
for presentation details under the section on ERP recordings).

We presented grammatical sentences with V2 (120) and 
ungrammatical sentences with V3 word order (120), varying the 
adverbial as in the SCT. The verbs and grammatical subjects were 
identical to those that participants subsequently used in the SCT. 
To control for ERP wrap-up effects following the final word of 
the sentence (Osterhout and Holcomb, 1992, 1993; Hagoort et al., 
1993; Osterhout and Nicol, 1999), a final phrase differing in word 
length was added (0–5 words; see Supplementary Materials). The 
experimental sentences were intermingled with fillers (240), that 
consisted of V2/V3 sentences with multi-word prefields with initial 
idag ‘today’, hemma ‘at home’ or a further adverbial naturligtvis 
‘of course’, yielding a total of 480 sentences presented to each 
participant. Two lists were created counterbalancing the distribution 
of sentences as V2 or V3, such that each participant read an 
item either as a V2 or a V3 sentence (Table  3).

ERP Recordings
Sentences were visually presented to participants word by word 
(white Arial, 22 pt. on black background) in the centre of a 
computer screen 130 cm in front of the participant while the 

electroencephalogram (EEG) was recorded and time-locked to 
the critical word (the grammatical subject), the first word at 
which the word order violation first could be  detected. Words 
were presented for 300 ms with an inter-stimulus interval (ISI) 
of 200 ms to reduce early ERP effects related to the word 
preceding the critical word (Steinhauer and Drury, 2012). 
Sentence-final words were followed by full stops. No other 
punctuation was included. The final word was followed by a 
blank screen for 700 ms. Three question marks then appeared 
on the screen until the acceptability judgement was made. 
The timing of the judgement (reaction time) is measured by 
E-prime (Schneider et al., 2012) by default. A subsequent button 
press moved the experiment on to the next test item. The 
EEG was recorded from 29 electrodes mounted in an elastic 
cap (EASYCAP). Data from 12 pairs of lateral sites (F7/8, 
FT7/8, F3/4, FC3/4, T7/8, TP7/8, C3/4, CP3/4, P7/8, P3/4, 
PO7/8 and O1/2) were included in analyses while FP1/2 and 
the three midline sites (FZ, CZ and PZ) were only used for 
detecting artefacts. This was also the case for the four additional 
electrodes that monitored blinks (above and below the left 
eye, i.e. VEOG) and eye movements (at the outer canthi of 
both eyes, i.e. HEOG). These electrodes had an impedance 
maintained below 10 kΩ while the impedance of all other 
electrodes was maintained below 5 kΩ. Neuroscan SynAmps2 
(bandpass 0.05–0.100 Hz) was used to amplify the EEG that 
was digitised at a sampling rate of 500 Hz. Each scalp electrode 
was referenced to Cz during recording and re-referenced to 
the averaged mastoids during offline processing.

Procedure
Participants signed consent forms in accordance with the 
Declaration of Helsinki and then filled in the language 
background, handedness and SES questionnaires. The 
experimental session started with the recording of ERPs and 
the AJT. Following the ERP session, participants took the SCT, 
a Swedish proficiency test (Swedex, 2012) and an English 
proficiency test (the Oxford placement test 2; Allen, 1992). 
The proficiency tests were administered because the data 
collection was part of a bigger study which also involved 
non-native speakers of Swedish as a second language (cf. 
Andersson et  al., 2019). A complete session typically lasted 
for 2  h. Participants were debriefed after the session and 
awarded two movie tickets for their participation.

A B

FIGURE 1 | Sentence completion task (SCT). Sentences were presented with 
the adverbial on top followed by words or phrases below (A). By inserting a 
number in the empty boxes, the order of the words or phrases shifted as 
illustrated in (B). See Supplementary Materials for a full list of stimuli sentences.

TABLE 3 | Example and number of items of the experimental sentences in the 
AJT/ERP recordings.

V2 #Items V3 #items

Idag spelade hon/flickan piano

’Today played she/the girl piano’

40 Idag hon/flickan spelade piano

’Today she/the girl played piano’

40

Hemma spelade hon/flickan piano

’At home played she/the girl piano’

40 Hemma hon/flickan spelade piano

’At home she/the girl played piano’

40

Kanske spelade hon/flickan piano

‘Maybe played she/the girl piano’

40 Kanske hon/flickan spelade piano

‘Maybe she/the girl played piano’

40

120 120

https://www.frontiersin.org/journals/psychology
www.frontiersin.org
https://www.frontiersin.org/journals/psychology#articles


Sayehli et al. Variable Swedish Native Verb-Second Processing

Frontiers in Psychology | www.frontiersin.org 7 March 2022 | Volume 13 | Article 668276

Data Treatment and Analyses
Sentence Completion Task and Acceptability 
Judgement Task
A generalised linear mixed model (IBM SPSS Statistics 26) 
was used to analyse responses to the sentence completion task 
(SCT) to estimate the variance in the binary outcome variable 
(V2 vs. V3) with adverbial (temporal/spatial/sentential) as the 
predictor variable and items and participants as random effects 
considering the repeated measures.

For the AJT data, d-prime (d’) scores (Wickens, 2002) were 
computed to measure response accuracy such that d’ = 4 suggested 
near-perfect discrimination between V2 and V3 word orders 
and d’ = 0 chance level performance. The d’ scores were normally 
distributed as assessed by a Shapiro–Wilk test (p > 0.05). A 
one-way repeated measure analysis of variance (ANOVA) was 
conducted to test the effects of the within-subject factor 
(adverbial: temporal/spatial/sentential) on the d’ scores. Since 
the Mauchly’s test of sphericity indicated that the data violated 
assumptions of sphericity [χ2(2) = 50.90, p < 0.001], Greenhouse–
Geisser corrections were applied. In addition, Bonferroni 
corrections of the alpha levels were applied to post hoc pairwise 
comparisons when main effects were significant. In tables and 
in the body of the text only significant effects and corrected 
p-values and uncorrected degrees of freedom are reported.

ERP Preprocessing
All of the code used to perform the preprocessing and analysis 
presented here, as well as the raw data, are available on osf.io.2

All data preprocessing after data collection was performed 
using the MNE-Python software (Gramfort et  al., 2013) v. 
0.23.0  in Python v 3.9.6. The raw, continuous EEG data for 
each subject was bandpass-filtered in two ways: once using a 
highpass cut-off of 1 Hz (for artefact identification with 
independent components analysis—ICA—see below) and once 
with a highpass cut-off of 0.1 Hz (for further analysis). In 
both cases, the lowpass cut-off was 30 Hz and a zero-phase 
hamming-windowed finite impulse response filter was used, 
with MNE’s default parameters. ICA was then applied to the 
continuous, 1–30 Hz bandpass-filtered data, using the fastica 
algorithm (Hyvärinen, 1999) and set to produce the number 
of components that explained 99% of the variance in the data. 
MNE’s find_bads_eog algorithm was used to automatically 
identify ICA components associated with ocular artefacts (as 
indicated by high correlations with ocular channels), including 
blinks and eye movements., using a threshold of z > 3. ICA 
components meeting this criterion were removed to correct 
for ocular artefacts. The results of this process for each participant 
were inspected by an experienced EEG researcher (AJN), who 
confirmed that all ICA components automatically removed by 
this process were consistent with the known properties of such 
artefacts (e.g. having characteristic scalp topography, timing 
and frequency).

The ICA decomposition was then applied to the 0.1–30 Hz 
bandpass-filtered data, and the ocular components removed, 

2 https://dx.doi.org/10.17605/OSF.IO/5VN2Y

for further processing and analysis. The ICA-corrected data 
were then segmented around the onsets of the critical words 
(grammatical subjects of sentences), from 1,000 ms prior to 
the onset of the critical word, to 1,000 ms after. The data were 
not baseline-corrected, but were DC offset-corrected by 
subtracting the mean amplitude across the whole −1,000–1,000 ms 
epoch, at the level of individual trials and channels. Data were 
then re-referenced to the average of the left and right 
mastoid electrodes.

As noted above, we  did not baseline correct the ERP data 
in the conventional sense of subtracting the mean amplitude 
over a fixed prestimulus period from the post-stimulus data. 
Rather, each trial was mean-centred, and then, we  applied 
baseline regression using the approach described by Alday 
(2019). In this approach, mean amplitude over a prestimulus 
baseline segment (in our case, −100–0 ms relative to word 
onset) is computed, but it is included as a variable in a regression 
analysis of post-stimulus data, along with the experimental 
variables, rather than simply being subtracted. This approach 
allows the baseline term to interact with experimentally 
manipulated variables and thus account for potential differences 
in the baseline (including scalp topography differences) between 
conditions. In the present data, this was essential because the 
critical words in the V2 and V3 sentence structures were, by 
definition, preceded by different grammatical categories of 
words. Such systematic prestimulus variation in words during 
the ‘baseline’ period have been shown to lead to erroneous 
interpretations of ERP data, including the appearance of post-
stimulus differences in ERP amplitude that were actually induced 
by subtraction of very different baselines between conditions 
(see, e.g. Steinhauer and Drury, 2012).

The baseline regression was conducted in MNE-Python using 
code adapted from that published as supplementary material 
to Alday (2019; https://osf.io/pnaku/), including extending the 
code to apply baseline regression separately for each channel. 
For each subject, and across each trial, channel and time point, 
linear regression was applied with fixed effects of condition 
(6 levels, corresponding to each combination of sentence position 
and adverbial) and baseline and the interaction of those two 
variables. The results of this, with baseline effectively ‘regressed 
out’, were saved and used for visualisations as ERP waveforms 
and scalp topographies.

ERP Analyses: Statistical Analyses
For statistical analyses, we  computed mean amplitudes over 
a set of a priori time windows covering the entire post-
stimulus period: 100–300, 300–500, 500–700, 700–900 and 
900–1,000 ms. This was done individually for each participant, 
trial and channel. We  imported these data into the R software 
package v 4.1.1 (R Core Team, 2021) and performed linear 
mixed effects modelling using the bam function in the mgcv 
package v 1.8–36 (Wood, 2017).3 A number of candidate 

3 Although other R packages are often used for linear mixed effects analyses, 
such as lme4, we used mgcv’s bam because it is parallelized and runs considerably 
faster, and does not suffer convergence errors. By setting bam’s smooth terms 
to “re” we  are able to include random effects.
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models were fit for each time window and compared using 
the Akaike information criterion (AIC; Akaike, 1973), which 
estimates prediction error of a model, considering both the 
goodness of fit and the model’s complexity. The best model 
for every  time window included fixed effects of adverbial 
(kanske/hemma/idag), sentence position (V2/V3), region of 
interest (electrodes were grouped into 9 regions according to 
a grid of left/midline/right and anterior/central/posterior) and 
baseline, and all possible interactions between these variables, 
as well as random intercepts for subjects and for sentences.4 
In all analyses, we  ignored the interaction terms involving 
the baseline variable, meaning the effects of baseline were 
controlled for in the results, but not explicitly examined (Alday, 
2019). Significant interactions involving Adverbial and Sentence 
Position (and, if present, ROI) were further investigated in 
planned contrasts of V3-V2 for each adverbial at each ROI. 
The p-values for these contrasts were corrected for the number 
of multiple comparisons (3 adverbials × 9 ROIs = 27 contrasts) 
using the false discovery rate method of Benjamini and 
Hochberg (1995).

RESULTS

Sentence Completion Task, Acceptability 
Judgement Task
The results on the SCT and the AJT are presented in Table  4. 
In the SCT, participants produced almost only V2 sentences 
(M = 95.4, SD = 0.04). A generalised linear mixed model analysis 
suggested that sentences starting with the sentential adverbial 
kanske were less often produced with V2 word order than 
sentences with initial temporal (idag) and spatial (hemma) 
adverbials (kanske-idag: Est. = −1.37, SE = 0.48, t = −2.87, p < 0.05; 
kanske-hemma: Est. = −1.78, SE = 0.58, t = −3.19, p < 0.05). A 
one-way repeated measures ANOVA revealed a main effect of 
adverbial regardless of whether an outlier (d’ scores more than 
two standard deviations below the mean) was excluded [F(2, 
38) = 28.11, p < 0.001, η2 = 0.61] or not [F(2, 38) = 29.32, p < 0.001, 
η2 = 0.61]. Table  4 presents results from all 20 participants. 
Pairwise comparisons showed that participants were significantly 
better at discriminating V2 and V3 word order in sentences 
with the adverbial idag than sentences with both hemma and 
kanske, which also differed from each other in that participants 
were better at discriminating word orders in sentences with 
hemma than with kanske.

4 The model that we  fit that achieved the lowest AIC actually had a more 
complex random effects structure, comprising random slopes for channel by 
subject, and random slopes of sentence (i.e., item) by subject. However, the 
computational complexity of this model made it infeasible to derive all of the 
desired simple effects contrasts needed to interpret and visualize the model. 
For this reason, we  instead used a model with the same fixed effects structure, 
but a simpler random effects structure comprising only random intercepts for 
subjects and random intercepts for sentences. The results of these two models, 
in terms of which interactions achieved statistical significance, were very similar, 
and in our experience, more complex random effects structures lead to greater 
explained variance of the models, but negligible differences in the pattern or 
statistical significance of the results.

ERP Results
With baseline regression applied, the ERP waveforms elicited 
by the critical words across all three adverbials and both 
sentence positions looked generally similar, with a classic 
P1-N1-P2 pattern at lateral posterior electrode sites, followed 
by a prominent negativity over the vertex and then a positive 
deflection (Figure  2).

Given our hypotheses regarding ERP differences between 
V2 and V3 sentence positions and the interaction of this 
factor with adverbial, we  examined the difference waves 
created by the subtraction V3-V2, for each adverbial. These 
are shown, with 95% confidence intervals (CIs), in Figures 3–5 
and corresponding scalp topographic maps in Figure 6. These 
figures suggest a negativity over the vertex and extending 
to posterior sites from approximately 100–500 ms—with a 
peak around 400–500 ms, consistent with the N400—that was 
most pronounced for hemma and idag and smaller for kanske. 
Notably, the CIs for the differences in this time window for 
hemma and idag do not include zero within parts of the 
N400 time window.

The N400-like negativity was followed by a greater positivity 
for V3 than V2 sentence positions, for all adverbials. This late 
positivity was maximal from 700 to 900  ms over the vertex 
and was largest for idag and smallest for kanske. The CI did 
not include zero for a clear portion of the 700–900 ms time 
window for all three adverbials.

For each of the a priori time windows of interest, we  fit 
a family of linear mixed effects (LME) models, as detailed 
in the Methods, and selected the best one. In all time 
windows, the best model included the 4-way interaction of 
Adverbial × Sentence Position × ROI × Baseline, with random 
intercepts for Subjects and Items (i.e. sentences). For the 
purposes of interpretation, we  ignored any interactions 
involving baseline, as these were not of theoretical interest 
but rather included to control for baseline variation (Alday, 
2019). The results of these LME models are presented in 
Table  5, highlighting significant interactions involving the 
experimentally manipulated factors Adverbial and Sentence 
Position and, if significant, the interaction of ROI with 
either or both of these factors. In each time window, 
we  focus on the highest order interaction among these three 
variables, as the interpretation of any lower-order interaction 
involving the variables would necessarily be  influenced by 

TABLE 4 | Scores on sentence completions and accuracy judgements.

SCT (SD) AJT (SD)

Idag 0.99 3.33 

**

(0.03) (0.79) **

Hemma 0.98
**

3.00 
(0.04) (0.88)

Kanske 0.93 ** 1.38 **

(0.08) (1.06)

SCT, sentence completion task; AJT, acceptability judgement task; SD, standard 
deviation. Sentence completion: proportion V2 sentences. Acceptability judgements in 
d-prime scores. **p < 0.01.
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their participation in a higher-order interaction. Note that 
in reporting F statistics, we  provide the numerator degrees 
of freedom only. Computation of denominator degrees of 
freedom in LME models is a contentious topic, but in the 
present data set, with data treated at the level of individual 
trials, the denominator degrees of freedom were all >125,000, 
rendering small differences between computational methods 
functionally irrelevant.

100–300 ms
In the earliest time window examined, a negativity was already 
visible in the difference waveforms and topographic maps, 
particularly over left and right posterior ROIs, and extending 
toward the vertex of the head. The Adverbial × Sentence 
Position × ROI interaction was significant, F(16) = 1.7, p = 0.0388. 
Planned V3-V2 contrasts for each adverbial, at each ROI, are 
shown in Table  6 and visualised in Figure  7. Responses to 
critical words following all three adverbials showed a significantly 
greater negativity in V3 than V2 sentence positions at the left 

posterior ROI, at the right ROI for hemma and idag and also 
at the midline central and posterior ROIs for hemma.

300–500 ms
In this time window, the difference waveforms and topographic 
maps suggested an N400-like negativity largest over the vertex 
and lateral posterior sites. The Adverbial × Sentence 
Position × ROI interaction was not significant, however the 
Adverbial × Sentence Position, F(2) = 3.35, p < 0.0201 and 
Sentence Position × ROI, F(8) = 8.25, p < 0.0001, interactions 
were both significant. The Adverbial × Sentence Position 
interaction was attributable to a larger negativity for hemma 
than either kanske or idag, although the V3-V2 difference 
was significant for all three adverbials, collapsed across ROIs. 
The interaction of Sentence Position × ROI was due to 
significantly greater negativity for V3 than V2 sentences at 
the vertex (midline central) and all three posterior ROIs. 
This was true for all three adverbials, reflecting the lack of 
a 3-way interaction. The contrasts for both of these 2-way 

FIGURE 2 | Grand average waveforms, the ERPs to V2 word order (full lines) and V3 word order (dotted lines) for each adverbial at the nine ROIs. ERPs to subjects 
in V2 and V3 following hemma in green, idag in red and kanske in blue. Positive plotted up.
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interactions are presented in Table  6. For consistency with 
other time windows, Figure  7 plots the effects from the 
Adverbial × Sentence Position × ROI, but caution should be used 
not to infer differences between ROIs as a function of adverbial.

500–700 ms
In this time window, the negativity present in earlier periods 
appeared to be  giving way to a positivity, especially at left 
central electrodes. The Adverbial × Sentence Position × ROI 
interaction was significant, F(16) = 3.01, p < 0.0001. Planned 
V3-V2 contrasts for each adverbial, at each ROI, are shown 
in Table  6 and visualised in Figure  7. The greater positivity 
for V3 than V2 sentence positions apparent in the ERP plots 
was significant for hemma at the left central and right anterior 
ROIs, while at left and right posterior ROIs the difference 
was significant but reversed (i.e. more negative for V3). The 
greater positivity for V3 was also significant for idag at the 
left central ROI.

700–900 ms
This time window captured the peak of the greater positivity 
for V3 than V2 sentences that was apparent in the difference 
waveforms and topographic plots. The Adverbial × Sentence 
Position × ROI interaction was not significant, however, the 
Sentence Position × ROI interaction was significant, F(8) = 7.00, 
p < 0.0001. This was consistent with the observation that the 
positivity was present, with similar scalp distributions, for all 
three adverbials (although subjectively it appeared larger for 
hemma and idag than for kanske). The V3-V2 positivity was 
significant at all ROIs except left posterior sites.

Although there are two positive peaks visually in Figure  2 
in this and the previous time window, the statistical analyses 
and the difference wave forms (Figures  3–6) show that the 
positive effect of word order 500–700 ms overlaps in timing 
with a negativity, while there is only a positivity in the time 
window 700–900 ms. Our interpretation is therefore that it is 
one positive effect to the word order violation (V3) and that 

FIGURE 3 | Difference waveforms, the ERPs to V2 word order subtracted from that to V3 word order following idag ‘today’ at the nine ROIs. Confidence intervals 
(95%) are shaded. Positive plotted up.
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the different distribution is due to the combination with 
the negativity.

900–1,000 ms
In this time window, the difference waveforms and topographic 
maps indicated a continued positivity for V3 relative to V2 
sentences, with a similar topography as in the preceding 
time window. The Adverbial × Sentence Position × ROI 
interaction was significant, F(16) = 6.76, p < 0.0001. Planned 
V3-V2 contrasts for each adverbial, at each ROI, are shown 
in Table 6 and visualised in Figure 7. The adverbials hemma 
and idag showed similar patterns of significance, with greater 
positivity for V3 than V2 at midline central and right central 
and all three posterior ROIs. Hemma also showed a 
significantly greater negativity for V3 than V2, at left and 
right anterior ROIs. In contrast to the effects for those 
adverbials, kanske was associated with more negative responses 
for V3 than V2, at the left central and posterior, and right 
central, ROIs.

Interactions With Word Order Preference
We conducted additional linear mixed effects models, following 
the same procedures as above but with the inclusion of an 
additional behavioural variable derived from the SCT. Specifically, 
we  included the proportion of V2 sentences produced by each 
participant (such that a lower proportion would indicate greater 
tendency to produce V3 constructions). SCT performance was 
included as an additional fixed effect and allowed to interact 
with all other fixed effects except baseline, up to the full 4-way 
interaction of Adverbial × Sentence Position × ROI × SCT. We did 
not include interactions of baseline with SCT, since SCT was 
a subject-level variable and did not vary within an individual 
as a function of experimental conditions, so there was no 
justification to consider its interaction with baseline. Baseline 
was nonetheless still included in the model, with up to the 
4-way interaction Adverbial × Sentence Position × ROI × Baseline 
as in the analyses reported above. Here we  report only the 
significant interactions involving SCT and one or both of 
Adverbial and Sentence Position, as well as ROI if present.

FIGURE 4 | Difference waveforms, the ERPs to V2 word order subtracted from that to V3 word order following hemma ‘at home’ at the nine ROIs. Confidence 
intervals are shaded. Positive plotted up.
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In the 100–300 ms time window, SCT did not interact with 
other variables of interest.

In the 300–500 ms time window, SCT interacted with Sentence 
Position, F(1) = 6.76, p = 0.009. Across all adverbials and ROIs, 
SCT significantly modulated the size of the V3-V2 ERP difference, 
as shown in Figure  8. Specifically, the negativity elicited by 
V3 sentences relative to V2 was largest for those individuals 
who also produced a greater number of V3 sentences.

In the 500–700 ms time window, the SCT × Sentence Position 
interaction was again significant, F(1) = 4.48, p = 0.034. The 
relationship between SCT and ERP amplitude in this case was 
more subtle than in the preceding time window, however, 
shown in Figure  8—there was a ‘crossover’ effect such that 
ERP amplitudes were more negative for V3 than V2 in individuals 
who produced more V3 sentences, but for individuals who 
produced fewer V3 sentences, the pattern was reversed, with 
a more positive amplitude for V3 than V2.

In the 700–900 ms time window, there was a significant 
3-way interaction of SCT × Adverbial × Sentence Position, 

F(2) = 5.86, p = 0.003. As shown in Figure 8, the greater positivity 
for V3 than V2 sentences was largest among participants who 
produced more V3 sentences, but this was true only for hemma 
(t = −3.45, p = 0.008) and idag (t = −3.94, p = 0.001). For kanske, 
SCT also significantly modulated the V3-V2 difference (t = 4.85, 
p < 0.001), but for this adverbial the positivity was greater among 
those who produced more V2 sentences—the opposite of the 
pattern observed for the other adverbials.

Finally, in the 900–1,000 ms time window, there was again a 
significant SCT × Adverbial × Sentence Position. The pattern of 
results varied by adverbial as shown in Figure 8 and was similar 
to the pattern observed in the preceding 700–900 ms window 
(greater positivity for V3 than V2 for those producing more V3 
sentences) for hemma (t = −3.18, p = 0.018) and idag (t = −3.55, 
p = 0.005). For kanske (t = −3.02, p = 0.031), the pattern was different 
from the preceding window; in this later window, those who 
produced more V3 sentences showed a greater positivity for V2 
than V3 sentences, while little difference was seen between V2 
and V3 sentences among those producing the most V2 sentences.

FIGURE 5 | Difference waveforms, the ERPs to V2 word order subtracted from that to V3 word order following kanske ‘maybe’ at the nine ROIs. Confidence 
intervals are shaded. Positive plotted up.
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To summarise the relationships observed between V3 
sentence production preference and ERP effects to word orders, 
we  can make the following generalisations. Participants who 
produced predominantly or exclusively V2 constructions showed 
little or no difference in the ERP effects for V3 and V2 
sentences in the N400 time window. They did, however, show 
a stronger positive effect of word order with an onset of the 
positivity between 500 and 700 ms. Participants who produced 
more V3 sentences tended to show greater negativities for 
V3 relative to V2 sentences in the N400 time window and 
greater positivities for V3  in the late positivity time windows 
for hemma and idag. Responses to kanske sentences in the 
late positivity time windows were more complex, with greater 
positivities for V3 constructions in the 700–900 ms time 
window among those who produced predominantly or 
exclusively V2 constructions; but greater positivity for V2 
sentences in the 900–1,000 ms time window, for those who 
produced more V3 sentences.

DISCUSSION

This study aimed to investigate how variations in basic word 
order are handled behaviourally and neurocognitively by testing 

how native Swedish speakers process variations in basic word 
order (V2/V3) depending on sentence-initial adverbials. As 
predicted, the results revealed overall effects of V2-V3 word 
order in all tests. V2 was at ceiling and more frequent than 
V3  in the sentence completion task, confirming V2 to be  an 
overall strong pattern in native Swedish. Similarly, V2 word 
order was more acceptable than V3 word order in the acceptability 
judgements. Neurocognitively, we  found the expected biphasic 
N400/P600 response to V3 word orders. The presence of these 
effects despite the early appearance of the violation in the 
sentence, which gave the parser little time to build an expectation, 
can be  an indication of the strong preference for V2 word 
order in Swedish.

Turning to the effects of sentence-initial adverbials we found 
effects in all tests, also as predicted. In the sentence completion 
task, V3 word order was more frequent after initial kanske 
‘maybe’ than with the temporal and spatial adverbials. Similarly, 
V3 word order was most acceptable with kanske. In addition, 
participants were more likely to accept V3 sentences with 
hemma than with idag, possibly due to the unusual occurrence 
of hemma in sentence-initial position, as revealed by the corpus 
study (cf. Jörgensen, 1976). The ERP analyses with the three 
adverbials showed a negativity 100–500 ms followed by positivities 
500–1,000 ms that differed in amplitudes and onsets. Overall, 

FIGURE 6 | Topographic plots derived from difference waveforms. That is, the ERPs to V2 word order subtracted from that to V3 word order following each of the 
adverbials presented in the analysed time windows (100–300, 300–500, 500–700, 700–900 and 900–1,000 ms). Negativities in blue and positivities in amber.
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TABLE 5 | Results of the LME model for Adverbial, Sentence Position, ROI and baseline. 

df F p-value

100–300 ms

Adverbial 2 0.39 0.675
SentPos 1 0.82 0.364
ROI 8 84.67 < 0.001
baseline 1 51.34 < 0.001
Adverbial × SentPos 2 1.16 0.312
Adverbial × ROI 16 2.47 0.001
Adverbial × baseline 2 0.21 0.810
SentPos × ROI 8 2.50 0.010
SentPos × baseline 1 4.89 0.027
ROI × baseline 8 3.04 0.002
Adverbial × SentPos × ROI 16 1.70 0.039
Adverbial × SentPos × baseline 2 0.30 0.740
Adverbial × ROI × baseline 16 1.86 0.019
SentPos × ROI × baseline 8 0.94 0.485
Adverbial × SentPos × ROI × baseline 16 1.67 0.045
300–500 ms

Adverbial 2 0.13 0.880
SentPos 1 5.41 0.020
ROI 8 21.94 < 0.001
baseline 1 14.21 < 0.001
Adverbial × SentPos 2 3.35 0.035
Adverbial × ROI 16 0.59 0.891
Adverbial × baseline 2 1.82 0.163
SentPos × ROI 8 8.25 < 0.001
SentPos × baseline 1 5.18 0.023
ROI × baseline 8 3.40 0.001
Adverbial × SentPos × ROI 16 0.84 0.641
Adverbial × SentPos × baseline 2 3.18 0.042
Adverbial × ROI × baseline 16 2.39 0.001
SentPos × ROI × baseline 8 3.85 < 0.001
Adverbial × SentPos × ROI × baseline 16 2.46 0.001
500–700 ms

Adverbial 2 1.14 0.319
SentPos 1 6.15 0.013
ROI 8 14.44 < 0.001
baseline 1 59.20 < 0.001
Adverbial × SentPos 2 3.48 0.031
Adverbial × ROI 16 2.39 0.001
Adverbial × baseline 2 2.59 0.075
SentPos × ROI 8 1.38 0.199
SentPos × baseline 1 5.50 0.019
ROI × baseline 8 6.98 < 0.001
Adverbial × SentPos × ROI 16 3.01 < 0.001
Adverbial × SentPos × baseline 2 1.20 0.302
Adverbial × ROI × baseline 16 3.16 < 0.001
SentPos × ROI × baseline 8 2.91 0.003
Adverbial × SentPos × ROI × baseline 16 2.30 0.002
700–900 ms

Adverbial 2 0.89 0.412
SentPos 1 30.07 < 0.001
ROI 8 52.16 < 0.001
baseline 1 112.05 < 0.001
Adverbial × SentPos 2 1.80 0.166
Adverbial × ROI 16 1.17 0.281
Adverbial × baseline 2 1.85 0.157
SentPos × ROI 8 7.00 < 0.001
SentPos × baseline 1 1.08 0.299
ROI × baseline 8 1.17 0.311
Adverbial × SentPos × ROI 16 1.39 0.133
Adverbial × SentPos × baseline 2 2.39 0.091
Adverbial × ROI × baseline 16 0.66 0.839
SentPos × ROI × baseline 8 0.95 0.473

(Continued)
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TABLE 5 | Continued

df F p-value

Adverbial × SentPos × ROI × baseline 16 0.93 0.539
900–1,000 ms

Adverbial 2 1.30 0.272
SentPos 1 0.13 0.714
ROI 8 10.35 < 0.001
baseline 1 42.35 < 0.001
Adverbial × SentPos 2 1.35 0.260
Adverbial × ROI 16 8.70 < 0.001
Adverbial × baseline 2 0.62 0.536
SentPos × ROI 8 1.04 0.403
SentPos × baseline 1 5.58 0.018
ROI × baseline 8 2.13 0.030
Adverbial × SentPos × ROI 16 6.76 < 0.001
Adverbial × SentPos × baseline 2 1.71 0.182
Adverbial × ROI × baseline 16 0.94 0.524
SentPos × ROI × baseline 8 0.50 0.859
Adverbial × SentPos × ROI × baseline 16 1.41 0.127

Adverbial, idag, hemma or kanske; SentPos, sentence position, that is,V2 or V3; ROI, nine regions of interest (left/right/central for anterior/midline/posterior).

TABLE 6 | V3-V2 contrasts.

Adverbial ROI t p (FDR BH) Effect.size SE.eff Lower.CL Upper.CL

100–300 ms

kanske L_Ant 0.41 0.800 0.011 0.025 −0.039 0.060
hemma L_Ant 0.91 0.580 0.023 0.025 −0.027 0.073
idag L_Ant −1.00 0.534 −0.026 0.026 −0.076 0.024
kanske M_Ant −0.08 0.969 −0.004 0.052 −0.107 0.098
hemma M_Ant −1.88 0.161 −0.098 0.052 −0.201 0.004
idag M_Ant −2.00 0.137 −0.105 0.053 −0.208 −0.002
kanske R_Ant 2.12 0.115 0.054 0.025 0.004 0.104
hemma R_Ant −0.45 0.800 −0.011 0.025 −0.061 0.038
idag R_Ant −0.26 0.859 −0.007 0.026 −0.057 0.043
kanske L_Cent 1.06 0.534 0.027 0.025 −0.023 0.077
hemma L_Cent −0.41 0.800 −0.010 0.025 −0.060 0.039
idag L_Cent −1.03 0.534 −0.026 0.026 −0.077 0.024
kanske M_Cent 0.73 0.659 0.039 0.054 −0.066 0.144
hemma M_Cent −2.82 0.019 −0.150 0.053 −0.254 −0.046
idag M_Cent −1.33 0.383 −0.071 0.053 −0.176 0.034
kanske R_Cent 1.51 0.295 0.038 0.025 −0.011 0.088
hemma R_Cent −1.77 0.187 −0.045 0.025 −0.095 0.005
idag R_Cent 0.29 0.859 0.007 0.026 −0.043 0.058
kanske L_Post −3.22 0.006 −0.082 0.025 −0.131 −0.032
hemma L_Post −7.82 < 0.001 −0.198 0.025 −0.248 −0.149
idag L_Post −6.35 < 0.001 −0.163 0.026 −0.214 −0.113
kanske M_Post 0.84 0.598 0.044 0.053 −0.059 0.148
hemma M_Post −3.91 0.001 −0.205 0.052 −0.307 −0.102
idag M_Post −0.45 0.800 −0.024 0.053 −0.127 0.079
kanske R_Post −0.03 0.976 −0.001 0.025 −0.051 0.049
hemma R_Post −7.58 < 0.001 −0.194 0.026 −0.244 −0.143
idag R_Post −4.58 < 0.001 −0.117 0.026 −0.167 −0.067
300–500 ms

kanske −5.89 < 0.001 −0.073 0.012 −0.098 −0.049
hemma −8.71 < 0.001 −0.108 0.012 −0.133 −0.084
idag −7.41 < 0.001 −0.092 0.012 −0.117 −0.068

L_Ant 2.40 0.021 0.035 0.015 0.006 0.064
M_Ant −3.65 < 0.001 −0.110 0.030 −0.169 −0.051
R_Ant 0.27 0.830 0.004 0.015 −0.025 0.033
L_Cent 0.22 0.830 0.003 0.015 −0.026 0.032
M_Cent −5.41 < 0.001 −0.167 0.031 −0.227 −0.106
R_Cent −4.49 < 0.001 −0.066 0.015 −0.095 −0.037
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TABLE 6 | Continued

Adverbial ROI t p (FDR BH) Effect.size SE.eff Lower.CL Upper.CL

L_Post −12.04 < 0.001 −0.177 0.015 −0.206 −0.148
M_Post −4.97 < 0.001 −0.151 0.030 −0.211 −0.092
R_Post −13.07 < 0.001 −0.192 0.015 −0.221 −0.164

500–700 ms
kanske L_Ant 1.99 0.097 0.051 0.026 0.001 0.101
hemma L_Ant 5.79 < 0.001 0.148 0.025 0.098 0.198
idag L_Ant 2.26 0.071 0.058 0.026 0.008 0.108
kanske M_Ant −1.02 0.435 −0.054 0.053 −0.157 0.049
hemma M_Ant 2.10 0.096 0.111 0.053 0.007 0.214
idag M_Ant −0.20 0.907 −0.011 0.053 −0.114 0.093
kanske R_Ant 1.62 0.205 0.041 0.026 −0.009 0.091
hemma R_Ant 3.35 0.006 0.085 0.025 0.035 0.135
idag R_Ant −1.08 0.423 −0.028 0.026 −0.078 0.023
kanske L_Cent 1.99 0.097 0.051 0.026 0.001 0.101
hemma L_Cent 5.31 < 0.001 0.135 0.025 0.085 0.185
idag L_Cent 5.87 < 0.001 0.151 0.026 0.101 0.202
kanske M_Cent −0.67 0.619 −0.036 0.054 −0.142 0.070
hemma M_Cent 1.52 0.227 0.081 0.054 −0.024 0.186
idag M_Cent −0.44 0.774 −0.024 0.054 −0.129 0.081
kanske R_Cent 0.10 0.954 0.003 0.025 −0.047 0.053
hemma R_Cent 1.42 0.249 0.036 0.026 −0.014 0.086
idag R_Cent −2.02 0.097 −0.052 0.026 −0.102 −0.002
kanske L_Post −1.50 0.227 −0.038 0.025 −0.088 0.012
hemma L_Post −2.73 0.028 −0.069 0.025 −0.119 −0.020
idag L_Post 2.33 0.066 0.060 0.026 0.010 0.111
kanske M_Post −0.87 0.518 −0.046 0.053 −0.150 0.058
hemma M_Post 0.04 0.966 0.002 0.053 −0.101 0.106
idag M_Post −0.67 0.619 −0.035 0.053 −0.138 0.068
kanske R_Post −0.32 0.841 −0.008 0.026 −0.058 0.042
hemma R_Post −2.85 0.024 −0.073 0.026 −0.123 −0.023
idag R_Post −2.37 0.066 −0.061 0.026 −0.111 −0.010
700–900 ms

L_Ant 11.02 < 0.001 0.163 0.015 0.134 0.192
M_Ant 4.74 < 0.001 0.146 0.031 0.085 0.206
R_Ant 11.59 < 0.001 0.171 0.015 0.142 0.200
L_Cent 11.04 < 0.001 0.163 0.015 0.134 0.192
M_Cent 6.21 < 0.001 0.196 0.031 0.134 0.257
R_Cent 13.66 < 0.001 0.202 0.015 0.173 0.231
L_Post 0.07 0.941 0.001 0.015 −0.028 0.030
M_Post 5.62 < 0.001 0.174 0.031 0.113 0.234
R_Post 12.19 < 0.001 0.181 0.015 0.152 0.210

900–1,000 ms
kanske L_Ant −0.92 0.439 −0.024 0.026 −0.074 0.027
hemma L_Ant −3.05 0.006 −0.079 0.026 −0.129 −0.028
idag L_Ant −1.09 0.357 −0.028 0.026 −0.079 0.023
kanske M_Ant 0.05 0.962 0.003 0.054 −0.104 0.109
hemma M_Ant −2.10 0.057 −0.115 0.055 −0.222 −0.007
idag M_Ant −0.13 0.927 −0.007 0.055 −0.115 0.100
kanske R_Ant −0.25 0.867 −0.006 0.026 −0.057 0.044
hemma R_Ant −3.24 0.004 −0.084 0.026 −0.134 −0.033
idag R_Ant 2.77 0.013 0.072 0.026 0.021 0.123
kanske L_Cent −2.57 0.021 −0.066 0.026 −0.116 −0.016
hemma L_Cent 2.05 0.061 0.053 0.026 0.002 0.103
idag L_Cent −0.29 0.867 −0.008 0.026 −0.059 0.044
kanske M_Cent −0.54 0.694 −0.030 0.056 −0.140 0.080
hemma M_Cent 2.33 0.033 0.131 0.056 0.021 0.240
idag M_Cent 2.77 0.013 0.156 0.056 0.045 0.266
kanske R_Cent −2.37 0.032 −0.061 0.026 −0.112 −0.011
hemma R_Cent 3.62 0.001 0.094 0.026 0.043 0.144
idag R_Cent 5.53 < 0.001 0.144 0.026 0.093 0.195
kanske L_Post −3.19 0.004 −0.082 0.026 −0.132 −0.031
hemma L_Post 5.46 < 0.001 0.141 0.026 0.090 0.191
idag L_Post 2.51 0.023 0.066 0.026 0.014 0.117
kanske M_Post −1.80 0.103 −0.099 0.055 −0.207 0.009
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these results replicated the previously reported biphasic response 
to V3 following long prefields (Andersson et  al., 2019). More 
interestingly, however, the effects were stronger for hemma 
and idag and weaker or absent for kanske. Specifically, a 
negativity with an N400 distribution was strongest for hemma 
and idag in the early time window, when only a left posterior 
negativity was elicited with V3 and kanske. The N400 was 
followed by a positivity that was initially strongest over anterior 
and central sites (see Figure 6; Table 6), as previously reported 
in relation to syntactic integration and complex sentences (e.g. 
Friederici et  al., 2002), followed by a typical centro-parietal 
P600 distribution, reflecting sentence reanalysis (e.g. Kaan et al., 
2000; Vos et  al., 2001; Fiebach et  al., 2002; Kaan and Swaab, 

2003). Importantly, the first positivity onset was in an earlier 
time window for idag and hemma (500–700 ms) compared to 
kanske (700–900 ms), while the P600 (positivity was strongest 
over centro-parietal sites) was not present for kanske. These 
results suggest a different processing of V3 with kanske compared 
to hemma and idag.

The correlation analyses examining the relationship between 
the neurocognitive effects and the production of correct 
V2 word order can shed light on the underlying nature of 
the effects (see Figure  8). Recall that during the first three 
time windows (100–700 ms), the SCT was related to the 
effects of word order (V2/V3), while in the two subsequent 
time windows the SCT was related to the effects to word 

FIGURE 7 | The effect sizes from the linear effects model for the effects (V2 subtracted from V3) of word order (sentence position) with each adverbial for each time 
window and ROI. Effect sizes (Cohen’s d) with 95% confidence intervals as error bars shown in blue for kanske, green for hemma and red for idag. L, left; M, medial; 
R, right; Ant, anterior; Cent, central; Post, posterior. Positive plotted up.

Adverbial ROI t p (FDR BH) Effect.size SE.eff Lower.CL Upper.CL

hemma M_Post 4.15 < 0.001 0.227 0.055 0.120 0.335
idag M_Post 3.57 0.001 0.197 0.055 0.089 0.305
kanske R_Post −1.28 0.273 −0.033 0.026 −0.084 0.018
hemma R_Post 8.85 < 0.001 0.230 0.026 0.179 0.281
idag R_Post 6.86 < 0.001 0.179 0.026 0.128 0.230

The first two columns in regard to the difference between V3 and V2 in the particular time window. ROI, regions of interest; L, left; R, right; M, midline; Ant, anterior; Cent, central; 
Post, posterior.

TABLE 6 | Continued
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order for each adverbial separately. In sum, the results show 
a greater likelihood of (1) a biphasic response (N400/P600) 
in participants who produce more V3 word orders, but only 
a P600  in those who produce predominantly or exclusively 
V2 word orders; (2) a longer latency of the P600 with the 
adverbs hemma and idag with more V3 production; and as 
well (3) a late P600 for V2 with the adverb kanske for 
those producing more V3.

Overall, individuals who produced more V3 word orders 
showed an increased N400 (300–700 ms), suggesting a greater 
reliance on lexical or semantic processes (Osterhout, 1997; 
Kimppa et  al., 2019) in response to a violation of word 
expectancy, rather than a syntactic reanalysis of the sentence 
(Dröge et  al., 2016; Kuperberg et  al., 2020). This negativity 
was not present in individuals who did not produce any V3 
word order. In fact, participants who produced more V2 word 
orders showed a stronger positivity already between 500 and 

700 ms, an effect that remained in the following time window 
(700–900 ms) only in sentences with kanske. This later positivity 
with an anterior distribution occurring with kanske might 
indicate uncertainty and increased working memory load (see 
Kuperberg et  al., 2020 for a discussion on late anterior 
positivities). The same pattern was present in individuals who 
produced more V3 word orders, but with longer latency (first 
between 700 and 900  ms) and the positivities were restricted 
to hemma and idag. This suggests that there was a reanalysis 
of the V3 word orders with these two adverbials also with 
higher production of V3 but with longer latency than for 
participants with lower production of V3. In addition, 
correlational analyses indicated a positivity with kanske also 
in the subsequent time window with the production of more 
V3 sentences but for this adverbial the P600 effect that suggest 
a reanalysis was related to the presentation of correctly formed 
V2 sentences. Thus, the results suggest that participants who 

FIGURE 8 | Significant interactions between proportion of produced V2 sentences in SCT and mean amplitudes for V2 (in blue) and V3 (in red) for each time 
window. Confidence intervals (95%) are shaded. In the first three time windows (100–300, 300–500 and 500–700 ms) the interactions are collapsed across 
adverbials (since adverb did not interact with sentence position or SCT) while in the two later time windows (700–900 and 900–1,000 ms) the interaction with 
Adverbial was significant, and so, effects are separated by adverbial.
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produced more V3 processed V2 sentences with kanske as 
violations of the anticipated word order which therefore needed 
to be  reanalysed.

Thus, the results reveal individual differences in the timing 
and amplitude of the effects (N400 or P600 effects), replicating 
previous studies that have found a biphasic response in 
group averages which in subsequent analyses are revealed 
to reflect individual differences (Choudhary et  al., 2009; 
McLaughlin et  al., 2010; Tanner et  al., 2014; Tanner and 
Hell, 2014; Kim et  al., 2018). However, in addition to 
individual differences in response to V3  in general, results 
also showed differences in response to V3 by adverbial. In 
sum, the behavioural results and the ERP results for the 
group aligned with the predictions, while the correlation 
analyses of behavioural (production) results and ERP effects 
revealed some unexpected findings. Although we  expected 
a P600 effect of word order to be  attenuated for kanske, 
indicating more uncertainty since both V2 and V3 occur 
naturally, this indicator of sentence reanalysis varied with 
the amount of V3 sentences participants produced. While 
those who predominantly or exclusively produced V2 showed 
greater positivities to V3 kanske sentences with longer latencies 
than with the other two adverbials, those who produced 
more V3 sentences showed a similar positivity for kanske 
with even later onset and crucially to V2 kanske sentences 
rather than V3 sentences. A tentative and speculative 
explanation may be  that naturally occurring word order 
variation in a language leads to prolonged processing. When 
speakers additionally produce variant structures, uncertainty 
and effort in processing affect the timing of the reanalysis 
with some adverbials even of sentences normatively regarded 
as ‘correct’.

In line with the acceptability judgement results, there were 
some differences also between the ERP effects for idag and 
hemma. The negativity was stronger and more distributed 
temporally and spatially for hemma than idag (Figure  6; 
Table  6). Also, the positivity was more spatially distributed 
with hemma. As previous studies report on temporally and 
spatially focal effects as being related to higher proficiency 
and ease of processing (e.g. Pakulak and Neville, 2010), the 
temporally and spatially distributed effect could be  a reflection 
of the very few occurrences of sentence-initial hemma in the 
corpus study.

In conclusion, the combined behavioural and neurocognitive 
results indicate that V2-V3 variations in Swedish are more 
behaviourally acceptable with some adverbials than with others 
(here kanske ‘maybe’), but also that such sentences lead to 
delayed processing that require more effort in processing in 
comparison to sentences starting with other adverbials (here 
hemma and idag). These results are commensurate with other 
studies showing that structures, which are traditionally labelled 
as violations but that occur naturally in production, are dealt 
with differently from those traditionally labelled as ‘correct’ 
(cf. Duffield et  al., 2002, 2007; Hubers et  al., 2016, 2020). 
Importantly, the processing of word order varies depending 
on individual word order production. Thus, native basic word 
order processing is not uniform.
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