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Capturing Sequences of Learners' Self-Regulatory Interactions With Instructional Material During Game-Based Learning Using Auto-Recurrence Quantification Analysis
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Undergraduate students (N = 82) learned about microbiology with Crystal Island, a game-based learning environment (GBLE), which required participants to interact with instructional materials (i.e., books and research articles, non-player character [NPC] dialogue, posters) spread throughout the game. Participants were randomly assigned to one of two conditions: full agency, where they had complete control over their actions, and partial agency, where they were required to complete an ordered play-through of Crystal Island. As participants learned with Crystal Island, log-file and eye-tracking time series data were collected to pinpoint instances when participants interacted with instructional materials. Hierarchical linear growth models indicated relationships between eye gaze dwell time and (1) the type of representation a learner gathered information from (i.e., large sections of text, poster, or dialogue); (2) the ability of the learner to distinguish relevant from irrelevant information; (3) learning gains; and (4) agency. Auto-recurrence quantification analysis (aRQA) revealed the degree to which repetitive sequences of interactions with instructional material were random or predictable. Through hierarchical modeling, analyses suggested that greater dwell times and learning gains were associated with more predictable sequences of interaction with instructional materials. Results from hierarchical clustering found that participants with restricted agency and more recurrent action sequences had greater learning gains. Implications are provided for how learning unfolds over learners' time in game using a non-linear dynamical systems analysis and the extent to which it can be supported within GBLEs to design advanced learning technologies to scaffold self-regulation during game play.
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1. INTRODUCTION

Self-regulated learning (SRL) refers to learners' ability to dynamically monitor and modify their cognition, affect, metacognition, and motivation to control their learning (Winne, 2018). SRL, within this study, is captured from learners' observable events of self-regulatory processes and strategies during game-based learning. Several studies have examined how learners engage in SRL processes and employ SRL strategies to increase their learning outcomes across math (Roick and Ringeisen, 2018; Sun et al., 2018; Musso et al., 2019; Gabriel et al., 2020), reading (Snow et al., 2016; Thiede and de Bruin, 2018; Harding et al., 2019), writing (Sophie and Zhang, 2018; Nuckles et al., 2020; Sun and Wang, 2020), and science (Garcia et al., 2018; Gandomkar et al., 2020; Li et al., 2020; Taub et al., 2020) domains and technologies including hypermedia, intelligent tutoring systems, and games (Azevedo et al., 2019). In this article, we examine and analyze how learners engage in SRL behaviors as they learn within a science game-based learning environment (GBLE) to discuss how to best support learners' deployment of SRL strategies and examine the relationship between SRL behaviors and learning.

To accomplish this goal, this article: (1) defines and describes the several interacting components of SRL according to Winne's (2018) COPES model, a traditional conceptualization of SRL; (2) defines what a complex system is and defends SRL as a complex system using Winne's COPES as system components; (3) explains how SRL can be supported by GBLEs; and (4) discusses how non-linear dynamical systems theory (NDST) can measure SRL within GBLEs. From these discussions, this article introduces research questions that are grounded in and supported by the multiple theories considered in the introduction. Our ultimate goal and novel contribution to the study of SRL is the examination of dynamical SRL strategy deployment its relationship to learners' prior knowledge, agency within a GBLE, and learning outcomes, all through the lens of complex systems theory using NDST analytical tools.



2. SELF-REGULATED LEARNING

As previously mentioned, SRL is the ability for learners to enact processes and strategies that both monitor and modulate cognitive, affective, metacognitive, and motivational processes (Winne, 2018). SRL primarily encompasses cognitive and metacognitive strategies that are deployed by the learner, such as reading instructional materials (i.e., books, research articles, posters, dialogue with non-player characters [NPCs]), gathering information important for achieving the overall goal, and retaining information required to increase domain-specific knowledge. Learners typically deploy SRL strategies throughout the phases of learning including: (1) prior to a task (i.e., forethought); (2) during a task (i.e., performance); and (3) after a task (i.e., reflection). These phases are mentioned recursively throughout SRL models and literature including Zimmerman and Moylan's (2009) SRL model, Winne and Hadwin's (2008) information-processing theory of SRL, Pintrich's (2000) model of SRL, and Nelson and Narens' (1990) metamemory framework.

To support the current article and ground the research questions, we specifically focus on Winne's (2018 conditions, operations, products, evaluations, and standards (COPES) model of SRL. This model details COPES components as occurring throughout the four phases of learning from Winne's (2018) information-processing model of SRL. This model states leaning occurs in 4 phases: (1) defining the learning task; (2) identifying and setting goals as well as plans to achieve those goals prior to interacting with their environment or starting the task; (3) deploying cognitive and metacognitive strategies that aid learners in achieving their goals; (4) adapting their learning strategies, goals, and plans to better achieve their goals. Through this COPES model, we review SRL literature that examines the relationships between learners' cognitive and task conditions, operations deployed during learning, and their products. However, this study does not incorporate evaluations nor standards when examining SRL behaviors as these were not directly measured by the learning environment. Therefore, this study specifically reviews learners' SRL behaviors in terms of how learners' conditions were related to the operations that were deployed during learning and how the interaction between these two components elicited learners' products.


2.1. Conditions

Conditions refer to the cognitive and task resources and constraints learners encounter when interacting with instructional materials. Cognitive conditions can include the level of prior knowledge a learner has before engaging in a learning task. Typically, learners with greater prior knowledge engage in greater SRL strategies which contribute to higher learning outcomes (Bernacki et al., 2012; Yang et al., 2018). Task conditions refer to constraints imposed on a learner by their environment. These constraints can refer to the environment's (e.g., game-based learning environment) restriction on learners' agency throughout the task where agency refers to learners' control over their own actions. As such, restricted agency limits the number of choices and actions a learner can perform throughout the learning process, including their deployment of SRL strategies (Bandura, 2001; Martin, 2004; Code, 2020). While full agency has been hypothesized to increase learning outcomes due to increased interest and engagement related to discovery learning (Mayer, 2004; Kirschner et al., 2006), learners are notoriously incapable of engaging in effective SRL. This is perhaps due to the difficulty of information, learners' lack of metacognitive knowledge of which SRL strategy to apply, or the open-ended nature of most learning environments (de Bruin and van Merriënboer, 2017; Schunk and Greene, 2018; Seufert, 2018; Winne, 2018; Munshi and Biswas, 2019).



2.2. Operations

Learners' task and cognitive conditions can influence their operations which refer to the cognitive strategies a learner can employ when interacting with instructional materials. The operations that are enacted center around searching for information across different sources, monitoring the learned information and their relevance toward their goal (i.e., content evaluation; Azevedo and Cromley, 2004; Greene and Azevedo, 2009; Dever et al., 2020; Azevedo and Dever, 2022), assembling several different sources into a coherent representation of information, rehearsing information in working memory, and translating information that was collected into a different type of representation (e.g., mental representation vs. concept map; Winne, 2018). Operations deployed during SRL are essential to the synthesis, (mis)understanding of information, and memorization of information for situation transfer (e.g., from virtual to classroom) and information recall. As such, it is necessary to examine how learners interact with information during SRL to examine how behaviors influence learning outcomes. Specifically, we question: How do learners' operations of selecting information throughout a complex learning task influence learning?



2.3. Products

Products, or the information that is formed using the instructional material from the environment, is perhaps the most straightforward process within the COPES framework. Simply, products can be represented by the changes in knowledge representation where products are a representation of learning. In using learning gains to represent the new knowledge learners obtain during the learning task, we can assess how the learners' task and cognitive conditions have influenced their (in)accurate deployment of operations that (dis)allowed learners to gain knowledge within a specific domain. As such, this study utilizes a formula developed by Marx and Cummings (2007; see Section 6.5) that identifies how much has been learned while accounting for learners' prior knowledge.




3. DEFINING SRL AS A COMPLEX SYSTEM

SRL includes dynamically and accurately monitoring and regulating cognitive, affective, metacognitive, and motivational processes and adapting them to meet the internal (e.g., evolving understanding) and external demands and constraints of an activity (Azevedo et al., 2019). According to Favela (2020) and the assumptions of Winne's (2018) COPES model, complexity science offers a lens to understand and analyze cognitive and psychological processes that emerge as a function of complex systems. Complex systems theory describes how systems that demonstrate changing behavior due to interacting components can be explained and predicted (Favela, 2020). For the current study, we align this framework with SRL literature in which learners' conditions, operations, and products are components of SRL that change and interact with each other as learning occurs. Complex systems are generally characterized by three criteria: (1) self-organization; (2) interaction dominance; and (3) emergence (Haken, 2006; Favela, 2020).

According to these three criteria, this article argues that SRL qualifies as a complex system (see Li et al. (2022)). Constraints such as cognitive resources fluctuate with the instructional content provided in the learning environment (i.e., prior knowledge on genetic diseases vs. viruses); Operations such as cognitive strategy use shift based on task demands and goals which may change over time (McCardle and Hadwin, 2015; Cloude et al., 2021); and products are also likely to change over time as learners acquire new knowledge incrementally (Shute and Sun, 2019). While existing literature supports SRL as occurring cyclically (Winne and Azevedo, 2014; Schunk and Greene, 2018), analytical methods used within current literature does not account for the non-linear, dynamic, and complex nature of self-regulatory behaviors during learning about a difficult topic (e.g., microbiology) with a game-based learning environment. As such, it is essential to start employing complex systems theory to SRL literature to explain how learners deploy SRL strategies during learning.

Self-organization refers to changing behavior from which order arises out of disorder but without the influence of a central controller or programmer (Haken, 2006; Heylighen, 2008). Consistent with the concept of self-organization, SRL components mutually coordinate and constrain each other to elicit order in executed SRL behaviors which would have otherwise been chaotic (Dale et al., 2013). Initially, one may presume the central controller is the individual learner or their executive and metacognitive control functions. However, various SRL processes mutually influence one another in the context of a complex environment that may include, for example, task conditions (i.e., environmental constraints) and standards imposed on learners' processes. Moreover, learners' prior knowledge (Cognitive Conditions) can restrict which SRL strategy a learner deploys during learning. Similarly, the affordance of full agency (Task Conditions) could contribute to an unsystematic deployment of (in)accurate SRL strategies, thereby minimizing learning outcomes. In this way, processes outside of executive control interact to support SRL.

Complex systems are also characterized by their interaction dominance in which behavioral order and control of a system arises from the interactions between system components, not just the additive value of the components (Holden, 2009). Relative to current models of SRL, and more specifically when dealing with COPES, this characteristic of complex systems denotes the importance in considering SRL components as interactive rather than independent. Studies examining SRL have traditionally examined the impact of one component on another (e.g., Bernacki et al., 2012; Yang et al., 2018), but rarely have SRL studies examined the dynamic relationship between components. Under the interaction dominance characteristic of complex systems, there is not just an additive or unidirectional relationship between system components which elicit a certain behaviors. Rather, SRL is possible through the interaction between cognitive and metacognitive strategies across time and SRL phases. It is important to note that since SRL is theoretically aligned with complex systems, there is much to be gained from leveraging analytical techniques based in complex systems theory (i.e., NDST) that can extract the very nature of dynamically interacting components.

Similarly, although definitions vary, the criteria of emergence often refers to how the behavior of an entire system cannot be broken down into just the sum of the components (Favela, 2020). In other words, the behavior of the whole system supersedes the behaviors of the individual components. In the case of COPES, this means that SRL cannot be isolated into either conditions, operations, or products. Additionally, SRL cannot be broken into separate cognitive and metacognitive strategies as SRL requires the oscillation of all components and both types of strategies throughout the learning process. The conceptualization of SRL as a complex system is made increasingly evident when we consider non-traditional environments with high levels of learner-environment interactivity such as that found during game-based learning.



4. SUPPORTING SRL DURING GAME-BASED LEARNING

The goal of a game-based learning environment (GBLE) is to make multimedia instructional materials accessible in a non-linear fashion which increases agency during learning via the deployment of SRL strategies while maintaining the interest, engagement, and motivation of a learner (Clark et al., 2016; Sawyer et al., 2017; Mayer, 2019; Plass et al., 2019; Shute and Sun, 2019; Taub et al., 2020). Because of this, GBLEs are increasingly being used in order to support learning through their combination of (1) narrative to increase engagement and interest, (2) tasks to support domain learning, and (3) game elements to promote engagement with both the task and the instructional materials presented throughout the environment. This uniquely positions learners within GBLES, relative to other learning environments, to have the agency to control their learning progression and direction without having too much freedom they are overwhelmed by choice.

During game-based learning, it is essential for learners to engage in SRL strategies to meet the demands of learning activities and comprehend instructional materials essential for attaining domain knowledge in pursuit of a goal (Winne and Azevedo, 2014). Although, the open-ended nature of GBLEs both facilitates and limits the successful use of SRL strategies. On one hand, GBLEs allow learners agency to engage in and develop self-regulation through goal-setting and the use of monitoring and cognitive strategies (e.g., reading, note-taking, summarizing) and tools (e.g., instructional materials, help-seeking; Winne and Hadwin, 2013; Nietfeld, 2018). Alternatively, the open-ended nature may not provide the needed support for the learner to coordinate the several cognitive and metacognitive strategies required for successful SRL (Josephsen, 2017). Because of this, there is a need for GBLEs to be developed with scaffolds that guide learners' interactions with instructional materials to simultaneously support successful SRL and increase domain-specific learning gains. The balance between support and freedom provided by GBLEs calls for the incorporation of a complex systems theory concept, far-from-equilibrium.


4.1. Far-From-Equilibrium Systems

Adapting the concept of far-from-equilibrium from physical sciences, behavior can be described as learners' patterns of, or oscillations between, stable and unstable states (Veerman et al., 2021). That is, healthy cognitive systems, such as learners' SRL behaviors, are demonstrated by behaviors which maintain a balance between stability (i.e., rigidity) and adaptability (i.e., chaotic). To support this healthy behavior, the GBLE should promote the balance of SRL behaviors that are not too rigid (i.e., no agency) nor too chaotic (i.e., discovery-based learning). A too-rigid SRL system would demonstrate a greater repetition of SRL strategies during learning, such as only attending to one instructional material (i.e., book, research article, non-player character), perhaps promoted through the restricted agency imposed by the GBLE. Behaviors which could be too chaotic would demonstrate significantly greater novelty not conducive to content learning, potentially encouraged through full agency afforded to learners by the GBLE.

Applying the far-from-equilibrium concept of complex systems theory, healthy SRL behaviors should be demonstrated by learners' balance between stable and adaptable SRL strategies and actions during learning with a GBLE. This balance can be supported and maintained through cognitive conditions available to (i.e., prior knowledge) and task conditions imposed on (i.e., restricted agency) the learner. Task resources and constraints include the environmental features and mechanics that directly influence how a learner will interact with instructional materials within the GBLE. To guide learners' interactions with instructional materials, a GBLE may intentionally restrict the amount of agency learners have while still promoting their freedom in choosing the SRL strategies to be deployed. While agency as scaffolds (i.e., restricted agency as guiding learners throughout the GBLE) have been found to increase learning outcomes (Sawyer et al., 2017; Dever and Azevedo, 2019a; Dever et al., 2020), we must ask if agency promotes a healthy balance between rigidity and adaptability as learners deploy SRL strategies to interact with instructional materials in a GBLE. A methodological approach to study this question is to use a non-linear dynamical systems theory (NDST) analytical method for understanding learners' SRL behavioral shifts during learning with a GBLE.



4.2. A Non-linear Dynamical Systems Approach to Measuring SRL

NDST describes how numerous interacting components have a multiplicative effect on system-level behavior, where small changes in component processes can produce sudden (non-linear) behavioral shifts (Riley and Holden, 2012; Amon et al., 2019). Because of this, NDST can be used to evaluate and measure the repetition and predictability in learners' SRL strategy use, denoting the degree to which a learners' SRL strategy use throughout a GBLE follows the far-from-equilibrium concept. Due to the interdependent nature of non-linear dynamical systems, global behavior both constrains and is constrained by its underlying component processes, such that reciprocal feedback entrains processes at various levels (Amon et al., 2019). Because SRL behaviors change over time due to the constantly changing interactions with GBLEs as well as the acquisition of domain-specific knowledge, SRL can be measured using an NDST approach. While NDST has yet to be used to understand SRL with GBLEs from a complex systems theory stance, a study by Garner and Russel (2016) has applied NDST and sequence-oriented techniques to understand how learners deploy SRL while reading multiple texts. This study found differences of recurrent patterns between learners who took notes vs. those who did not while reading instructional materials. Building on the findings from this study, this article acknowledges the complex SRL strategies that occur during game-based learning and based on a GBLE's environmental affordances of agency.

This study utilizes auto-recurrence quantification analysis (aRQA), an NDST method, to examine how learners adaptively shift between repetitive and novel sequences of interactions with a GBLE. This method is also used to describe the relationship between these sequences and task conditions, learning gains, and SRL ability. aRQA quantifies the degree of repetition or “recurrence” within a single time series (Webber and Zbilut, 2005), indicating the extent to which a system returns to the same states across various time lags. Because NDST is a central part to studying the relationship between agency and SRL behaviors within this study, it is important to understand how learners' time series data is used to identify SRL behavioral patterns.

Figure 1A demonstrates the time series of the events in chronological order. Figure 1B shows how RQA first transforms a participant's time series—in this case, with categorical data—into the Figure 1B distance matrix representing the Euclidean distance between the values that represent areas of interest where participants were looking (i.e., Books, Posters, or NPC). When a participant is looking at the same area of interest at two different time points (e.g., time points t1 and t8), then the recurrent state is highlighted black. The diagonal represents the line of identity (LOI), where the time series is recurrent with itself at lag 0. Diagonal lines parallel to the LOI represent successively greater time lags between the points that are being compared in terms of distance. The Panel C recurrence matrix is created by applying a radius parameter that defines the threshold at which points are considered sufficiently similar enough to be considered recurrent. Thus, a very small radius value is used such that only exact matches are counted as recurrent, such that the recurrence matrix highlights points where the same area of interest is returned to at different time lags. Unique to the authors' approach (e.g., Amon et al., 2019; Necaise et al., 2021), we include an additional procedure to “color-code” the matrix (Figure 1D) to identify the distinct behaviors that underlie the recurrent points in the matrix.


[image: Figure 1]
FIGURE 1. (A) Time series of events in the chronological order (or events on the main diagonal) that are transformed into the (B) distance matrix, (C) recurrence plot, and finally, into the (D) color-coded recurrence plot (Books in red, NPC in blue, and Posters in green).


We examine an RQA metric called percent determinism (DET), where determinism refers to the relative predictability of the system; i.e., the extent to which the system's future state can be predicted by the system's current state. In terms of RQA, DET technically refers to the percentage of the points that form diagonal lines, representing repeated sequences of behavior. For example, a time series with areas of interest A, B, C, A, B, A would include one recurrent sequence (A, B) depicted as a two-point diagonal on either side of the LOI. For this study, we use learners' interactions with instructional materials (i.e., books, research articles, posters, non-player characters) which hold all information needed to develop domain knowledge. Specifically, learners' interactions with these instructional materials are represented by learners' operations or time-evolving strategies that they deploy during gameplay and dynamically alter to fit their present needs. For the purposes of our study, more repetitive behavioral sequences of instructional material may give insight into how deployed SRL strategies interact with cognitive and task conditions to result in learners' products, or learning outcomes. Thus, aRQA provides a unique lens through which to understand SRL in terms of how task and cognitive conditions are related to how learners interact with instructional materials and the resulting learning gains.




5. CURRENT STUDY

While previous studies have examined SRL using NDST methods (Garner and Russell, 2016), few studies in SRL literature: (1) examine how SRL strategies are deployed during game-based learning (Cloude et al., 2020; Taub et al., 2020; Dever et al., 2021); (2) operationalize SRL as a sequence of dynamic, temporally unfolding processes and examine the direct relationships between these processes simultaneously using eye tracking data; and (3) use an NDST approach to analyzing how SRL occurs during learners' time in a GBLE. The goal of this study was to address these gaps in current literature by examining SRL using the lens of complex systems theory and analytically investigate how learners use SRL strategies within a GBLE through applying NDST methods. To address these gaps and further the SRL field conceptually, methodologically, and analytically, we propose three research questions:

Research Question 1: To what extent do learners' SRL behaviors and dwell times differ across instructional material throughout gameplay? This first research question examines how long a learner dwelled, or attended to, instructional materials, and how this duration varied as a function of relative game time, type of instructional material, and relevance of the instructional material to the pre-test. As prior studies have shown that learners are typically unable to engage in meaningful SRL and accurately deploy SRL strategies that will significantly increase their learning gains (Josephsen, 2017), we hypothesize that there will be significant main and interaction effects to explain within-person variability, but do not assume a direction. However, as individual differences (e.g., prior knowledge, task conditions, etc.) can significantly change how learners deploy SRL strategies during game-based learning, we propose that there will be significant between-person variability in the relevant vs. irrelevant instructional material dwell times.

Research Question 2: To what extent are learners' task and cognitive conditions, learning outcomes, and sequences of SRL behaviors with instructional material related to dwell times on instructional materials throughout gameplay? This second research question builds off of the first research question and aims to understand the full picture of how SRL processes can be examined and related to each other when examining eye gaze dwell times across relevant and irrelevant instructional materials. First, we hypothesize that learners with restricted agency will have greater learning gains than those with full agency, as supported by previous literature (Bradbury et al., 2017; Sawyer et al., 2017; Dever and Azevedo, 2019a; Dever et al., 2020). Further, we hypothesize that learners with restricted agency, greater prior knowledge, and greater learning gains will demonstrate increased dwell times on relevant instructional materials as they can better evaluate content relevance. It is possible that a relationship between the experimental manipulation and subsequent learning gains is a product of constrained interaction and, in turn, more repetitive eye gaze sequences. As such, we further hypothesize that learners with more repetitive sequences of SRL behaviors with instructional materials will have greater gaze dwell times on relevant, rather than irrelevant, instructional materials.

Research Question 3: How do learners' task conditions, cognitive conditions, and learning gains relate to their sequences of SRL behaviors? This research question is used to explore how learners differ in how often learners deploy repetitive sequences of SRL behaviors between task and cognitive conditions and its relationship with learning gains. For this research question, we hypothesize that learners with more repetitive eye-gaze sequences (i.e., more rigid behaviors), will be associated with restricted agency but related with higher learning gains. Further, we hypothesize that learners with higher prior knowledge will demonstrate more novel behaviors as they use instructional material interaction diversity as an SRL strategy to keep far-from-equilibrium interactions.



6. METHODS


6.1. Participants and Materials

A total of 139 undergraduate students were recruited from a large public university based in the United States to learn with a narrative-centered, game-based learning environment called Crystal Island (Rowe et al., 2011; Dever et al., 2020, 2021; Taub et al., 2020). Crystal Island was designed to foster (1) higher-order thinking skills, such as effective problem solving and scientific reasoning, while also gaining knowledge about (2) microbiology content. For purposes of this article, a subsample of 82 undergraduates (68.3% female; Mage = 20.1, SDage = 1.69) were included in the analysis based on meeting the following criteria: (1) completed the entire study with Crystal Island; (2) were randomly assigned to either the full or partial agency conditions; (3) had no prior experience interacting with Crystal Island before participating in the study; and, (4) did not have missing data points across all converging data channels captured before, during and after game-based learning, including both log files and performance measures (e.g., pre/post-test assessments).

Most participants reported their race as “White/Caucasian”(68.30%; n = 56), while the remaining reported “American Indian or Alaskan Native” (1.22%; n = 1), “Asian” (12.20%; n = 10), “Black or African American” (7.32%; n = 6); “Hispanic or Latino” (7.32%; n = 6), and “Other” (3.66%, n = 3). The subsample also indicated that they “Did not play video games at all” (18.29%; n = 15), “Rarely played video games” (35.37%; n =29), “Occasionally played video games” (21.95%, n = 18), “Frequently played video games” (15.85%; n = 13), and “Very frequently played video games” (58.54%; n = 7). The subsample also reported having “No video game skills” (14.63%; n = 12), “Limited skills” (21.95%; n = 18), “Average” (37.80%; n = 31), “Skilled” (20.73%; n = 17), and “Very skilled” (4.88%; n = 4). The majority of the sample indicated they played a total of “0–2” (68.29%; n = 56), “3–5” (13.41%; n = 11), “5–10” (7.32%; n = 6), “10–20” (9.76%; n = 8), and “Over 20” (1.21%; n = 1) hours per week. This study was approved by the university's Institutional Review Board before recruiting participants and informed consent was gathered before collecting data.

To assess participants' understanding of microbiology, a 21-item, 4-option multiple choice, pre/post-test assessment was administered before and after game-based learning with Crystal Island see Figure 2, regardless of whether or not participants successfully solved the mystery. The assessments were designed with 12 factual (e.g., “What is the smallest type of living organism?”) and 9 procedural items (e.g., “What is the difference between bacterial and viral reproduction?”). Participants answered between 6 and 18 correct items across on the pre-test assessment (Med = 11, M = 55%, SD = 0.14), while participants answered between 9 and 19 correct items (Med = 14, M = 67%, SD = 0.12) on the post-test assessment (Rowe et al., 2011). In addition to the knowledge assessments, several self-report items were administered before and after the learning session but these data were not analyzed in this article. Game play duration ranged from 39.73 to 135 min (M = 85, SD = 19).
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FIGURE 2. Elements within the Crystal Island Environment.




6.2. Experimental Design

In this study, participants were randomly assigned to one of two experimental conditions: (1) full agency (n = 47), and (2) partial agency (n = 35). These groups were built to experimentally manipulate the learners' level of control (i.e., agency) in the sequence of interactions with game features built into Crystal Island. In the control condition–i.e., full agency, participants were given complete control over their sequence of interactions with Crystal Island, or business-as-usual. Participants in the experimental condition–i.e., partial agency, were given restricted control over their sequence of interactions (e.g., first reading a book and then generating a hypothesis), meaning they were required to initiate a specific order of actions to progress with the learning session. For example, participants in the partial agency condition were required to first visit Kim, an NPC nurse in the camp infirmary. Once they entered the infirmary, the participant could not leave until all items within the building were interacted with (e.g., clicked on with no minimum time requirement). Once able to leave the infirmary, the next building was “unlocked.” This experimental condition was designed around a particular sequence of interactions that scaffolded higher-order thinking skills such as effective problem solving and scientific reasoning activities via game features and restricted agency.

It is important to note that between the conditions, dwell times on instructional materials (i.e., how long participants looked at instructional materials indicated by eye-gaze behavior) were not restricted other than the requirement that learners in the partial agency interact with the material in some way (i.e., they could select the book, but not attend to it according to eye-tracking metrics). Additionally, all types of instructional materials were found in each building, so participants in the partial agency condition were not restricted to certain types of instructional materials as they progressed in the game.

Across all participants, participants spent an average of 86.0 min (SD = 19.5 minutes) in game where learners in the full agency condition spent an average of 80.2 min (SD = 20.1 min) and those in the partial agency conditions spent an average of 93 min (SD = 15.7 min).



6.3. Procedure

Participants were recruited using flyers across a large North American public university campus. Once participants were scheduled, they were instructed to come into the university laboratory space to obtain informed consent and complete the experiment for up to 2 h. A CITI-certified researcher greeted the participant upon their arrival and instructed them to sit at the experimental station which consisted of a computer, keyboard, and mouse. After informed consent was obtained, they were randomly assigned to one of two conditions. Participants were then instructed to complete a series of questionnaires including the pre-test assessment to gauge their level of microbiology science content understanding and self-report items on emotions, motivation, and presence.

Afterwards, the researcher calibrated participants to three apparati: (1) SMI EYERED 250 eye tracker using a 9-point calibration to capture their eye movements during game-based learning (SMI, 2014), (2) facial recognition software to measure their facial expressions of emotions (), as well as (3) electrodermal activity bracelet called Empatica 4 to capture their physiological arousal and stress response (iMotions, 2015). Specifically, the participant was required to view a gray screen with a neutral expression for approximately 10 s to establish a baseline for the facial recognition software and EDA bracelet. Once successful calibration was completed, participants started learning and problem solving with Crystal Island. Participants were given up to 90 min to solve the mystery. Once they completed the game, or they engaged with Crystal Island for 90 min, participants were instructed to stop what they were doing and complete a similar set of post-test items and self-report measures including the post-test assessment on microbiology. Upon their completion, participants were debriefed about the objectives of the study and their participation, thanked, and paid $10/h for their time.



6.4. Apparatus

Eye gaze behaviors were recorded using a table-mounted SMI EYERED250 eye tracker (sampling rate = 250 Hz). Participants were calibrated with a 9-point calibration. Participants' fixation durations, saccades, and regressions on different areas of interests (AOIs), which define the boundaries on the computer screen where specific elements or information are held. To be classified as a fixation duration, the participant was required to have relatively stable gaze behavior for at least 250 ms. These data were captured continuously using iMotions software 2015 as participants engaged in game-based learning.



6.5. Coding and Scoring

Reading dwell times and instances were established using gaze behaviors and log files. Log files collected as learners engaged with Crystal Island identified the times at which instructional materials were opened denoted by log file timestamps using event-based recording. As from just log files alone researchers cannot assume that learners were reading information from the instructional material, eye gaze behavior was used to supplement the identification of reading instances. Learners' total fixation durations on a single AOI while the instructional material was opened denoted by log files were aggregated into dwell times which identifies the total time learners spent fixating on a single AOI instance. These AOIs were laid overtop of each type of instructional material including books and research articles, posters, and the dialogue boxes as well as the NPC itself to identify NPC instances.

Learning gains were operationalized using normalized change scores (Marx and Cummings, 2007) which identified participants' differences in pre- and post-test scores proportional to the number of total points possible and controlling for participants' prior knowledge, or pre-test score.

Content evaluations were operationalized by first identifying the relationship between instructional materials and pre-test questions. Instructional materials which directly addressed a question on the pre-test were identified as relevant. If the information did not address a pre-test question, the instructional material was identified as irrelevant as the information within the text was not needed to increase learning gains. While content evaluations were not directly observable, we take the stance that learners who attend to relevant materials are making a correct content evaluation whereas attending to irrelevant instructional materials were incorrect content evaluations. This classification of relevant vs. irrelevant instructional materials is based on prior SRL (Azevedo et al., 2004) and priming literature (McNamara, 2005) where it is assumed that participants exposed to microbiology information on the pre-test may identify the same information within the GBLE as more important, and therefore more relevant to their learning. Across a total of 40 instructional materials spread throughout the Crystal Island environment, 19 were classified as relevant. Specifically, 33% (3/9) of NPCs, 57% (12/21) of books and research articles, and 40% (4/10) of posters were considered relevant to the pretest [see (Dever et al., 2021)].

Relative game time was calculated by taking the time at which an interaction occurred and dividing that by a participant's total time in game so that all interactions were scaled as occurring from Time = 0 to Time = 1. For example, if a participant opened a book at Time = 300s, and they spent 2382s in game, then the participant opened that book 12.6% into their game. This allows for a uniform comparison across all participants in terms of their total time spent interacting with the game.



6.6. Statistical Processing

To process the data and conduct analyses, several packages in R (R Core Team, 2017), including its base package, were used. For the multilevel modeling and basic reporting of statistics we used the “lme4” (Bates et al., 2015), “jtools” (Long, 2018), and “emmeans” (Lenth et al., 2018) packages. To conduct aRQA analyses and obtain the output, we utilized the “crqa” (Coco et al., 2020) package in R.



6.7. Model Building and Estimation

To examine how participants' sequences of SRL behaviors in reading and evaluating instructional material during game-based learning differs within and between learners, we constructed a multilevel growth model including several observation- and individual-level variables. Specifically, our overall model examined how dwell times on instructional materials (i.e., outcome variable) is influenced by observation- and individual-level variables. The dependent variable of dwell time was log transformed (with a base of 10) to normalize the data and reduce heteroscedasticity (skew and kurtosis < |2|). Due to the log transformation, reported estimates of the independent variables are geometric means where the estimates are exponentiated.

After transformation, several leveraging outliers (N = 72 out of 4,346 total observations) were removed from analyses as the dwell times of these instances fell outside a 1.5 interquartile range of the first and third quartiles of data. After the transformations and outlier removal, two-level multilevel linear growth models were used to analyze the hierarchically structured data where observations (N = 4,274) were nested within individual learners (N = 82). Throughout their time in game, each learner had an average of 52.12 observations (SD = 9.98with the number of observations ranging from 25 to 74 across all learners. Prior to exploration of observation- and individual-level variables, an unconditional means (null) model was estimated. This model demonstrated an intraclass correlation coefficient (ICC) of 0.05, suggesting that 5% of variation in instructional material dwell times is between learners [t(82.6) = 2.99, p < 0.01]. This justifies our use of multilevel linear growth models to examine the observation- and individual-level variables influencing dwell times on instructional materials.


6.7.1. Observation-Level Variables

These variables included relative game time, the type of instructional material, and the relevance of the material to the pre-test. Because participants varied in the total amount of time they interacted with the game, relative game time scales each participants' time in game from 0 to 1 where the raw game time a participant initiated an action was divided by the participants' total time in game. The values of relative game time were then forced to zero for each participant to interpret the model intercepts. In other words, participants' first initiation of an action was treated as a zero (with all other interactions adjusted accordingly) so that the growth model intercept, originally representing the dwell time where time was equal to zero which does not have a meaningful value, now represents the dwell time of participants' first time interacting with an instructional material. The type of instructional material included books and research articles (informative text, no visuals), non-player characters (informative text, uninformative visuals), and posters (informative and uninformative text and visuals) that provided information about microbiology concepts.

All types of instructional material were evaluated for their relevance in relation to microbiology concepts introduced in the pre-test. For example, an item on the pre-test asks “How do vaccines protect you?”. For this question, a book or research article on the function of vaccines would be relevant to the pre-test whereas an instructional material on genetic diseases is irrelevant for this question. The classification of an instructional material is based on priming literature (McNamara, 2005) where participants are assumed to classify (either accurately or inaccurately) instructional material as either relevant or irrelevant in reference to the pre-test (Dever et al., 2020, 2021).



6.7.2. Individual-Level Variables

These variables include participants' condition, their prior knowledge, and the percent determinism of their sequences of instructional material interactions. Within the models, both variables were treated as fixed. Condition refers to either the full or partial agency conditions that participants were randomly assigned prior to interacting with the Crystal Island environment (see Section 6.2). Prior knowledge in microbiology was calculated using participants' raw pre-test scores on their microbiology content quiz before interacting with instructional materials in the Crystal Island environment. Percent determinism represents the proportion of recurrent sequences within a single time series, denoting the predictability of a system where a greater proportion of recurrent sequences indicates a system with higher behavioral predictability.

An unconditional means model was run to examine the variation of the dependent variable between individuals. The model found a 0.05% intraclass correlation coefficient; in other words, 5% of variation in the dwell times on instructional materials in Crystal Island is between learners [t(82.6) = 2.99, p < 0.01] and 95% is within learners. As such, several other multilevel models were constructed including: (1) an unconditional growth model with the latent time variable as an independent variable; (2) observation-level variables and their interactions; (3) significant predictors from (2) and individual-level variables; and (4) predictors from (3) and cross-level interactions.





7. RESULTS


7.1. Research Question 1: To What Extent Do Learners' SRL Behaviors and Dwell Times Differ Across Instructional Material Throughout Gameplay?

For Research Question 1, we examined the unconditional growth model (i.e., Model 1) and the growth model with observational-level predictors (i.e., Model 2). Model 1 examined how time influenced the dwell time across all instructional materials. From this model, the dwell time on participants' initial interaction with instructional material was approximately 31.5s (SD = 52.7) which was significantly different from zero [t(211.4) = 66.6, p < 0.01]. However, dwell time across all instructional materials decreased by 68.0% (S.E. = 0.08) as participants' time in game progressed [t(4236.1) = −14.4, p < 0.01] from participants' initial interaction with instructional material. Model 1 fits the data significantly better than the unconditional means model [BIC = 14387.9, D = 14,354; [image: image](1) = 202.1, p < 0.01] where, by adding a latent time variable, the growth model explains approximately 4% of individual-level variance in dwell time.

Model 2 (BIC = 12,623, D = 12,506) incorporated observational-level variables (i.e., type of instructional material, relevance of the instructional material to the pretest) in addition to the latent time variable to examine the effect on the variation in participants' dwell times. This model was a statistically significant better fit than the unconditional growth model [[image: image](10) = 1,848, p < 0.01]. Holding all other variables constant, learners' average fixation durations on instructional materials was 104.6s (SE = 0.08). There were significant main and interaction effects for and between all variables. For every unit increase in relative game time, dwell times decreased by approximately 89.0% [S.E. = 0.16; t(653.86) = −13.36, p < 0.01].

Overall, participants had significantly greater dwell times on relevant (M = 48.4 s; SD = 56.5 s), rather than irrelevant (M = 37.1 s; SD = 48.8 s), instructional materials [t(4186.7) = 3.37, p < 0.01] by approximately 25.9% (S.E. = 0.07). Books and research articles (M = 77.3 s; SD = 64.3 s) had greater dwell times than dialogue with NPCs by 85.6% [S.E. = 0.07; M = 22.7; SD = 17.5; t(4200.0) = −26.8, p < 0.01] and posters by 91.5% [S.E. = 0.09; M = 8.96; SD = 5.33; t(4210.6) = −28.3, p < 0.01]. In relation to dwell times on instructional materials during participants' time in game, dwell times on books and research articles decreased by 88.9% (S.E. = 0.16) as time in game increased. Compared to books and research articles, dwell times on posters and dialogues on NPCs increased at a greater rate as the game progressed by 6-fold [S.E. = 0.20; t(4209.54) = 8.86, p < 0.01] and 9-fold [S.E. = 0.19; t(4211.7) = 11.85, p < 0.01], respectively.

When examining the relationship between participants' content evaluations, type of instructional material, and game time on dwell times, Model 2 found that participants' dwell time on pretest-relevant instructional materials decreased by 56% (S.E. = 0.18) as participants learned with Crystal Island [t(4182.4) = −4.65, p < 0.01]. When examining a three-way interaction and controlling for observation-level variables, dwell times on relevant posters [S.E. = 0.16; t(4180.0) = 2.65, p < 0.05] and dialogues with NPCs [S.E. = 0.17; t(4176.8) = 6.70, p < 0.01] increased as participants engaged with Crystal Island by 98.5 and 97.1% respectively compared to dwell times on books and research articles.



7.2. Research Question 2: To What Extent Are Learners' Task and Cognitive Conditions, Learning Outcomes, and Sequences of SRL Behaviors Related to Dwell Times on Instructional Materials Throughout Gameplay?
 
7.2.1. Task and Cognitive Conditions

An independent samples t-test was first run to ensure that prior knowledge did not differ between experimental conditions. Results were not significant (p > 0.05), so we included both as individual-level variables. However, when running Model 3 which contained the observation-level variables from Model 2 and added prior knowledge and agency conditions as individual-level variables, there was not a main effect for either condition or prior knowledge (p > 0.05). When examining cross-level effects of prior knowledge and condition, only the interaction between condition and type of instructional material was significant where participants in the partial agency condition had significantly greater dwell times on posters than participants in the full agency condition by approximately 29% [S.E. = 0.10; t(160.1) = 2.57, p < 0.01]. No other interaction effects were significant. Therefore, we conclude that task and cognitive conditions do not significantly relate to the dwell time on both relevant and irrelevant instructional materials as the game progresses.



7.2.2. Learning Outcomes

Model 4 added normalized learning gain as an individual-level variable to Model 3. However, the model did not find a significant main effect or interaction effect when adding learning gains to the model. As such, we conclude the learning outcomes are not significantly related to the dwell time on either relevant or irrelevant instructional materials as the game progresses.



7.2.3. Sequences of SRL Behaviors

For Model 5, percent determinism was added as an individual-level variable to Model 3. Percent determinism has a significant main effect where, with all other variables constant, for every unit increase in percent determinism, dwell times decreased by approximately 2.0% [S.E. = 0.01; t(113.0) = −2.68, p < 0.05]. There was one cross-level interaction between percent determinism and type of instructional material where, compared to dwell times on books and research articles, for every unit increase of percent determinism, dwell times on posters increased by approximately 2.0% [S.E. = 0.01; t(4097.2) = 2.62, p < 0.05], with no significant relationship between NPC dialogue and percent determinism (p > 0.05). From these results, we conclude that there is a significant relationship between percent determinism and the dwell times spent on instructional materials regardless of participants' content evaluations.




7.3. Research Question 3: How Do Learners' Task Conditions, Cognitive Conditions, and Learning Gains Relate to Their Sequences of SRL Behaviors?

Information on the recurrent sequences of books and research article opens, NPC dialogues, and poster interactions were extracted from the lags outputted from aRQA analyses (see Figure 1 for example). This information was used to first calculate the total number of recurrent points across all participants and instructional material types (see Table 1).


Table 1. Proportional means of recurrence points across Lags 1-5 and instructional materials.

[image: Table 1]

To examine how the dynamics (i.e., sequences) of instructional material interactions, cognitive conditions, and task conditions influence learning, frequencies of learners' recurrent points across Lags 1-3 were first correlated against each other to ensure multicollinearity does not affect the outcome of further comparisons. Several significant correlations existed between Lags 1–3 and across the instructional materials (p < 0.01), so Lag1 frequency counts of recurrent points across all instructional materials were used as variables for hierarchical clustering. Using this method, three clusters of participants were identified differing in the number of recurrent sequences of instructional materials on Lag1. Cluster 3 was removed from subsequent analyses as there were less than 10 participants (N = 5), the remaining clusters, Cluster 1 (N = 34) and Cluster 2 (N = 43), were used in further analyses. T-tests revealed that learners classified within Cluster 1 had significantly fewer book and research article recurrent points as well as poster recurrent points compared to learners classified within Cluster 2, but no significant difference in NPC dialog interaction recurrent points (see Table 2).


Table 2. Recurrent point frequency between clusters 1 and 2.

[image: Table 2]

Using both Clusters 1 and 2 as a predictor, a multiple linear regression was run to understand how the cluster learners were classified within as well as their agency within Crystal Island influenced learning gains. Prior knowledge was not included as (1) prior knowledge does not differ between conditions; and (2) prior knowledge did not significantly interact with any variables in the hierarchical linear model (see RQ2). Overall, there was a significant multiple linear regression model [F(3, 37) = 4.79; p < 0.01] that accounted for 16% of variance. The multiple linear regression found a significant main effect of cluster where, keeping condition constant, participants classified as Cluster 2 (M = 0.45; SD = 0.24), with greater recurrent points on both books and research articles and posters, had significantly greater learning gains than those in Cluster 1 (M = 0.33; SD = 0.28) with less recurrent points (t = 2.58; p < 0.05). There was a second main effect of condition where, keeping cluster constant, participants in the partial agency condition (M = 0.48; SD = 0.25) had significantly greater learning gains than learners with full control over their own actions (M = 0.33; SD = 0.26; t = 3.11; p < 0.01). A significant interaction effect was also observed (t = −2.05; p < 0.05).

From this interaction, participants classified within Cluster 1 and with full agency had a significantly greater learning gains than participants in Cluster 2 with full agency. Specifically, participants within Cluster 1 with full agency had a mean learning gain of 0.23 (SD = 0.26) whereas participants in Cluster 2 with full agency had a mean learning gain of 0.43 (SD = 0.23). Meanwhile another significant effect was found where participants within the partial agency condition had a mean learning gain of 0.52 (SD = 0.23) if they were classified within Cluster 1, but a mean learning gain of 0.47 (SD = 0.26) if they were classified within Cluster 2.

In summary, results across all research questions have several main findings: (1) dwell times on instructional materials as a function of learners' content evaluations of instructional materials over gameplay where dwell time on pre-test relevant materials decrease; (2) the predictability of SRL behaviors, denoted by percent determinism, is related to learners' greater dwell times on instructional materials; and (3) learner profiles of recurrent instructional material sequences can be extracted and are related to both agency and overall learning outcomes where learning gains are greatest in participants who had restricted agency and greater recurrent interactions with instructional materials.




8. DISCUSSION

As very few studies have provided a comprehensive analysis of unfolding SRL processes during game-based learning, the goal of this study was to examine the emergence of SRL from a complexity science perspective. This article investigated whether cognitive strategies, task conditions, and SRL behaviors, grounded within Winne's (2018) COPES model of SRL, moderated when and for how long learners gathered information during learning with a GBLE. This study viewed SRL through the lens of complex systems theory and analyzed SRL using an NDST technique to understand how SRL should be scaffolded within GBLEs through restricted agency.

The first research question examined how dwell times on both irrelevant and relevant instructional materials vary as a function of relative game time, type of instructional material, and relevance of the instructional material. Overall, hypotheses for the first research questions were supported where significant between- and within-person variability were identified. Further, dwell times across all instructional materials decreased over learners' time in game and there were generally greater dwell times on relevant than irrelevant instructional materials. This could potentially be due to the familiarity with materials over the course of gameplay, indicating more accurate metacognitive monitoring SRL behaviors. Even though dwell times on books and research articles were significantly greater than both NPC dialogues and posters, the dwell times on NPCs and posters increased at a greater rate compared to books and research articles as learners interacted with Crystal Island.

Of most interest is the interaction between relative game time and instructional material relevance. Specifically, dwell times on pre-test relevant materials generally decreased over learners' gameplay whereas dwell times on relevant NPCs and posters increased over learners' time in game. From these results, we conclude that while learners are initially able to accurately deploy SRL strategies for information-gathering by engaging with pre-test relevant instructional materials, as time engaging in game-based learning progressed, learners' ability to consult relevant information from irrelevant books and research articles decreased. Because dwell times on books and research articles did not change during learning but time on relevant books and research articles decreased, we infer that the long blocks of text without any supporting diagrams or conversational interactions did not support learners' deployment of accurate SRL monitoring strategies (i.e., content evaluations). However, learners were generally able to deploy accurate content evaluations when interacting with posters and NPCs as they learned with Crystal Island. Our results expand prior studies such as that by Dever et al. (Dever and Azevedo, 2019b) and Taub et al. (2018) by including relative game time, dwell times, and content evaluations based on relevance to domain knowledge acquisition. These results support SRL as a complex system through and add to Winne's (2018) IPT of SRL model by examining how operations can affect how learners interact with their learning environment and how this can be captured and measured using eye-tracking and log-file data.

The second research question expanded previous results to understand how SRL processes can be examined and related to each other when examining eye gaze dwell times across relevant and irrelevant instructional materials. Hypotheses were partially confirmed where results did not find that task conditions, cognitive conditions, or learning outcomes were significantly related to dwell times on either relevant or irrelevant instructional materials during learning with Crystal Island. However, hypotheses regarding SRL sequencing behaviors were partially confirmed where the models found that as percent determinism increases, the dwell times on instructional materials increase regardless of material relevance to the pre-test. This effect may have implications for the oscillation between accurate and inaccurate use of SRL strategies due to the non-significance in dwell times on relevant and irrelevant instructional materials. Further, this result is interesting as learners who repeat sequences of information-gathering behaviors with instructional materials tend to have greater dwell times on these materials. To fully explore this effect, future analyses should examine the differences in repeated behaviors for each type of instructional material.

From these results, we conclude that SRL systems with greater predictability and less novel behaviors typically have greater dwell times across instructional materials. The findings contradict research conducted on task conditions, cognitive conditions, and overall learning which found these constructs to significantly interact. This is potentially due to how SRL within this study was measured using an NDST method to examine the stability vs. rigidity of SRL behaviors individually rather than aggregating using typical parametric methods. However, these results contribute to the dynamic and complex conceptualization of SRL as we were able to identify a positive relationship between the predictability of SRL behaviors and learning outcomes. Specifically, this result has implications for (1) Winne's (2018) model to include learners' recursive interactions with GBLE elements as an operational strategy for SRL, and (2) scaffolding design through the lens of far-from-equilibrium concept within complex systems theory. For example, treating SRL systems as complex should extend to theory as well as how GBLEs are designed. From the results of the study, GBLEs should increase the minimum time of instructional material interaction and promote learners' use of several different types of representations while still structuring their approach to how learners interact with the environment. Scaffolds within GBLEs should be designed to balance learners' exploratory behaviors with the structure provided by scaffolds to encourage behaviors that follow the far-from-equilibrium concept.

To further explore learners' sequences of instructional material interactions and how they relate to task conditions, cognitive conditions, and learning gains, the third research question extracted information from the aRQA output. In doing so, we were able to explore how learners differ in (1) the distribution of novel behavioral sequence indices over different instructional materials; and (2) the novelty of behavioral sequences between task and cognitive conditions and its relationship with learning gains. For this third research question, we hypothesized that learners with more repetitive eye gaze sequences would be present in learners with restricted agency and related with higher learning gains. Further, we hypothesized that learners with higher prior knowledge would demonstrate more novel behaviors as they used instructional material interaction diversity as an SRL strategy. Specifically, more novel behaviors denote a healthier SRL system, and as such, the use of multiple different types of materials can be considered a learning strategy employed by learners.

Overall, our hypotheses were not confirmed as prior knowledge was not included within our analyses due to previous non-significant relationships. However, when clustering all participants according to the frequency of recurrent points on Lag 1 and between all instructional materials, hypotheses were confirmed. First, we were able to identify differences between learners where two clusters identified learners as having greater books and research article recurrence (Cluster 2) or fewer recurrence in these interactions (Cluster 1) with no differences in the frequency of NPC recurrent points. From our analyses, learners who had restricted control over their own actions (i.e., the partial agency condition) demonstrated significantly greater learning gains, regardless of classified cluster profiles than learners with full control. However, when ranking the significant clusters and conditions in reference to overall learning, we conclude that learners with partial agency in Cluster 1 had greater learning gains, demonstrating novel behavior while engaging in guided game-based learning increases overall learning gains. These results are parallel to findings for the concept of agency (Sawyer et al., 2017; Dever et al., 2020; Taub et al., 2020) but are novel by examining learners' recursive behaviors in gathering information during game-based learning. These results are consistent with the far-from-equilibrium concept of complex systems theory which promotes the balance between rigidity (i.e., partial agency) and chaos (i.e., novel SRL behavior).



9. FUTURE DIRECTIONS AND CONCLUDING STATEMENT

Our findings have significant conceptual, theoretical, methodological, empirical, and design implications for future research on SRL and GBLEs. Conceptually, our use of NDST analytical methods to analyze SRL process data during game-based learning significantly contributes to the field of SRL and learning technologies by including complex systems theory (Lajoie et al., 2018; Jarvela and Bannert, 2019). While much has been published describing SRL as a dynamic, temporally unfolding process, there is no published research using complex systems theory as a theoretical grounding or dynamical systems in modeling as a method to examine the dynamics of SRL strategies, specifically information-gathering behaviors, during GBLEs (Azevedo et al., 2019; Plass et al., 2019; Favela, 2020). That is, SRL has theoretically been described as temporally dynamic, with some models assuming non-linearity as well, but we extend these assumptions by positing SRL as a complex system and used NDST analytics to empirically support this claim. To date, this article acts as one of the first studies to apply NDST methods to SRL using complex systems theory (see Garner and Russell, 2016; Li et al., 2022).

The use of non-linear dynamical systems techniques allows researchers to specify, operationally define, and make predictions about assumptions regarding the dynamics of SRL processes. More specifically, we can understand how the dynamics of each SRL process (within and across different data channels) are connected to specific complex SRL components described in Winne s COPES model. A dynamical systems approach ties each of the COPES together elegantly and produces testable hypotheses that need to be further explored by researchers (e.g., how do other cognitive conditions such as motivation or emotions relate to how learners oscillate between more recursive or novel operations?)

In addition, our findings using log-files and eye movements provide evidence of the dynamics of specific cognitive and metacognitive processes that, until recently, could only be described in an abstract manner using models such as Winne's (2018) theory of SRL. More specifically, our findings indicating that relationships between eye gaze dwell time and (1) the type of representation a learner gathers information from (i.e., large sections of text, poster, or dialogue); (2) the ability of the learner to distinguish relevant from irrelevant information; (3) learning gains; and (4) agency, could only have been established using the non-linear dynamical systems modeling and statistical techniques used in our study. As such, our findings, based on our use of multimodal data, can begin to augment current models of SRL (e.g. Winne, 2018) by adding the micro-level processes (e.g., judgments of learning, monitoring progress toward goals) that are currently hypothesized to predict learning and performance. Dynamical system modeling can be used to study task and cognitive conditions and affordances of the GBLEs (e.g., agency) as learners engage in SRL processes.

Future research should focus on how other multimodal data (e.g., physiological and facial expressions of emotions) contribute to our understanding of the dynamics of other key SRL processes such as affect and motivation. Can the dynamics capture subtle states or state transitions related to emotion regulation, emotion regulation efficacy, etc. (McRae and Gross, 2020)? What are the multimodal data that most accurately predict affective and motivational states? What specific indices can be extracted from each data channel to understand the temporal dynamics of affect and motivation during GBLE? Would non-linear dynamical modeling techniques and analytical approaches predict that the same states within and across data channels are predictive of learning, reasoning, performance, etc.? How would learning technology-specific affordances impact the dynamics of SRL across learning technologies? For example, how would the lack of autonomy embodied into an intelligent tutoring system impact the dynamics of cognitive, affective, metacognitive, and motivational SRL processes compared to a simulation?

Researchers should consider longer and different types of experiments to test how changing agency, number and types of relevant and irrelevant instructional materials, behavioral repertoire of the NPCs, etc. would impact learners' self-regulation and multimodal data. This new research strategy would also force researchers to isolate the exact dependent variables for each data channel and how they both individually and collectively contribute to our understanding of the dynamics of SRL across learners and contexts.

Our findings also have implications for the design of future GBLEs where NPCs can detect when, how, and why learners fluctuate in their accurate SRL strategy deployment. Further, complex systems theory lends support in the development of GBLEs to support the balance between rigid and complex SRL behaviors. The system's intelligence capability could lead the NPCs to engage in a conversation with the learners about why their ability to identify relevant text has changed. Further, this could serve as an opportune time to pedagogically intervene by providing different types of scaffolding or prompting to the learners. We see several innovative pedagogical interventions delivered by the NPCs. For example, “Your eye movements suggest that you are not spending enough time on the relevant textual cues. Would you like for me to model these processes? Or, would you like for me to show you your multimodal data to show you what, where, and how you have changed your overall strategy?”. In summary, the use of non-linear dynamical system modeling has tremendous potential to advance the field of SRL, multimodal data, and GBLEs.



DATA AVAILABILITY STATEMENT

The datasets presented in this article are not readily available because of written consent restraints. Requests to access the datasets should be directed to Daryn Dever, corresponding author.



ETHICS STATEMENT

The studies involving human participants were reviewed and approved by North Carolina State University International Review Board. The participants provided their written informed consent to participate in this study.



AUTHOR CONTRIBUTIONS

DD significantly contributed to the conceptualization and construction of this manuscript as well as the analyses that were conducted. MA and HV contributed their expertise of complex systems and non-linear dynamical systems theory and the application of auto-Recurrence Quantification Analysis. MW contributed to the analyses and data extraction as well as to the editing of this manuscript. EC wrote the methodology section and provided edits. RA significantly contributed his expertise in SRL and supported the future directions and final conclusion section. All authors contributed to the editing of the manuscript.



FUNDING

This study was supported by funding from the National Science Foundation (DUE#1761178 and DRL#1661202) and the Social Sciences and Humanities Research Council of Canada (SSHRC 895-2011-1006).



ACKNOWLEDGMENTS

The authors would like to thank members of the SMART Lab at UCF and the IntelliMEDIA Group at North Carolina State University for their contributions.



REFERENCES

 Amon, M. J., Vrzakova, H., and D'Mello, S. K. (2019). Beyond dyadic coordination: multimodal behavioral irregularity in triads predicts facets of collaborative problem solving. Cogn. Sci. 43, e12787. doi: 10.1111/cogs.12787

 Azevedo, R., and Cromley, J. G. (2004). Does training on self-regulated learning facilitate students' learning with hypermedia? J. Educ. Psychol. 96, 523–535. doi: 10.1037/0022-0663.96.3.523


 Azevedo, R., and Dever, D. A. (2022). “Metacogntion in multimedia learning,” in The Cambridge Handbook of Multimedia Learning, eds R. Mayer and L. Fiorella (Cambridge: Cambridge University Press), 132–142. doi: 10.1017/9781108894333.013


 Azevedo, R., Guthrie, J. T., and Seibert, D. (2004). The role of self-regulated learning in fostering students' conceptual understanding of complex systems with hypermedia. J. Educ. Comput. Res. 30, 87–111. doi: 10.2190/DVWX-GM1T-6THQ-5WC7


 Azevedo, R., Mudrick, N. V., Taub, M., and Bradbury, A. E. (2019). “Self-regulation in computer-assisted learning systems,” in The Cambridge Handbook of Cognition and Education, eds J. Dunlosky and K. A. Rawson (Cambridge, MA: Cambridge University Press), 587–618. doi: 10.1017/9781108235631.024


 Bandura, A.. (2001). Social cognitive theory: an agentic perspective. Annu. Rev. Psychol. 52, 1–26. doi: 10.1146/annurev.psych.52.1.1

 Bates, D., Maechler, M., Bolker, B., and Walker, S. (2015). Fitting linear mixed-effects models using lme4. J. Stat. Softw. 67, 1–48. doi: 10.18637/jss.v067.i01


 Bernacki, M., Byrnes, J., and Cromley, J. (2012). The effects of achievement goals and self-regulated learning behaviors on reading comprehension in technology-enhanced learning environments. Contemp. Educ. Psychol. 37, 148–161. doi: 10.1016/j.cedpsych.2011.12.001


 Bradbury, A. E., Taub, M., and Azevedo, R. (2017). “The effects of autonomy on emotions and learning in game-based learning environments,” in CogSci. (London: ACM).


 Clark, D. B., Tanner-Smith, E. E., and Killingsworth, S. S. (2016). Digital games, design, and learning: a systematic review and meta-analysis. Rev. Educ. Res. 86, 79–122. doi: 10.3102/0034654315582065

 Cloude, E. B., Dever, D. A., Wiedbusch, M. D., and Azevedo, R. (2020). Quantifying scientific thinking using multichannel data with crystal island: implications for individualized game-learning analytics. Front. Educ. 5, 572546. doi: 10.3389/feduc.2020.572546


 Cloude, E. B., Wortha, F., Wiedbusch, M. D., and Azevedo, R. (2021). “Goals matter: changes in metacognitive judgments and their relation to motivation and learning with an intelligent tutoring system,” in International Conference on Human-Computer Interaction (Virtual: Springer), 224–238. doi: 10.1007/978-3-030-77889-7_15


 Coco, M. I., Monster, D., Leonardi, G., Dale, R., and Wallot, S. (2020). Unidimensional and multidimensional methods for recurrence quantification analysis with CRQA. arXiv preprint arXiv:2006.01954. doi: 10.32614/RJ-2021-062


 Code, J.. (2020). Agency for learning: intention, motivation, self-efficacy and self-regulation. Front. Educ. 5, 19. doi: 10.3389/feduc.2020.00019


 Dale, R., Fusaroli, R., Duran, N. D., and Richardson, D. C. (2013). The self-organization of human interaction. Psychol. Learn. Motivat. 59, 43–95. doi: 10.1016/B978-0-12-407187-2.00002-2


 de Bruin, A. B. H., and van Merriënboer, J. J. G. (2017). Bridging cognitive load and self-regulated learning research: a complementary approach to contemporary issues in educational research. Learn. Instruct. 51, 1–9. doi: 10.1016/j.learninstruc.2017.06.001


 Dever, D. A., and Azevedo, R. (2019a). “Autonomy and types of informational text presentations in game-based learning environments,” in International Conference on Artificial Intelligence in Education (Chicago, IL: Springer), 110–120. doi: 10.1007/978-3-030-23204-7_10


 Dever, D. A., and Azevedo, R. (2019b). “Examining gaze behaviors and metacognitive judgments of informational text within game-based learning environments,” in International Conference on Artificial Intelligence in Education (Chicago, IL: Springer), 121–132. doi: 10.1007/978-3-030-23204-7_11


 Dever, D. A., Wiedbusch, M. D., Cloude, E. B., Lester, J., and Azevedo, R. (2021). Emotions and the comprehension of single versus multiple texts during game-based learning. Discourse Process. 59, 1–22. doi: 10.1080/0163853X.2021.1950450


 Dever, D. D., Azevedo, R., Cloude, E. B., and Wiedbusch, M. D. (2020). The impact of autonomy and types of informational text presentations in game-based environments on learning: converging multi-channel processes data and learning outcomes. Int. J. Artif. Intell. Educ. 30, 581–615. doi: 10.1007/s40593-020-00215-1


 Favela, L. H.. (2020). Cognitive science as complexity science. Wiley Adv. Rev. 11, e1525. doi: 10.1002/wcs.1525

 Gabriel, F., Buckley, S., and Barthakur, A. (2020). The impact of mathematics anxiety on self-regulated learning and mathematical literacy. Austral. J. Educ. 64, 227–242. doi: 10.1177/0004944120947881


 Gandomkar, R., Yazdani, K., Fata, L., Mehrdad, R., Mirzazadeh, A., Jalili, M., et al. (2020). Using multiple self-regulated learning measures to understand medical students' biomedical science learning. Med. Educ. 54, 727–737. doi: 10.1111/medu.14079

 Garcia, R., Falkner, K., and Vivian, R. (2018). Systematic literature review: Self-regulated learning strategies using e-learning tools for computer science. Comput. Educ. 123, 150–163. doi: 10.1016/j.compedu.2018.05.006


 Garner, J. K., and Russell, D. M. (2016). “The symbolic dynamics of visual attention during learning: exploring the application of orbital decomposition,” in Complex Dynamical Systems in Education, eds M. Koopmans and D. Stamovlasis (Springer International Publishing AG Switzerland), 345–378. doi: 10.1007/978-3-319-27577-2_16


 Greene, J. A., and Azevedo, R. (2009). A macro-level analysis of srl processes and their relations to the acquisition of a sophisticated mental model of a complex system. Contemp. Educ. Psychol. 34, 18–29. doi: 10.1016/j.cedpsych.2008.05.006


 Haken, H.. (2006). Information and Self-Organization: A Macroscopic Approach to Complex Systems. Springer Berlin Heidelberg.


 Harding, S.-M., English, N., Nibali, N., Griffin, P., Graham, L., Alom, B., et al. (2019). Self-regulated learning as a predictor of mathematics and reading performance: a picture of students in grades 5 to 8. Austral. J. Educ. 63, 74–97. doi: 10.1177/0004944119830153


 Heylighen, F.. (2008). “Complexity and self-organization,” in Encyclopedia of Library and Information Sciences, eds M. J. Bates and M. N. Maack (Boca Raton, FL: CRC Press), 1215–1224. doi: 10.1081/E-ELIS3-120043869


 Holden, R. J.. (2009). People or systems? To blame is human. the fix is to engineer. Profess. Saf. 54, 34–41.

 iMotions (2015). Affectiva iMotions Biometric Research Platform.


 Jarvela, S., and Bannert, M. (2019). Temporal and adaptive processes of regulated learning - what can multimodal data tell. Learn. Instruct. 2019, 101268. doi: 10.1016/j.learninstruc.2019.101268


 Josephsen, J. M.. (2017). A qualitative analysis of metacognition in simulation. J. Nurs. Educ. 56, 675–678. doi: 10.3928/01484834-20171020-07

 Kirschner, P. A., Sweller, J., and Clark, R. E. (2006). Why minimal guidance during instruction does not work: an analysis of the failure of constructivist, discovery, problem-based, experiential, and inquiry-based teaching. Educ. Psychol. 41, 75–86. doi: 10.1207/s15326985ep4102_1

 Lajoie, S. P., Pekrun, R., Azevedo, R., and Leighton, J. (2018). Understanding and measuring emotions in technology-rich learning environments. Learn. Instruct. 70, 101272. doi: 10.1016/j.learninstruc.2019.101272


 Lenth, R., Singmann, H., Love, J., Buerkner, P., and Herve, M. (2018). Emmeans: Estimated Marginal Means, Aka Least-Squares Means. R package version 1(1):3.


 Li, S., Chen, G., Xing, W., Zheng, J., and Xie, C. (2020). Longitudinal clustering of students? self-regulated learning behaviors in engineering design. Comput. Educ. 153, 103899. doi: 10.1016/j.compedu.2020.103899


 Li, S., Zheng, J., Huang, X., and Xie, C. (2022). Self-regulated learning as a complex dynamical system: examining students' stem learning in a simulation environment. Learn. Individ. Diff. 95, 102144. doi: 10.1016/j.lindif.2022.102144


 Littlewort, G., Barlett, M. S., Salamanca, L., and Reilly, J. S. (2011). “Automated measurement of children's facial expressions during problem solving tasks,” in Proceedings in the 9th IEEE International Conference on Automatic Face and Gesture Recognition (Santa Barbara, CA: IEEE), 298–305. doi: 10.1109/FG.2011.5771418


 Long, J. A.. (2018). jtools: Analysis and Presentation of Social Scientific Data. R package version.


 Martin, J.. (2004). Self-regulated learning, social cognitive theory, and agency. Educ. Psychol. 39, 135–145. doi: 10.1207/s15326985ep3902_4


 Marx, J. D., and Cummings, K. (2007). Normalized change. Am. J. Phys. 75, 87–91. doi: 10.1119/1.2372468


 Mayer, R. E.. (2004). Should there be a three-strikes rule against pure discovery learning? Am. Psychol. 59, 14. doi: 10.1037/0003-066X.59.1.14

 Mayer, R. E.. (2019). Computer games in education. Annu. Rev. Psychol. 70, 531–549. doi: 10.1146/annurev-psych-010418-102744

 McCardle, L., and Hadwin, A. F. (2015). Using multiple, contextualized data sources to measure learners? perceptions of their self-regulated learning. Metacogn. Learn. 10, 43–75. doi: 10.1007/s11409-014-9132-0


 McNamara, T. P.. (2005). Semantic Priming: Perspectives from Memory and Word Recognition. New York, NY: Psychology Press.

 McRae, K., and Gross, J. J. (2020). Emotion regulation. Emotion 20, 1–9. doi: 10.1037/emo0000703

 Munshi, A., and Biswas, G. (2019). “Personalization in oeles: developing a data-driven framework to model and scaffold SRL processes,” in International Conference on Artificial Intelligence in Education (Chicago, IL: Springer), 354–358. doi: 10.1007/978-3-030-23207-8_65


 Musso, M. F., Boekaerts, M., Segers, M., and Cascallar, E. C. (2019). Individual differences in basic cognitive processes and self-regulated learning: their interaction effects on math performance. Learn. Individ. Diff. 71, 58–70. doi: 10.1016/j.lindif.2019.03.003


 Necaise, A., Williams, A., Vrzakova, H., and Amon, M. J. (2021). “Regularity versus novelty of users' multimodal comment patterns and dynamics as markers of social media radicalization,” in Proceedings of the 32nd ACM Conference on Hypertext and Social Media (Dublin), 237–243. doi: 10.1145/3465336.3475095


 Nelson, T. O., and Narens, L. (1990). “Metamemory: a theoretical framework and new findings,” in The Psychology of Learning and Motivation: Advances in Research and Theory, ed G. H. Bower (San Diego, CA: Academic Press), 125–173. doi: 10.1016/S0079-7421(08)60053-5


 Nietfeld, J. L.. (2018). “The role of self-regulated learning in digital games,” in Handbook of Self-Regulation of Learning and Performance, eds D. H. Schunk and J. A. Greene (New York, NY: Routledge; Taylor & Francis Group). doi: 10.4324/9781315697048-18


 Nuckles, M., Roelle, J., Flogger-Frey, I., Waldeyer, J., and Renkl, A. (2020). The self-regulation-view in writing-to-learn: using journal writing to optimize cognitive load in self-regulated learning. Educ. Psychol. Rev. 32, 1089–1126. doi: 10.1007/s10648-020-09541-1


 Pintrich, P. R.. (2000). “The role of goal orientation in self-regulated learning,” in Handbook of Self-Regulation, eds M. Boekaerts, P. R. Pintrich, and M. Zeidner (San Diego, CA: Academic Press), 452–502. doi: 10.1016/B978-012109890-2/50043-3


 Plass, J. L., Homer, B. D., Mayer, R. E., and Kinzer, C. K. (2019). Theoretical Foundations of Game-Based and Playful Learning, (Cambridge, MA: The MIT Press).


 R Core Team (2017). R: A Language and Environment for Statistical Computing. Vienna: R Foundation for Statistical Computing. Available online at: https://www.R-project.org/ (accessed October 08, 2021).


 Riley, M. A., and Holden, J. G. (2012). Dynamics of cognition. Wiley Interdiscipl. Rev. Cogn. Sci. 3, 593–606. doi: 10.1002/wcs.1200

 Roick, J., and Ringeisen, T. (2018). Students' math performance in higher education: examining the role of self-regulated learning and self-efficacy. Learn. Individ. Diff. 65, 148–158. doi: 10.1016/j.lindif.2018.05.018


 Rowe, J. P., Shores, L. R., Mott, B. W., and Lester, J. C. (2011). Integrating learning, problem solving, and engagement in narrative-centered learning environments. Int. J. Artif. Intell. Educ. 21, 115–133. doi: 10.3233/JAI-2011-019


 Sawyer, R., Smith, A., Rowe, J., Azevedo, R., and Lester, J. (2017). “Enhancing student models in game-based learning with facial expression recognition,” in Proceedings of the 25th Conference on User Modeling, Adaptation and Personalization (Bratislava), 192–201. doi: 10.1145/3079628.3079686


 Schunk, D. H., and Greene, J. A. (2018). “Historical, contemporary, and future perspectives on self-regulated learning and performance,” in Handbook of Self-Regulation of Learning and Performance, eds D. H. Schunk and J. A. Greene (New York, NY: Routledge), 1–15. doi: 10.4324/9781315697048-1


 Seufert, T.. (2018). The interplay between self-regulation in learning and cognitive load. Educ. Res. Rev. 24, 116–129. doi: 10.1016/j.edurev.2018.03.004


 Shute, V. J., and Sun, C. (2019). “Games for assessment,” in Handbook of Game-Based Learning, eds J. L. Plass, R. E. Mayer, and B. D. Homer (Cambridge, MA: MIT Press), 491–512.


 SMI. (2014). SMI Experiment Center 3.4.165 [Apparatus and Software]. Boston, MA: SensoMotoric Instruments.


 Snow, E. L., Jacovina, M. E., Jackson, G. T., and McNamara, D. S. (2016). “istart-2: a reading comprehension and strategy instruction tutor,” in Adaptive Educational Technologies for Literacy Instruction, eds S. A. Crossley and D. S. McNamara (New York, NY: Routledge), 104–121. doi: 10.4324/9781315647500-8


 Sophie, L. S. T., and Zhang, L. J. (2018). Effects of motivational regulation strategies on writing performance: a mediation model of self-regulated learning of writing in english as a second/foreign language. Metacogn. Learn. 13, 213–240. doi: 10.1007/s11409-017-9171-4


 Sun, T., and Wang, C. (2020). College students? writing self-efficacy and writing self-regulated learning strategies in learning english as a foreign language. System 90, 102221. doi: 10.1016/j.system.2020.102221


 Sun, Z., Xie, K., and Anderman, L. H. (2018). The role of self-regulated learning in students' success in flipped undergraduate math courses. Internet Higher Educ. 36, 41–53. doi: 10.1016/j.iheduc.2017.09.003


 Taub, M., Azevedo, R., Bradbury, A. E., Millar, G. C., and Lester, J. (2018). Using sequence mining to reveal the efficiency in scientific reasoning during stem learning with a game-based learning environment. Learn. Instruct. 54, 93–103. doi: 10.1016/j.learninstruc.2017.08.005


 Taub, M., Sawyer, R., Smith, A., Rowe, J., Azevedo, R., and Lester, J. (2020). The agency effect: the impact of student agency on learning, emotions, and problem-solving behaviors in a game-based learning environment. Comput. Educ. 147, 103781. doi: 10.1016/j.compedu.2019.103781


 Thiede, K. W., and de Bruin, A. B. H. (2018). “Self-regulated learning in reading,” in Handbook of Self-Regulation of Learning and Performance, eds D. H. Schunk and J. A. Greene (New York, NY: Routledge; Taylor & Francis Group), 124–137. doi: 10.4324/9781315697048-8


 Veerman, F., Mercker, M., and Marciniak-Czochra, A. (2021). Beyond turing: Far-from-equilibrium patterns and mechano-chemical feedback. Philis. Trans. R. Soc. A 379, pp. 1–18. doi: 10.1098/rsta.2020.0278

 Webber, C. L., and Zbilut, J. P. (2005). “Recurrence quantification analysis of nonlinear dynamical systems,” in Tutorials in Contemporary Nonlinear Methods for the Behavioral Sciences, eds M. A. Riley and G. C. Van Orden (Arlington, VA: National Science Foundation), 26–94. Available online at: http://www.nsf.gov/sbe/bcs/pac/nmbs/nmbs.jsp

 Winne, P. H.. (2018). Theorizing and researching levels of processing in self-regulated learning. Brit. J. Educ. Psychol. 88, 9–20. doi: 10.1111/bjep.12173

 Winne, P. H., and Azevedo, R. (2014). “Metacognition,” in Cambridge Handbook of the Learning Sciences, ed K. Sawyer (Cambridge: Cambridge University Press), pp. 63–87.


 Winne, P. H., and Hadwin, A. F. (2008). “The weave of motivation and self-regulated learning,” in Motivation and Self-Regulated Learning: Theory, Research and Applications, eds D. H. Schunk and B. J. Zimmerman (New York, NY: Lawrence Erlbaum Associates), 297–314.


 Winne, P. H., and Hadwin, A. F. (2013). “nstudy: tracing and supporting self-regulated learning in the internet,” in International Handbook of Metacognition and Learning Technologies, eds R. Azevedo and V. Aleven (Springer), 293–308. doi: 10.1007/978-1-4419-5546-3_20


 Yang, T.-C., Chen, M. C., and Chen, S. Y. (2018). The influences of self-regulated learning support and prior knowledge on improving learning performance. Comput. Educ. 126, 37–52. doi: 10.1016/j.compedu.2018.06.025


 Zimmerman, B. J., and Moylan, A. R. (2009). “Self-regulation: where metacognition and motivation intersect,” in Handbook of Metacognition in Education, eds D. J. Hacker, J. Dunlosky, and A. C. Graesser (New York, NY: Routledge), 141–160.


Author Disclaimer: Any opinions, findings, conclusions, or recommendations expressed in this material are those of the author(s) and do not necessarily reflect the views of the National Science Foundation or the Social Sciences and Humanities Research Council of Canada.

Conflict of Interest: EC was employed by SoarTechnology, Inc.

The remaining authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Publisher's Note: All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.

Copyright © 2022 Dever, Amon, Vrzáková, Wiedbusch, Cloude and Azevedo. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.



OPS/images/inline_1.gif
Y-





OPS/images/fpsyg-13-813677-t001.jpg
Recurrent action Lagt Lag2 Lag3 Lagd Lags
NPCs 0212 0231 0262 0275 0264
Books and research articles ~ 0.468  0.482  0.529 0548 0617
Posters 0320 0287 0210 0477 0.119






OPS/images/fpsyg-13-813677-t002.jpg
Instructional material Cluster1  Cluster 2 t-value; p-value
[MSD)]  [M(SD)]

NPCs 1.85(107) 133(0.75) tson =0.13;p > 0.05

Books and research articles  2.21(0.77)  3.88(1.10) s = ~7.88;p < 0.01

Posters 1.56(082) 265(0.98) s = ~5.40;p <001






OPS/xhtml/Nav.xhtml




Contents





		Cover



		Capturing Sequences of Learners' Self-Regulatory Interactions With Instructional Material During Game-Based Learning Using Auto-Recurrence Quantification Analysis



		1. Introduction



		2. Self-regulated Learning



		2.1. Conditions



		2.2. Operations



		2.3. Products







		3. Defining SRL as a Complex System



		4. Supporting SRL During Game-Based Learning



		4.1. Far-From-Equilibrium Systems



		4.2. A Non-linear Dynamical Systems Approach to Measuring SRL







		5. Current Study



		6. Methods



		6.1. Participants and Materials



		6.2. Experimental Design



		6.3. Procedure



		6.4. Apparatus



		6.5. Coding and Scoring



		6.6. Statistical Processing



		6.7. Model Building and Estimation



		6.7.1. Observation-Level Variables



		6.7.2. Individual-Level Variables













		7. Results



		7.1. Research Question 1: To What Extent Do Learners' SRL Behaviors and Dwell Times Differ Across Instructional Material Throughout Gameplay?



		7.2. Research Question 2: To What Extent Are Learners' Task and Cognitive Conditions, Learning Outcomes, and Sequences of SRL Behaviors Related to Dwell Times on Instructional Materials Throughout Gameplay?



		7.2.1. Task and Cognitive Conditions



		7.2.2. Learning Outcomes



		7.2.3. Sequences of SRL Behaviors









		7.3. Research Question 3: How Do Learners' Task Conditions, Cognitive Conditions, and Learning Gains Relate to Their Sequences of SRL Behaviors?







		8. Discussion



		9. Future Directions and Concluding Statement



		Data Availability Statement



		Ethics Statement



		Author Contributions



		Funding



		Acknowledgments



		References

















OPS/images/cover.jpg
& frontiers | Frontiers in Psychology

Capturing Sequences of Learners’
Self-Regulatory Interactions With
Instructional Material During
Game-Based Learning Using
Auto-Recurrence Quantification
Analysis





OPS/images/fpsyg-13-813677-g001.gif





OPS/images/fpsyg-13-813677-g002.gif









OPS/images/crossmark.jpg
©

2

i

|





OPS/images/logo.jpg
& frontiers | Frontiers in Psychology





