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Extended redundancy analysis (ERA) is a statistical method that relates multiple sets of 
predictors to response variables. In ERA, the conventional approach of model evaluation 
tends to overestimate the performance of a model since the performance is assessed 
using the same sample used for model development. To avoid the overly optimistic 
assessment, we  introduce a new model evaluation approach for ERA, which utilizes 
computer-intensive resampling methods to assess how well a model performs on unseen 
data. Specifically, we suggest several new model evaluation metrics for ERA that compute 
a model’s performance on out-of-sample data, i.e., data not used for model development. 
Although considerable work has been done in machine learning and statistics to examine 
the utility of cross-validation and bootstrap variants for assessing such out-of-sample 
predictive performance, to date, no research has been carried out in the context of ERA. 
We use simulated and real data examples to compare the proposed model evaluation 
approach with the conventional one. Results show the conventional approach always 
favor more complex ERA models, thereby failing to prevent the problem of overfitting in 
model selection. Conversely, the proposed approach can select the true ERA model 
among many mis-specified (i.e., underfitted and overfitted) models.

Keywords: out-of-sample model evaluation, predictive performance analysis, cross-validation, bootstrap, 
extended redundancy analysis

INTRODUCTION

Extended redundancy analysis (ERA; Takane and Hwang, 2005) is a statistical modeling 
framework that relates multiple sets of predictors to response variables. In ERA, a component 
is extracted from each set of predictors in such a way that it accounts for the maximum 
variation of response variables. ERA provides several benefits in terms of interpretability and 
predictability, especially when many predictors need to be  studied in a regression problem. 
For example, ERA provides a parsimonious interpretation of directional relationships using 
the extracted components whose number is much smaller than that of the original predictors. 
Also, using domain-specific knowledge concerning which predictors are to be  put together 
can improve the interpretability of the extracted components. Moreover, ERA allows researchers 
to generate predictive models because it searches for components that maximize predictive 
accuracy, without having to eliminate any predictors of interest to avoid multicollinearity. 
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Indeed, the practical usefulness of ERA lies in its predictive 
nature; ERA has been well blended with many statistical 
techniques for prediction problems, e.g., regularizations (Hwang 
et  al., 2015; Lee et  al., 2019; Kim et  al., 2020) and a tree-
based supervised learning method (Kim and Hwang, 2021).

The present study concerns model evaluation in ERA. How 
to assess a model’s performance is critical for model comparison 
and model selection. One existing method is to calculate FIT 
(Takane and Hwang, 2005), an R2-type overall goodness-of-fit 
(GOF) metric for ERA. Several other GOF metrics for parametric 
ERA, such as AICERA and BICERA (DeSarbo et  al., 2015), are 
also available, which are computed based on penalized-likelihood 
criteria taking model complexity into account. A model’s GOF 
based on these metrics provides diagnostic information that 
helps explain model performance by quantifying the degree 
of similarity between observed and predicted values. However, 
all of these conventional metrics represent “in-sample” model 
evaluation, i.e., the same dataset is used both to construct the 
model and to assess its performance. This naturally leads to 
an overly optimistic view of a model’s performance: the more 
closely we  fit the model to the training sample—a set of data 
used to estimate parameters, the better it will perform when 
being evaluated on the same sample. This is a well-known 
statistical phenomenon called “optimism” (Efron, 1983; Efron 
and Tibshirani, 1997; Hastie et  al., 2009, Chapter 7).

When researchers are interested in predicting important 
health or behavioral outcomes to the benefit of the broader 
population, relying on such an “optimistic” view based on 
in-sample model evaluation is not ideal because it provides 
little information about the model’s performance on “out-of-
sample”—data that are not used for model building. For example, 
in studies on cognitive impairment in older adults (Choi and 
Jin, 2018; Na, 2019), patient responses to treatments for depression 
(Cuijpers et  al., 2013), or user response patterns in online 
advertising (Zhang et  al., 2016), the goal of model evaluation 
is to select a prediction model that can best assist practitioners 
with their decision making in unseen cases (e.g., treatment 
recommendation for new patients). To develop such prediction 
models that can generalize beyond the current sample, it would 
be better to assess a model’s performance based on out-of-samples.

Thus, in this paper, we  introduce several new model 
evaluation metrics for ERA, each of which aims to quantify 
how well a model performs in out-of-sample data. But before 
discussing the out-of-sample metrics, we  also investigate the 
degree of optimism in the existing in-sample model evaluation 
based on a simulation study. Hastie et  al. (2009, Chapter 7) 
discussed, in a general regression problem, the optimism of 
in-sample model evaluation decreases linearly as the training 
sample size increases but increases with model complexity. 
Thus, in the simulation study, we  examine how the degree 
of optimism is affected by different training sample sizes and 
the number of ERA parameters under several model 
mis-specification conditions.

We then illustrate a new model evaluation framework for 
ERA which aims to avoid the overly optimistic assessment in 
the conventional in-sample metrics. Specifically, we apply various 
sample-reuse or resampling methods, such as cross-validation 

(CV; Stone, 1974; Geisser, 1975) and the bootstrap (Efron, 
1979, 1983), to assess out-of-sample model performance. The 
basic idea behind this framework is to avoid the optimism 
by using non-overlapping data for model development and 
evaluation, which in turn provides a more accurate estimate 
of model performance in a new sample (Hastie et  al., 2009, 
Chapter 7; Shmueli, 2010). Although considerable work has 
been done on the use of CV and bootstrap variants for out-of-
sample model assessment in various prediction models (e.g., 
Steyerberg et  al., 2001; Molinaro et  al., 2005; Smith et  al., 
2014; Austin and Steyerberg, 2017), to date, no research has 
applied these general tools to ERA. Thus, we  formulate various 
out-of-sample prediction error estimators for ERA based on 
(1) c-fold CV (c = 3, 5, and 10), (2) leave-one-out CV (LOOCV), 
(3) out-of-bag (OOB) bootstrap, (4) 0.632 bootstrap, and (5) 
0.632+ bootstrap, and carry out a simulation to examine their 
relative behaviors under different simulation conditions.

The remainder of this paper is structured as follows. First, 
we briefly recapitulate the ERA model and provide a formulation 
of a prediction error estimator for ERA. We  then describe 
the use of the abovementioned resampling methods for out-of-
sample model evaluation in ERA. Next, we  present the results 
of a series of simulation studies comparing the conventional 
in-sample metrics and new out-of-sample prediction error 
estimators. In all simulations, mis-specified (i.e., underfitted 
and overfitted) models are considered to examine the behavior 
of each estimator. The empirical usefulness of the proposed 
out-of-sample model evaluation is illustrated using a real-world 
dataset. Finally, we summarize the findings, provide a guideline 
for practitioners on which resampling approach should be favored 
under which conditions, and discuss the limitation of the study.

MATERIALS AND METHODS

Extended Redundancy Analysis
Let yi denote the ith value of the response variable (i = 1,  ..., 
N). Assume that there are K different sets of predictors, each 
of which consists of Pk predictors (k =  1,  ..., K). Let xikp denote 
the ith value of the pth variable in the kth predictor set (p = 1,  ..., 
Pk) and xi = (xi11,  ..., xikp) denote a 1 by P vector of predictors 

for the ith observation, where P P
k

K

k=
=
å

1

. Let wkp denote a
 

component weight assigned to xikp and wk = w wk kPk1, ...,( )¢

denote a Pk by 1 vector of component weights in the kth 

predictor set. Let f x wik
p

P

ikp kp
k

=
=
å

1
 denote the ith component

 

score of the kth component, which is the sum of weighted 
predictors for the ith observation in the kth predictor set. Let 
bk denote the regression coefficient relating the kth component 
to the response variable. Let ei denote an error term for yi. 
We assume that all predictors are standardized with zero means 
and unit variances (Takane and Hwang, 2005).

The ERA model (Takane and Hwang, 2005) is then expressed as,
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This can also be  expressed as,

 y XWb e Fb e= + = +  (2)

where y is an N by 1 vector of response variables, X is an N 
by P matrix of predictors, W is a P by K matrix of component 
weights, F is a N by K matrix of regression coefficients, and e 
is an N by 1 vector of errors. For identification, a standardization 
constraint is imposed on F such that diag(F’F) = NI, 
where diag(∙) denotes a diagonal matrix with the elements of 
F’F on its diagonal. As shown in (1), each set of predictors 
reduces to a single component, which in turn influences the response 
variable. The component weight wkp shows the contribution of 
each predictor to obtaining its component as in data reduction 
methods such as principal component analysis or canonical 
correlation analysis, whereas the regression coefficient bk signifies 
the effect of each component on the response variable as in 
linear regression. In this regard, ERA carries out data reduction 
and linear regression simultaneously.

Figure  1 displays an example of the ERA model, where 
each component is associated with two predictors (P1 = P2 = 2) 
and a response variable is influenced by two components (K = 2). 
For this example, the W and b are given as,
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The ERA model contains two sets of parameters—component 
weights (W) and regression coefficients (b). These unknown 
parameters are estimated by minimizing the following 
objective function:

 f = -( )SS y XWb ,  (3)

with respect to W and b, subject to the constraint diag(F’F) = NI, 
where SS(a) = a’a, i.e., the sum of squares for all the elements of 
a vector a. An alternating least-squares (ALS) algorithm (de Leeuw 
et  al., 1976) was developed to minimize the objective function 
(Takane and Hwang, 2005). Refer to Takane and Hwang (2005) 
for a more detailed description of the parameter estimation algorithm.

To assess the performance of ERA models, an overall GOF 
metric, called FIT (Takane and Hwang, 2005), can be calculated 
to evaluate how well a given ERA model explains the variance 
of the response variable:

 
FIT

SS
= -

( )
1

f
y  

(4)

The values of FIT range from 0 to 1, and larger values indicate 
more explained variance of the response variable. The limitation 
of using FIT in conventional ERA will be  discussed later but 
note that it only informs how well a model fits to the training 
set, thus being of little utility when assessing a model’s 
prediction capability.

Assessment of Predictive Performance
Consider a continuous response variable Y that is related to 
a predictor matrix X by a prediction model h: X → Y. Then, 
h X( )  denotes the predicted responses estimated from the 

observed training set T = { x1 1
′ ,y( ) , ⋯, xi iy′ ,( ) , ⋯, xN Ny′ ,( ) }. 

We  assume that the observations in T are random samples 

from a distribution H. Let denote L Y h, X( )





 a loss function 

for measuring errors between Y and h X( ) . For example, in 

many regression-based models, a common choice for a continuous 

Y is the squared-error loss, i.e., L Y h Y h,
 X X( )





= − ( )



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2

. 

The term “loss” in mathematical optimization is used to describe 
how much a model is losing compared to having made perfect 
predictions. Thus, a loss function is a measure of how good a 
model does in terms of being able to predict the expected responses. 
Note that, as shown in (3), ERA defines its objective function 
in terms of the mean squared-error loss and seeks to minimize 
it over all possible parameter values, which shows its predictive nature.

To quantify the overall predictive performance of an ERA 
model, root mean square error (RMSE),

 
RMSE = − ( )



=∑1

1

2

N
y hi

N
i i

 x
 

(5)

is a reasonable choice because ERA parameters are estimated 
to minimize the mean squared-error loss, as discussed above. 

1if 2if
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FIGURE 1 | A prototypical ERA model. Square boxes indicate 
observed predictor and response variables. Circles represent components 
and an error term.
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This metric can range from 0 to ∞ and is negatively oriented 
scores, which means lower values are better. Also, it is indifferent 
to the direction of errors since the errors are squared before 
they are averaged.

Estimating Generalization Error Using 
Resampling Methods
In predictive modeling, we  wish to obtain a model that not 
only performs well on the training data, but also on independent 
unseen data. Thus, it is important to understand how to estimate 
the true error rate of a model when it is used to predict the 

future responses. Let x0 0
′ ,y( )  is a new independent test sample 

randomly drawn from H. The true test error or 
generalization error (Efron, 1983; Efron and Tibshirani, 1997; 

Hastie et al., 2009, Chapter 7) is the prediction error for x0 0
′ ,y( ) ,

 Err , |,T yE L y h= ( )æ

è
ç

ö

ø
÷

é

ë
ê

ù

û
ú( )x x

0 0
0 0¢¢
 T  (6)

Note that, in (6), only x0 0
¢¢ ,y( )  is random with T being fixed, 

meaning that the true test error refers to the conditional error 
for the particular training set T. In practice, it is more amenable 
to estimate a model’s prediction error as the expectation of 
ErrT  (Efron, 1983; Efron and Tibshirani, 1997; Hastie et  al., 
2009, Chapter 7),

 Err Err ,= [ ] = ( )æ

è
ç

ö

ø
÷

é

ë
ê

ù

û
úE E L Y hT

 X  (7)

where everything random is averaged over. In many machine 
learning applications, where a large independent test set is 
available, the goal of model selection is to find a model that 
gives the minimum expected test error in (7).

In the absence of a large independent test set, the simplest 
way to estimate ErrT  is to use the training error or apparent 
error, defined by the average loss over the training data,

 Err ,Train = ( )æ

è
ç

ö

ø
÷

=
å1

1
N

L y h
i

N
i i
 x  (8)

As discussed previously, ErrTrain  is typically smaller than ErrT
, i.e., ErrTrain  tends to be  biased downward as an estimate 
of ErrT  because the same observations are used twice, both 
for fitting h X( )  and for evaluating the prediction error of 
h X( ) . Note that, in conventional ERA, model evaluation is 
based only on this apparent performance.

A straightforward approach for correcting the inherent 
optimism in ErrTrain  is to randomly split the observed data 
T in two parts: one for developing the model (learning set) 
and the other for measuring its predictive performance (validation 
set). With this split-sample approach, model performance can 
be assessed on independent data not used for model development. 
There are, however, two criticisms of this procedure. First, it 
is inefficient when the size of T is small, owing to its reduction 

of the size of both learning and validation sets. Second, high 
variability in the estimated predictive performance can 
be  introduced because of its reliance on a single split of T.

Various computer-intensive resampling methods can 
be employed to avoid these limitations of the split-sample approach. 
Let Err Resampling Method( )  denote the estimated generalization error 
(7) of an ERA model, which is formulated as the averaged predictive 
performance on validation data, where the predictive performance 
is computed as described in (5) and validation data are generated 
based on a resampling method. Using this out-of-sample prediction 
error estimator, we  can now define the optimal model as the 
one gives the lowest Err Resampling Method( )  (i.e., the smallest 
prediction error on validation data) in model selection. Key 
references on the use of different resampling methods (for validation 
data creation) include Efron (1983), Breiman and Spector (1992), 
and Efron and Tibshirani (1997).

c-fold CV is one of the most preferred methods used to 
generate validation data. This method randomly assigns N 
observations to one of c partitions such that the partitions 
are of nearly equal size. Subsequently, the learning set contains 
all but one of the partitions which is labeled the validation 
set. After fitting a model to the learning set, the prediction 
error (RMSE) of the fitted model is computed using the 
validation set. We  then repeat this procedure for all c folds 
and average the prediction errors, resulting in the c-fold CV 
estimate of prediction error: Err cv,c( ) . LOOCV is the most 
extreme case of c-fold CV, where the number of folds equals 
the number of observations (i.e., c = N) and each observation 
is individually assigned to the validation set.

Another popular approach is based on the bootstrap (Efron, 
1979). Efron (1983) proposed and compared several bootstrap 
variants for the assessment of a model’s predictive performance, 
which are generally referred to as out-of-bag (OOB) estimators 
in the statistics and machine learning literature. Calculating 
the OOB prediction error begins with bootstrap sampling. Let 
B be  the number of bootstrap replications. For each draw, a 
bootstrap sample contains only 63.2% of the original data on 
average (referred to as in-bag sample) due to the sampling 
with replacement. The prediction error is assessed on the 
remaining 37% of the data (OOB data) for each bootstrap 
draw and subsequently averaged over the B iterations, resulting 
in the OOB estimate of prediction error: Err OOB( ) .

There are two more variations of the OOB estimator: 0.632 
estimator (Efron, 1983) and 0.632+ estimators (Efron and 
Tibshirani, 1997). Both aim to correct the underestimated 
ErrTrain  as a weighted combination of ErrTrain  and Err OOB( )  
such that ω· ErrTrain + (1-ω)· Err OOB( ) . The value of ω is fixed 
as 0.632 for the 0.632 estimator, whereas ω is determined 
based on the so-called “no-information error rate” for the 
0.632+ estimator (Efron and Tibshirani, 1997). In brief, the 
weight is dependent on the relative amount of overfitting 
coefficient R: ω = 0.632/(1–0.368·R). The relative overfitting R 
is large when the difference between ErrTrain  and Err OOB( )  
is relatively large. In this case, R and ω approach 1, indicating 
that the estimated prediction error is largely based on Err OOB( )
. When the overfitting is small, R approaches 0 and ω 0.632, 
resulting in similarity between the 0.632 and 0.632+ estimators. 
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In this paper, we  also consider these two bootstrap variants 
for ERA: Err .632( )  and Err .632+( ) .

SIMULATION STUDY

We conducted a simulation study to examine the behaviors 
of the abovementioned in-sample and out-of-sample prediction 
error estimators for ERA. Specifically, under different model 
mis-specification conditions, we  investigated the degree of 
optimism in ErrTrain  in terms of (4) and (5) and compared 
the differences between the resampling methods in the estimation 
of ErrT : Err cv( ) , Err LOOCV( ) , Err OOB( ) , Err .632( ) , and 
Err .632+( ) . We  particularly focused on the influence of sample 
size and model complexity. For this, we considered five different 
sample sizes (N = 50, 100, 200, 500, 1,000) for training data 
(T) and varied the number of predictors per component (Np = 2, 
4, 6, 8).

For data generation, we  specified an ERA model that was 
composed of two components (K = 2) and a response variable 
(see Figure  1). We  fixed the first regression coefficient b1 to 
0.3, and the variance explained by two components R2 to 0.4, 
which in turn resulted in the value of the second regression 
coefficient, b2 = 0.56. We  assumed no correlation between the 
components. Each component was linked to Np predictors, where 
each component weight, wkp, was randomly sampled from a 
uniform distribution between 0.8 and 1. Following the data 
generation approach of Becker et al. (2013), the variance-covariance 
matrix of the predictor and response variables, Σ, was obtained 
based on the ERA parameters described above. We  generated 
1,000 datasets from a multivariate normal distribution with zero 
means and Σ for each combination of sample sizes (N) and 
the number of predictors per component (Np).

For each simulation scenario, we  considered three 
different conditions of model mis-specification and 
investigated if the true (data generating) model was chosen using 
the various out-of-sample prediction error estimators. The three 
mis-specified models and the true model were as follow: (1) 
under-specified model, f0: y b f ei i i= +1 1 , (2) correctly specified 
model (i.e., data generating model), f1: y b f b f ei i i i= + +1 1 2 2 , (3) 
over-specified model with a component interaction 
term, f2: y b f b f b f f ei i i i i i= + + ×( ) +1 1 2 2 3 1 2 , and (4) 
over-specified model with interaction and quadratic 
terms, f3: y b f b f b f f b f b f ei i i i i i i i= + + ×( ) + ( ) + ( ) +1 1 2 2 3 1 2 4 1

2
5 2

2 .
All data generation and computations were carried out using 

the R system for statistical computing (Version 3.4). We  wrote 
an R code to implement ERA and to compute the various 
in-sample and out-of-sample prediction error estimators for 
ERA. We  used the R package “mlr” (Bischl et  al., 2016) to 
create random samples generated by c-fold CV, LOOCV, OOB, 
0.632, and 0.632+ bootstrap. See Data and Code Availability 
for details regarding the code used for the simulation.

Optimism in In-Sample Metrics
Figure  2 shows the training set or apparent FIT values (i.e., 
in-sample model performance measured by FIT) for four 
different ERA models (f0, …, f3), including the true and three 

mis-specified ones, in relation to the sample size (N) and the 
number of indicators per component (Np). Boxplots were 
constructed to show the distribution of estimated FIT values 
over 1,000 repetitions. For each simulation condition, we  also 
estimated the Err estimate in (7)—which was computed using 
1,000 independent test sets (of size N each)—and added it as 
a dotted line, so that we can easily view the bias and variability 
of FIT, as a model performance estimator for ErrT .

As the boxplots show, when sample size was large and the 
number of predictors per component was small, the median 
apparent performance of FIT (centers of boxplots) approached 
the true test error (dotted lines). FIT’s variability (each boxplot’s 
length) also decreased in such conditions. However, the true 
model (f1) was never selected by the FIT, because the overfitted 
models (f2 and f3) had higher FIT values under all simulation 
conditions. In addition, the median apparent performance for 
f1 was always above the dotted line, showing FIT’s optimism 
as an estimate of ErrT , as was theoretically expected. For the 
overfitted models, the apparent performance of FIT tended to 
reach its maximum value (i.e., 1) rapidly even when sample 
size was small and the number of predictors per component 
was large, indicating that the optimism in the apparent FIT 
metric can be  of particular problem when overfitting happens.

In Figure 3, boxplots show the in-sample model performance 
measured by RMSE in (5). The differences between Figure  2 
and Figure 3 are minimal in terms of the optimism of in-sample 
model assessment: the apparent RMSE values were clearly 
estimated below the dotted lines, indicating overly underestimated 
prediction error. However, RMSE showed less variability than 
FIT: the difference in the variabilities of apparent RMSE values 
for f0, f1, f2, and f3 became very minimal when the sample 
size was larger than 50 (N ≥ 100).

Behavior of Out-of-Sample Estimators
In this section, all simulation results are discussed but only 
a limited number of figures are displayed because the differences 
in the error estimators across the resampling methods were 
negligible as the sample size increased, e.g., N > 100. The 
full compilation of simulation results is archived on the first 
author’s GitHub, see Data and Code Availability for 
more details.

Figure  4 displays the behavior of various out-of-sample 
prediction error estimators based on different resampling methods 
for the correctly and incorrectly specified ERA models (f0, f1, 
f2, and f3) when N = 100. The figures in the top panels show 
the results of Np = 2, where those in the bottom portray the 
results obtained when Np = 4. We  obtained the results for (1) 
c-fold CV estimators with c = 3, 5, and 10 (i.e., Err cv,3( ) , 
Err cv,5( ) , Err cv,10( ) ), (2) LOOCV estimator ( Err LOOCV( ) ), (3) 
the regular OOB bootstrap estimators with B = 20, 50, and 
100 ( Err OOB,B=( )20 , Err OOB,B=( )50 , Err OOB,B=( )100 ), (4) the 
0.632 estimators with B = 20, 50, and 100 ( Err ,.632 20B=( ) ,  
Err ,.632 50B=( ) , Err ,.632 100B=( ) ), and (5) the 0.632+ estimators 
with B = 20, 50, and 100 ( Err ,.632 20+ =( )B , Err ,.632 50+ =( )B , 
Err ,.632 100+ =( )B ). We  also computed the apparent RMSE (i.e., 
in-sample RMSE) and displayed it with other prediction error 
estimators to see if the optimism remained. This is denoted 
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Np=2

Np=4

Np=6

Np=8

FIGURE 2 | Behavior of in-sample FIT values as the training set sample size (N = 50, 100, 200, 500, 1,000) and model complexity (Np = 2, 4, 6, 8) are 
varied for different model mis-specification conditions (f0, f1, f2, and f3). f1 is the true model, f0 is an under-specified model, and f2 and f3 are over-specified 
models.
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Np=2

Np=4

Np=6

Np=8

FIGURE 3 | Behavior of in-sample RMSE values as the training set sample size (N = 50, 100, 200, 500, 1,000) and model complexity (Np = 2, 4, 6, 8) are 
varied for different model mis-specification conditions (f0, f1, f2, and f3). f1 is the true model, f0 is an under-specified model, and f2 and f3 are over-specified 
models.
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by “(1) App” in the figure. As there was no noticeable difference 
between the 0.632 and 0.632+ estimators in all simulation 
conditions, the results of the 0.632+ estimators are not included 
in Figure  4. The results obtained from the OOB bootstrap 
and 0.632 estimators with B = 100 are not displayed as well 
because there was minimal improvement over those with B = 50. 
In the figure, each error bar represents one standard deviation 
of the expected value of the estimated errors over 1,000 
repetitions. Each dotted line indicates the Err estimate in (7) 
which is estimated over 1,000 simulated independent test sets 
(of size N each).

Most noticeably, all out-of-sample prediction error estimators 
resulted in the smallest error for f1, on average; thus, the true 
ERA model was always selected across all simulation conditions. 
In this true model condition, all of the resampling estimators—
except the LOOCV—successfully corrected the optimism in the 
apparent error estimator: They reported larger values than the 
underestimated in-sample RSME [“(1) App” in the figure], and 
at the same time, located closer to the dotted lines. They also 
exhibited smaller variabilities, compared to those in the over-
specified conditions (i.e., f2 and f3). In all sample size and model 
complexity conditions, the LOOCV estimator for f1 had the 
lowest variability but showed noticeable downward bias. This is 
possible because each learning set in the LOOCV procedure is 
very similar to the full observed data T (Efron and Tibshirani, 

1997). The c-fold CV estimators had smaller biases than other 
bootstrap variants, regardless of the number of folds, but the 
difference among the resampling methods was marginal.

When overfitting occurred (f2 and f3), however, the CV 
estimators overestimated the true prediction error with a high 
variability when the number of folds was small (c = 3 and 5). 
Similarly, the OOB bootstrap estimators showed large upward 
biases, but such bias was substantially reduced in the 0.632 
and 0.632+ estimators (The advantage of increasing B from 
20 to 50 was minimal in all bootstrap variant estimators). The 
variability of both 0.632 and 0.632+ estimators were smaller 
than that of 10-fold CV. Unlike simulation results in which 
various regression-based models were considered (e.g., Efron 
and Tibshirani, 1997; Steyerberg et  al., 2001), 0.632+ did not 
outperform LOOCV in the context of ERA, particularly in 
small samples and with many predictors.

EMPIRICAL APPLICATION

We examined the utility of the proposed out-of-sample model 
evaluation metrics with a real data application. We  used the 
same ERA model considered in Kim and Hwang (2021) for 
the analysis of nicotine dependence in the United  States. Their 
model considered the effects of three components of 12 

Np=2

Np=4

FIGURE 4 | Behavior of out-of-sample prediction error estimators based on various resampling methods, as the model complexity (Np = 2 and 4) are varied 
different conditions of model mis-specifications (f0, f1, f2, and f3). The training sample size is N = 100.
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predictors—early exposure to substances (f1), mental health 
(f2), and socioeconomic status (SES, f3)—on nicotine dependence 
among American adults. Table  1 shows which component is 
associated with which predictors. The authors applied the ERA 
model to the National Survey on Drug Use and Health (NSDUH) 
data collected in 2012, but for this empirical study, we  utilized 
new data from more recent survey years of NSDUH, 2016–2019 
(U.S. Department of Health and Human Services et  al., 2017, 
2018, 2019, 2020). Table 1 presents a description of the variables 
included, as well as their summary statistics. As shown in the 

table, the number of respondents (N) varied across survey 
years, from 6,697 to 7,477. Particularly, the data collected in 
2019 (N = 6,697) were used as an independent test set for 
assessing the generalization performance of a model.

Based on the ERA model in Kim and Hwang (2021), 
we  constructed possible candidate models with different levels 
of model complexity. See Table  2 for the candidate models. 
As shown in the table, M4 represents the original ERA model. 
Our particular interest lied in selecting the best-performing 
model among the various candidate models. Thus, we estimated 

TABLE 1 | Description of variables and summary statistics for the NSDUH data (2016 ~ 2019).

Variable Names Measures (Range or Categories) 2016 2017 2018 2019

(Sample Size) 7,477 7,244 6,835 6,697
Response Variable
Nicotine dependence Average score over 17 items of the Nicotine Dependence 

Syndrome Scale (1–5)
2.6(2.0, 3.1) 2.6(2.0, 3.1) 2.6(2.0, 3.0) 2.6(2.1, 3.1)

Predictor Variables
F1: Substance initiation age
Cigarette Age of first cigarette use 15.2(13.0, 17.0) 15.2(13.0, 17.0) 15.3(13.0, 17.0) 15.2(13.0, 17.0)
Alcohol Age of first alcohol use 15.5(14.0, 17.0) 15.5(14.0, 17.0) 15.5(14.0, 17.0) 15.5(14.0, 17.0)
Marijuana Age of first marijuana use 16.2(14.0, 18.0) 16.2(14.0, 18.0) 16.3(14.0, 18.0) 16.3(14.0, 18.0)
F2: Mental health status
Distress level Nonspecific psychological distress scale (K6) score 3.4(0.0, 6.0) 3.5(0.0, 6.0) 3.6(0.0, 6.0) 3.9(0.0, 7.0)
Impairment Daily functional impairment due to problems with 

emotions, nerves, or mental health
1.7(0.0, 3.0) 1.8(0.0, 3.0) 1.8(0.0, 3.0) 2.0(0.0, 4.0)

Suicidal thought Serious thoughts of suicide in the past year (Yes = 1/
No = 0)

Yes%: 10.1 Yes%: 11.2 Yes%: 11.5 Yes%: 12.2

Depression Major depressive episode in the past year (Y = 1/N = 0) Yes%: 14.4 Yes%: 15.5 Yes%: 15.3 Yes%: 16.8
F3: Socioeconomic status
Education 5th grade or less (=5), 6th grade (=6), …, Freshman/13th 

year (=13), Sophomore/Junior (=14), Senior/Grad or more 
(=15)

8.6(8.0, 9.0) 8.5(8.0, 9.0) 8.6(8.0, 9.0) 8.6(8.0, 9.0)

Insurance Having any health insurance (Y/N) Yes%: 83.8 Yes%: 82.8 Yes%: 82.4 Yes%: 81.9
Family income Less than $10,000 (=1), ~$19,999 (=2), ~$29,999 (=3), 

…, ~$39,999 (=4), ~$49,999 (=5), …, ~$74,999 (=6), 
$75,000 or more (=7)

4.3(2.0, 6.0) 4.3(2.0, 6.0) 4.4(2.0, 6.0) 4.4(3.0, 6.0)

Employment Status Employed (Y = 1/N = 0) Yes%: 63.5 Yes%: 62.8 Yes%: 63.3 Yes%: 61.9

For continuous variables, mean, the first quartile, and the third quartile are given.

TABLE 2 | Out-of-sample model performance metrics for the nicotine dependence ERA model using NSDUH data.

)( cv,10E rr )( OOB ,B =50E rr )( .632,B =50E rr RMSE(Train) RMSE(Test)

1 = + +1 1 2 2y b f b f ei i i i 0.006624 0.006627 0.006626 0.006623 0.011961

2 = + +2 2 3 3y b f b f ei i i i 0.006581 0.006587 0.006583 0.006579 0.011944

3 = + +1 1 3 3y b f b f ei i i i 0.006547 0.006553 0.006548 0.006545 0.011888

4 = + + +1 1 2 2 3 3y b f b f b f ei i i i i 0.006499 0.006505 0.006500 0.006496 0.011808

5 ( )= + + + +·1 1 2 2 3 3 4 1 2y b f b f b f b f f ei i i i i i i 0.006501 0.006503 0.006497 0.006493 0.011812

6 ( )= + + + +·1 1 2 2 3 3 5 1 3y b f b f b f b f f ei i i i i i i 0.006497 0.006501 0.006496 0.006489 0.011817

7 ( )= + + + +·1 1 2 2 3 3 6 2 3y b f b f b f b f f ei i i i i i i 0.006494 0.006507 0.006497 0.006487 0.011816

8 ( ) ( )= + + + + +· ·1 1 2 2 3 3 4 1 2 6 2 3y b f b f b f b f f b f f ei i i i i i i i i 0.006496 0.006507 0.006494 0.006484 0.011818

9 ( ) ( )= + + + + +· ·1 1 2 2 3 3 4 1 2 5 1 3y b f b f b f b f f b f f ei i i i i i i i i 0.006498 0.006505 0.006494 0.006486 0.011821

10 ( ) ( )= + + + + +· ·1 1 2 2 3 3 5 1 3 6 2 3y b f b f b f b f f b f f ei i i i i i i i i 0.006495 0.006504 0.006492 0.006480 0.011824

11 ( ) ( ) ( )= + + + + + +· · ·1 1 2 2 3 3 4 1 2 5 1 3 6 2 3y b f b f b f b f f b f f b f f ei i i i i i i i i i i 0.006496 0.006509 0.006492 0.006477 0.011826

12 ( ) ( ) ( ) ( )= + + + + + + +· · · · ·1 1 2 2 3 3 4 1 2 5 1 3 6 2 3 7 1 2 3y b f b f b f b f f b f f b f f b f f f ei i i i i i i i i i i i i i 0.006502 0.006526 0.006498 0.006469 0.011831
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their performances using the model evaluation metrics 
discussed in the previous section in order to rank them 
against each other. More specifically, we computed the following 
model evaluation metrics using the NSDUH data from 2016 
to 2018: (1) apparent (in-sample) RMSE, (2) Err cv,10( ) , (3) 
Err OOB,B=( )50 , and (4) Err ,.632 50B=( ) . In addition, we computed 

the models’ RMSE using the 2019 NSDUH data. The objectives 
of this investigation were 2-fold. First, it aimed to estimate 
the generalization performance of each model using the test 
set. Second, by plotting it, one could visually detect when 
overfitting started to occur. The results are summarized in 
Table  2, which are also graphically displayed in Figures  5, 6.

FIGURE 5 | In-sample and out-of-sample RMSE for 12 candidate models using the NSDUH data from 2016 to 2018 (Total N = 21,553). The RMSE values are 
consistent with those in Table 2.

FIGURE 6 | Test set RMSE for 12 models using the 2019 NSDUH data (N = 6,696). The RMSE values are consistent with those in Table 2.
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In Figures  5, 6, we  plotted the 12 candidate models on 
the x-axis, from simple to complex models, against the RMSE 
values on the y-axis. In Figure  5, the apparent RMSE shows 
a typical learning curve: The model performance on the training 
set consistently decreases with model complexity. By looking 
at the test set RMSE in Figure  6, where the generalization 
error goes down only until a turning point M4, we  can clearly 
see M5 to M12 overfit the training data. Interestingly, all the 
out-of-sample model evaluation metrics did not show the same 
pattern as the apparent RMSE: after M4, they almost stopped 
decreasing with increasing model complexity. Moreover, their 
error trend even changed from descending to ascending after 
M10. In addition, all of them alleviated the optimism in the 
apparent RMSE. These findings support the simulation results 
that the out-of-sample metrics are more likely to avoid overfitted 
models than the traditional in-sample metrics for ERA. To 
build a model that can generalize to unseen samples, especially 
when overfitting is of concern, the use of the out-of-sample 
model assessment metrics is crucial in model selection.

CONCLUDING REMARKS

In many psychology studies, it is often assumed that a sample 
at hand (i.e., a training set of data) is a good reflection of what 
will be encountered in the future; thus, the final model is selected 
as the one optimized for the training data (Shmueli, 2010; Bryant, 
2016). It is not ideal to compare candidate models based on 
such in-sample GOF assessment because GOF model evaluation 
metrics always favor more complex models (which fit the training 
data too tightly), thereby limiting the generalizability of the 
selected model. But estimating a model’s future performance only 
using information contained in the current sample is also a hard 
problem. To respond to this, we  discussed the use of computer-
intensive resampling methods, including variants of CV and the 
bootstrap, in order to provide new ways of assessing generalizability 
of ERA models. There has been no discussion in the ERA 
literature as to out-of-sample error estimation for model selection, 
and no comparison of widely used resampling methods has been 
conducted to date. Thus, we  discussed the predictive modeling 
of ERA in the context of model selection, particularly the derivation 
and evaluation of new model selection criteria.

Our simulation study showed that the optimism of conventional 
in-sample model evaluation metrics was negligible in large samples 
(e.g., N ≥ 500) but never disappeared. This implies that comparing 
candidate models based only on conventional FIT or in-sample 
RMSE is not recommended because these model evaluation 
metrics always favor more complex models, thereby being unable 
to select a model that results in a reproducible conclusion for 
future data. The simulation study also highlighted the advantage 
of adopting CV and bootstrap methods to avoid overly optimistic 
assessment of a model’s predictive performance. Over a wide 
range of different sample sizes and model complexities under 
correctly and incorrectly specified model conditions, all of the 
out-of-sample prediction error estimators favored the true model 
with the highest frequency. In fact, owing to improvements in 
statistical computing over the past years, it has become substantially 

easier to execute various resampling methods on modern laptops 
without much computational burden.

The study’s general conclusions may be summarized as follows. 
Firstly, the our-of-sample model evaluation metrics based on 
10-fold CV, 0.632, and 0.632+ methods outperformed other 
resampling strategies, but the differences between them became 
unnoticeable in large samples, e.g., N ≥ 200, even for mis-specified 
models. Secondly, when highly complex models are considered, 
the c-fold CV with a small number of folds and the regular 
OOB bootstrap methods may perform poorly compared to other 
resampling methods. Thirdly, for largely over-specified models, 
the LOOCV estimator was a reasonable choice as it resulted in 
the lowest bias and variability. Fourthly, B = 20 bootstrap replications 
would be  sufficient for the regular OOB bootstrap estimator and 
its variants. The advantage of increasing B from 20 to 100 was 
minimal in terms of the variability of estimators. Lastly, overall, 
the 0.632 and 0.632+ estimators outperformed other estimators, 
but the 10-fold CV prediction error estimate approximated those 
of 0.632 and 0.632+ in almost all settings. Thus, for computationally 
burdensome analyses, 10-fold CV may be  preferable over the 
OOB bootstrap estimators.

As the first initiative in investigating out-of-sample model 
performance of ERA, the broader goal of this study is to bring 
this discussion into the field of psychology so that such predictive 
model assessment metrics can be effectively utilized for investigation 
of reproducibility and generalizability of psychological and behavioral 
data science. Thus, we also demonstrated how the proposed model 
evaluation metrics could be  utilized in practice, using a well-
known national survey data set in the US. The out-of-sample 
model evaluation metrics did not show the continuously decreasing 
trend of the conventional in-sample metric. This suggests that 
the out-of-sample metrics are reliable in avoiding overfitted models 
and can be  utilized as a tool to estimate the generalization error 
in the absence of a large independent test set. Using out-of-
sample methodological practices to access a model’s predictive 
performance received little attention in the psychology literature, 
however, it comes to be  applied more frequently in recent years, 
especially with the reliance on CV (e.g., Yarkoni and Westfall, 
2017; Koul et  al., 2018; de Rooij and Weeda, 2020).

In this paper, we  discussed the assessment of prediction 
performance in terms of RMSE. Thus, the simulation results can 
be widely applicable for other ERA models for continuous responses 
fit by expected squared-error loss. However, when response variables 
are discrete—which is often termed classification problems in 
statistics and machine learning, the best choices of resampling 
methods may differ substantially. Simulation studies on prediction 
error estimation in classification problems (e.g., Efron, 1979; Hastie 
et  al., 2009, Chapter 7.3) demonstrate that the bias and variance 
of expected test error in (7) behave considerably differently for 
classification loss functions (e.g., 0–1 loss, the negative binomial 
log-likelihood known as deviance or cross-entropy) than they do 
for squared-error loss. Thus, optimistic estimation of model 
performance in classification problems should be further examined. 
A variety of loss functions for prediction error need to be considered. 
Especially, understanding the effect of the number of events per 
variable (EPV), instead of simple sample sizes, is important when 
binary or multinomial response variables are considered.
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