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Heuristics (shortcut solution rules) can help adaptation to uncertainty by leading 
to sufficiently accurate decisions with little information. However, heuristics would 
fail under extreme uncertainty where information is so scarce that any heuristic 
would be  highly misleading for accuracy-seeking. Thus, under very high levels of 
uncertainty, decision-makers rely on heuristics to no avail. We  posit that eristic 
reasoning (i.e., self-serving inferences for hedonic pursuits), rather than heuristic 
reasoning, is adaptive when uncertainty is extreme, as eristic reasoning produces 
instant hedonic gratifications helpful for coping. Eristic reasoning aims at hedonic 
gains (e.g., relief from the anxiety of uncertainty) that can be pursued by self-serving 
inferences. As such, eristic reasoning does not require any information about the 
environment as it instead gets cues introspectively from bodily signals informing 
what the organism hedonically needs as shaped by individual differences. We explain 
how decision-makers can benefit from heuristic vs. eristic reasoning under different 
levels of uncertainty. As a result, by integrating the outputs of formerly published 
empirical research and our conceptual discussions pertaining to eristic reasoning, 
we conceptually criticize the fast-and-frugal heuristics approach, which implies that 
heuristics are the only means of adapting to uncertainty.
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1. Introduction

Heuristics are short-cut solution rules that reduce effort and time for decision-making 
(Kahneman, 2003; Shah and Oppenheimer, 2008). Heuristics can produce biased decisions in the 
sense that decisions may be  inaccurate due to incongruencies with probability theory (e.g., 
conjunction rule; Ahmad et al., 2020; Kahneman, 2003). However, heuristics can be crucially less 
susceptible to noise and inaccuracy in an uncertain environment than complicated probabilistic 
calculations (Artinger et al., 2015; also see Hertwig and Gigerenzer, 1999). As such, the use of 
heuristics can be ecologically rational as they can lead to sufficiently accurate, quick and effective 
decisions under uncertainty (Gigerenzer, 2008). Yet, such effective uses of heuristics depend on 
sensing critical (non-compensatory) heuristic cues (i.e., cues that can be used by a heuristic), which 
can compensate for the lack of probabilistic information (Baron, 2006). Heuristic reasoning cannot 
be the only means of adapting to uncertainty, especially when uncertainty levels are so high that one 
cannot recognize heuristic cues.

The concept of heuristics is becoming like a garbage bin, as anything that cannot be explained 
by logic and probability is often attributed to heuristics (Shah and Oppenheimer, 2008). It is possible 
that people do not always adapt to uncertainty by using heuristics (Newell et al., 2003; Navarrete and 
Santamaría, 2011). Adaptation is likely to be achieved with a wide variety of strategies involving 
disparate motivations during judgement and decision-making (Tetlock, 2002). In this respect, 
we identify eristic reasoning as an adaptation strategy that functions differently than that realized 
by heuristics. In heuristic decision-making, decisions are made to satisfy desires by intelligently 
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processing the cues in the external environment. As such, the use of 
heuristics represents an intelligent strategy to deal with uncertainty, as 
heuristics are tools of intendedly rational decision-making (Simon, 
1978, 1990). By intended rationality, we  refer to the procedural 
rationality norm of Simon (1978, 1990), who suggests that a decision-
maker is intendedly rational when she follows rationality as a process 
where she strives to make a judgement based on the calculation of 
decision consequences. In comparison, in eristic decision-making, 
decisions are made by blindly following desires through self-serving 
illusory beliefs. Eristic reasoning serves purely hedonic goals that can 
be  achieved without the need to sense the heuristic cues in the 
environment. For instance, one can decide eristically by superstitions 
(Morisseau et  al., 2021) or by wishful thinking (Bhattacharya 
et al., 2018).

Particularly under extreme uncertainty, it is more adaptive to change 
the intention of reasoning and shift from intelligent and intendedly 
rational methods to irrational methods where the decision is guided by 
self-serving hedonic inferences that are shaped by individual differences. 
In this regard, a neurotic person would have different hedonic needs 
than a dopaminergic person under extreme uncertainty. A neurotic 
person is overly anxious, pessimistic and unconfident (Sharma et al., 
2014). Such a person would hedonically need anxiety-relieving and risk 
aversion. By contrast, a dopaminergic person is overly unconcerned 
about the future, optimistic and confident (Daw et  al., 2006). The 
hedonic needs of a dopaminergic person would be sensation-seeking 
and risk-seeking. Thus, people with different personalities would react 
to uncertainty in distinct ways because of their distinct hedonic needs. 
Likewise, people can respond to stress differently in their risk-taking 
depending on their level of social anxiety (Hengen and Alpers, 2021). 
Yet, except for studies on the risk-sensitivity theory that accounts for the 
varying needs of individuals (Mishra, 2014), the psychological 
interaction between individual differences and the external environment 
is often neglected in the literature on decision-making under 
uncertainty. What we suggest is that human action does not always 
follow the tenets of the computational theory of mind, where decision-
making is assumed to be  handled almost exclusively by intelligent 
calculations, as championed by Simon (1983).

Irrational eristic inferences can be  purposeful and, therefore, 
potentially adaptive, as every human action is goal-driven in some way 
or another (Mises, 1988). We posit that irrationality is adaptive for its 
eristic nature, i.e., winning-oriented thinking with disrespect for truth. 
For instance, acting on untruthful or superstitious beliefs can 
be  adaptive: such beliefs can artificially decrease the anxiety that is 
caused by uncertainty, which in turn can boost ensuing performance 
(e.g., Damisch et al., 2010; Risen, 2016). Similarly, wishful thinking (e.g., 
Seybert and Bloomfield, 2009) and non-accuracy-seeking motivated 
reasoning (e.g., Gershman, 2019) can be adaptive for providing instant 
hedonic gratification.

While people usually have multiple goals in their minds when 
making their decisions, they have to prioritize them in their decision 
(Kung and Scholer, 2021). As an intendedly rational approach, heuristics 
serve the goals that can be achieved by solving the problem at hand via 
truth-seeking. By contrast, eristically made irrational decisions serve the 
goals that can be achieved without seeking a truthful solution to the 
problem at hand. In this respect, people preferring eristic reasoning over 
heuristic reasoning prioritize immediate hedonic goals such as anxiety-
relieving, pleasure-seeking, bonding, sensation-seeking, etc., which are 
shaped by individual differences. While both heuristic and eristic 
reasoning can eventually serve hedonic goals, eristic reasoning does not 

involve the first step of the truth-seeking present in heuristic reasoning. 
As such, eristic reasoning directly targets instant hedonic gratification 
as opposed to indirect hedonic gratification that can be attained by first 
pursuing accuracy in problem-solving. For instance, smoking cigarette 
is an eristic decision to directly satisfy hedonic urges (albeit in a 
non-adaptive way). Yet, the harms of smoking would normally deter a 
person from smoking if one rationally considers the long-term hedonic 
consequences of smoking.

By introducing a novel conceptual distinction between the eristic 
nature of irrational reasoning and intendedly rational heuristic 
reasoning, we  assert that some of the eminent biases (i.e., the 
overconfidence bias, the endowment effect, status quo bias, loss aversion, 
and wishful thinking) are more attributable to eristic reasoning than 
heuristic reasoning. This is not just a matter of labelling: We posit that 
eristic reasoning and related biases are adaptive to extreme uncertainty 
by providing instant hedonic gratifications useful to cope with the 
unknown. Accordingly, our main theoretical prediction is that 
individuals are likely to rely on eristic reasoning rather than heuristic 
reasoning when the uncertainty level is high to extreme. That is to say, 
when uncertainty approaches extreme levels, accuracy-seeking becomes 
so infeasible that one needs to listen to her desires blindly as shaped by 
their personality traits.

2. Eristic vs. heuristic reasoning

The term “eristic” originates from the argumentation literature 
(Perelman, 1982; Wolf, 2010; Kurdoglu and Ateş, 2022), in which eristic 
arguments are contrasted with heuristic arguments. The literature 
suggests that eristic arguments signify reasoning to win a debate with 
disrespect for truth. Eristic arguments are purely winning-oriented and 
directly interest-seeking moves. By contrast, heuristic arguments signify 
reasoning to find a sensible and impartial solution to the problem at 
hand. For instance, judges are supposed to argue and make their 
judgements heuristically as a disinterested party, whereas lawyers are 
predicted to argue eristically to defend the interests of their clients in a 
one-sided manner. Because individuals mainly use reasoning for arguing 
(Perelman and Olbrechts-Tyteca, 1969; Mercier and Sperber, 2011; 
Mercier, 2013), the terms’ heuristic vs. eristic’ can be moved into the 
realm of individual reasoning and decision-making from the realm of 
argumentation (Kurdoglu et al., 2022; Kurdoglu and Ateş, 2022).

Eristic reasoning is initiated by myths, passions, prejudices and 
vested interests (Perelman, 1979, 1982). These factors directly respond 
to individuals’ psychological or material comfort. Heuristic reasoning is 
not blind to personal well-being either. However, heuristic reasoning 
seeks personal well-being indirectly by first aiming at “real” problem-
solving that depends on accuracy. Solving problems, in turn, can help to 
achieve well-being. By contrast, eristic reasoning directly aims at 
personal well-being by spurious inferences. For instance, myths in the 
form of superstitions are observed to be  helpful for psychological 
comfort under uncertainty (Tsang, 2011; Hamerman and Morewedge, 
2015; Risen, 2016; Walco and Risen, 2017). Myths are unfounded beliefs 
that are not backed by reliable evidence (such as conspiracy theories or 
belief in karma), while they can be  psychologically comforting or 
frightening. Similarly, passions deteriorate our capacity to decide 
impartially regarding what we are passionate about. Passions are strong 
identity-setting emotional attachments to certain activities, people, 
objects and ideas (Vallerand et al., 2003). When we are passionate about 
an activity, idea, person or object, we inherently get pleasure from it (Ho 
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et al., 2011). “Following passions” constitute an eristic shortcut in this 
respect. Prejudices, such as in-group favoritism and out-group 
derogation, are almost the opposite of passions in the sense that 
prejudices create a negative emotional distance to a person, object or 
idea (Hewstone et al., 2002). Finally, vested interests can cause people to 
sacrifice seeking accuracy to attain instant hedonic gratification. For 
instance, if a doctor is afraid of being sued for inaction, she may 
prescribe drugs without questioning their benefits for a particular case.

In comparison to eristic reasoning, heuristic reasoning is about 
finding a solution through truth-seeking in an efficient way (Shah and 
Oppenheimer, 2008). In this regard, fast-and-frugal heuristics advocated 
by Gigerenzer and his followers (e.g., Gigerenzer and Gaissmaier, 2011; 
Kruglanski and Gigerenzer, 2011; Gigerenzer et  al., 2016), such as 
recognition, fluency, take-the-best, and tallying heuristics, are obviously 
practical methods of solving a problem at hand by seeking truth 
efficiently. As such, these heuristics directly address problem-solving 
goals such as accuracy of perception or efficiency (Felin et al., 2017; 
Lieder and Griffiths, 2020).

While heuristics can indirectly help to achieve hedonic goals — after 
all, solving a problem can also make the decision-maker happy—it is the 
eristic reasoning that seeks hedonic goals in a direct way without truth-
seeking. Unlike intendedly rational heuristics or formally rational logic 
and probability, eristic reasoning produces pleasurable feelings without 
pursuing the truth in a calculative manner to resolve the problem at 
hand. For instance, if a financial analyst is searching for the best stock 
to invest in a profitable way, the financial analyst can directly aim at 
hedonic gratifications (e.g., increased sensation or reduced anxiety) by 
eristically picking a stock of a firm simply because the stock label 
includes a lucky number. However, a good heuristic solution could 
eventually make her happy as well. For instance, one could look for a 
heuristic cue (e.g., past performances of stocks) to solve the investment 
problem with profitable outcomes, which can eventually make the 
analyst happy. The issue we would like to highlight is that an eristic 
solution passes the first step of problem-solving by truth-seeking and 
directly aims at hedonic gratification.

The use of eristics mainly signifies a change in the goals of reasoning. 
In comparison to reasoning in heuristics, reasoning in eristics does not 
engage with external reality, and it does not offer intelligent solutions. 
By contrast, heuristic reasoning engages with external reality to reach 
satisficing outcomes, and it involves intelligence in problem-solving 
(e.g., intelligently ignoring part of available information). Yet, as 
we outlined above, a change in the reasoning goals implies changes in 
the prioritization of decision goals.

2.1. Eristic biases

Eristic reasoning underly various well-known biases, such as the 
overconfidence bias, the endowment effect, status quo bias, loss aversion, 
and wishful thinking. The endowment effect blinds people to their 
belongings’ real market value as people can be hedonically tied to their 
property. Similarly, loss aversion bias stems from emotional attachment 
to one’s possessions (Kahneman et al., 1991). Likewise, overconfidence 
bias indicates a tendency to hedonically overestimate one’s own skills, 
intellect and talent (Berthet, 2022). In a similar fashion, status quo bias 
represents a tendency to stick with the existing state of affairs with a 
close-minded attitude toward alternatives (Gunaydin et al., 2018). In this 
regard, these eristic biases are products of self-serving inferences, which 
are not helpful for seeking the truth for an intendedly rational 

calculation. Such biases involve self-deception and distorted reasoning 
motivations which are explicitly visible in wishful thinking.

In contrast to eristic biases, heuristic biases involve disregarding 
some part of the available information (Gigerenzer, 2008) while the aim 
is truth-seeking or an associated problem-solving goal (i.e., morality or 
efficiency). The fast-and-frugal heuristics advocated by Gigerenzer and 
his followers (e.g., Gigerenzer and Gaissmaier, 2011) involve that kind 
of bias. By contrast, the biases mentioned in the preceding paragraph 
(i.e., the overconfidence bias, the endowment effect, status quo bias, loss 
aversion, and wishful thinking), which have been studied by the 
heuristics-and-biases tradition proponents (e.g., Kahneman, 2003) have 
a different character that cannot be  associated with heuristics by 
definition. They should be instead associated with eristic reasoning, as 
explained in the preceding paragraph. However, another set of biases 
associated with the heuristics-and-biases tradition, namely, 
representativeness (using similarities to estimate probabilities), 
availability (focusing on easily recallable memories to make judgements), 
and anchoring (using a benchmark to make predictions) are still 
examples of heuristic biases as they aim at accurate decision-making, 
albeit with imprecision, while saving time and effort (Shah and 
Oppenheimer, 2008). As such, we believe that our distinction between 
eristic and heuristic biases can be helpful to alleviate the theoretical 
dispute between the heuristics-and-biases approach and the fast-and-
frugal heuristics approach as both approaches paint the heuristic 
reasoning with a broad-brush conflating heuristic reasoning with eristic 
reasoning, therefore producing a confusing theoretical debate.

2.2. Abductive calculations of heuristic 
reasoning vs. self-serving inferences of 
eristic reasoning

Contrary to the formal rationality of logic and probability, heuristics 
operate by intendedly rational abductive calculations. Abduction 
involves using deductive and inductive reasoning iteratively to produce 
the subjectively most convincing explanation from the available data in 
a pragmatic fashion (Martela, 2015). As inferences in abductive 
reasoning do not depend on mathematical or statistical calculations, 
abductive reasoning makes calculations in a subjective and imperfect 
way (Behfar and Okhuysen, 2018). By contrast, logic and probability do 
not allow abductive calculations as they rely on objective calculations 
driven by deductively built inferences. During the process of abductive 
reasoning, individuals infer conclusions from their personal knowledge 
base to make sense of the data they observe (Peirce, 1997). This is 
consistent with heuristic decision-making processes, in which the drawn 
knowledge base can be intuitions as well as inductively built experiential 
and personally or culturally learned knowledge (Denison and Xu, 2019). 
In comparison to inductive reasoning, in which generalized conclusions 
are produced from a series of observations, abductive reasoning can 
produce conclusions even from one observation by heuristically 
applying prior knowledge to a new situation (Behfar and 
Okhuysen, 2018).

In comparison to abductive calculations present in heuristic 
reasoning, eristic inferences operate in a serving inferencing manner to 
satisfy hedonic goals as shaped by individual differences. The sources of 
self-serving inferences are the hedonic needs of the individual rather 
than the heuristic cues present in the environment. Rather than relying 
on abductive calculations present in heuristic reasoning, eristic 
reasoning relies on directionally motivated cognition directed to satisfy 
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hedonic urges (e.g., Hughes and Zaki, 2015). While heuristic cues are 
processed for an intendedly rational abductive search for truth, such as 
for purposes of foraging (Bella-Fernández et al., 2021), hedonic needs 
are processed to form self-serving eristic inferences. Overall, rather than 
responding to goals associated with accuracy-seeking and problem-
solving, eristic reasoning responds to hedonic needs, which can 
be satisfied in a self-serving manner. Yet, eristic reasoning is not a foolish 
move as it can be adaptive under extreme uncertainty.

3. Extreme uncertainty and 
adaptiveness of eristic reasoning

We define extremely uncertain environments based on three 
criteria: (1) Environments that are subjectively new and thus have not 
yet been experienced or explored by the decision-maker in the past, (2) 
environments in which not just probabilistic quantitative information 
seems to be lacking but also qualitative information seems to be scarce 
for the decision-maker after a thorough information search, and (3) 
environments in which heuristic cues are either lacking at all or are very 
weak, and ultimately potentially unreliable as they are untested before 
in a similar environment. By heuristic cues, we  mean cues that are 
helpful for seeking truth and solving the problem at hand accordingly. 
For instance, for recruitment decisions in a foreign country, the 
educational background of candidates constitutes a heuristic cue. 
Similarly, in medical decisions, symptoms are often primary heuristic 
cues for diagnosis. In cases of extreme uncertainty, however, heuristic 
cues can be  absent. When heuristic cues are present, they are very 
ambiguous under extreme uncertainty. For instance, medical doctors 
may struggle to make a diagnosis after observing the symptoms. 
Extreme uncertainty can also emerge because of the volatility of the 
situation (e.g., stock market shocks, war-time conditions), rendering 
past experiences irrelevant. Similarly, it can happen because of the 
unprecedented nature of the situation (e.g., pandemic), causing many 
unknowns. In such circumstances, extreme uncertainty can be resolved 
if people can seek more information, ask around or familiarize 
themselves with the issue. Yet, this may not always be  possible or 
affordable during decision-making. As such, people may have to decide 
without an opportunity to wait for a reduction in the uncertainty levels.

The judgement and decision-making research neglects extremely 
uncertain environments, despite the fact that they can be related to 
substantial decisions, while the intendedly rational methods are 
unfeasible in such environments. For example, a patient may decide on 
a treatment whose risks are completely unknown (cf., Gigerenzer et al., 
2016). Without reliable heuristic cues, a decision for such treatment 
depends on the feeling of desperation and personality traits rather than 
an elusive realistic assessment of the treatment. Similarly, decisions 
about career changes and even long-term mating decisions can also 
be subject to extreme future uncertainties. Individual differences can 
precipitate different hedonic goals, such as sensation-seeking or anxiety-
relieving. To satisfy such hedonic goals, people can sometimes change 
their careers without much experience and reliable information about 
the new job and its future prospects. Likewise, people can choose their 
partners impulsively. Moreover, entrepreneurs and innovators may 
sometimes decide to invest in extremely uncertain endeavors because of 
their impulses stemming from their dopaminergic personalities 
(Nicolaou et al., 2021). Eristic reasoning is particularly likely to play 
some role in entrepreneurial decisions under extreme uncertainty, as 
entrepreneurs often make their investment decisions by following their 

entrepreneurial passions (Cardon et al., 2009; Mueller et al., 2017; Croce 
et al., 2020).

Although we do not face highly uncertain decision environments 
daily, they present frequently enough to be of interest. Moreover, their 
impact can be substantial for the individuals involved. Since heuristics 
would be ineffective in forming predictions about outcome performance 
in such environments, people may need to resort to eristic reasoning to 
cope with the situation, as will be  explained next. In this regard, 
illuminating what people maximize beyond outcome performance helps 
to better understand adaptive decision-making in those situations.

3.1. Eristic reasoning is adaptive under 
extreme uncertainty

We posit that while heuristic reasoning enables adaptation to 
uncertainty when uncertainty is at moderate levels, eristic reasoning is 
instead adaptive under extreme uncertainty. According to the fast-and-
frugal heuristics approach, the bias that comes with ignoring some 
relevant variables by heuristics can be advantageous under uncertainty 
because an alternative probabilistic or mathematical model comprised 
of many variables can be more fallible (Gigerenzer and Brighton, 2009). 
Gigerenzer (2008) presents the situation succinctly: When all relevant 
parameters are added to a decision-making model, predictions can 
be  highly inaccurate under uncertainty because of noise (increased 
variance when more variables are added to the model). Hence, it is 
possible to improve decision-making accuracy by being biased in the 
selection of parameters for the prediction model, as that would reduce 
the noise. This is called a variance minimization strategy. The idea is that 
total accuracy errors essentially stem from prediction biases and 
aggregate variance (Total Error = prediction biases + Aggregate Variance 
+ Unexplained Error). When fewer parameters are added to the 
prediction model under uncertainty, predictions would be biased (i.e., 
prediction biases will be high), but the total error would still decrease as 
the aggregate variance (i.e., aggregation of variance per each variable) 
will decline sharply because of having fewer parameters to vary 
(Gigerenzer and Gaissmaier, 2011).

The variance minimization strategy, which justifies the biases of 
heuristic rules, omits the potential effects of extreme uncertainty. High 
levels of uncertainty would extremely raise the effect of heuristic biases 
and make the prediction errors enormously large in comparison to any 
possible decrease in total variance gained by focusing on a few deciding 
factors. As such, under extreme uncertainty, truth-seeking will be so 
elusive that it would be ecologically more adaptive to abandon truth-
seeking completely and focus on anxiety reduction or similar hedonic 
interests by pursuing eristic reasoning. Therefore, we suggest that people 
can change their goals depending on the level of uncertainty they face 
and the utilities they drive from each goal. Accordingly, we posit that 
people can disengage from accuracy-related goals and switch to other 
goals when they particularly face higher levels of uncertainty. After such 
a switch, the solutions offered by eristic reasoning do not make sense for 
the original goal associated with truth-seeking, whereas it makes sense 
for the new hedonic goal. In this sense, objectives beyond decision 
accuracy (such as an eristic method’s potential for emotion regulation 
and stress management) might be relevant for decision-makers in such 
environments. Accordingly, we  argue that the by-products of the 
motivational processes have been neglected in the heuristic decision-
making literature (e.g., Gigerenzer and Gaissmaier, 2011), which focuses 
almost exclusively on the outcome of a decision.
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A person’s eristic method is not intendedly rational as it involves 
reasoning aiming at the satisfaction of emotional urges rather than 
calculations of consequences of an action. We also recognize that eristic 
reasoning is irrational from the perspective of theoretical rationality 
norms (cf., Audi, 2004), as eristic reasoning is not interested in the 
truthful representation of reality. Yet, eristic reasoning can 
be instrumentally justifiable as it leads to, for example, a reduction of 
anxiety and a reduction of stress in the decision process (e.g., Hengen 
and Alpers, 2021). As such, while eristic reasoning is not intendedly 
rational as it does not involve calculative reasoning, we recognize that 
eristic reasoning can be rational from the point of view of instrumental 
rationality (cf. Domeier et al., 2018) in the sense that eristic reasoning 
can be instrumental for hedonic aims. Yet, even hedonic gains such as 
emotional relief can be  more appropriately pursued by solving the 
problem at hand realistically through intendedly rational methods 
rather than by producing self-serving conclusions through eristic 
reasoning. Therefore, only under extreme uncertainty does eristic 
reasoning becomes the adaptive method by changing the intentions 
since extreme uncertainty precludes intentions of rationality. In 
comparison, under moderate uncertainty, heuristic reasoning and its 
intended rationality offer the most adaptive route as consequences can 
be calculated heuristically, thanks to the existence of reliable cues to 
assess future consequences.

On the other hand, we do not suggest that eristic reasoning and its 
biases (e.g., loss aversion, status quo bias, endowment effect) occur only 
under extreme uncertainty. Rather, we  suggest eristic reasoning is 
particularly adaptive under extreme uncertainty. As such, when extreme 
uncertainty is identified, it is possible to predict the use of eristics as an 
adaptation strategy, while eristic reasoning can also be  used 
maladaptively in different circumstances. For instance, many 
entrepreneurial decisions are marked by extreme uncertainty (Huang 
and Pearce, 2015; Packard et al., 2017; Foss, 2020). In such circumstances, 
eristic reasoning that draws on entrepreneurial passion can 
be responsible for entrepreneurial decisions (de Mol et al., 2020; Lex 
et al., 2022) rather than predictions made by heuristics. While following 
passion does not guarantee entrepreneurial success, it is justified in 
terms of adaptation when there is extreme uncertainty and a need to 
satisfy hedonic urges. As very high levels of entrepreneurial failure attest 
(Hogarth and Karelaia, 2011), many entrepreneurial endeavours are 
likely to be initiated by eristic reasoning driven by passion and other 
hedonic factors rather than by truth-seeking heuristics involving 
calculations of consequences. From an adaptation perspective, however, 
eristic submission to passion is adaptive if the decision suffers from 
extreme uncertainty. Poor consequences would not change the adaptive 
properties of eristic reasoning as its adaptiveness does not involve a 
calculation of consequences anyway.

3.2. Adaptive utility function

While Gigerenzer and his colleagues (Gigerenzer, 2008, 2018; 
Gigerenzer and Gaissmaier, 2011; Artinger et  al., 2015) extensively 
explore prediction accuracy advantages of heuristics under uncertainty, 
they neglect adaptation through eristic strategies aiming at hedonic 
goals. We would like to make our point by focusing on the adaptiveness 
of anxiety relief as a hedonic goal. Assume that an individual faces a 
problem whose resolution is important for the individual. When 
uncertainty is zero or low, there would be  no anxiety owing to 
uncertainty. In such a situation, it would be  adaptive to exploit 

intendedly rational methods (logic, probability and heuristics) rather 
than pursuing hedonic goals through eristic reasoning. Assuming that 
the applicable formally rational methods (analytical methods that 
depend on logic and probability) are not too time-consuming or 
unaffordable, the decision-maker would not resort to heuristic 
reasoning. As such, the adaptive method of decision-making under 
negligible uncertainty would be analytical methods rather than heuristic 
methods. On the other hand, when there is a considerable level of 
uncertainty, heuristics can outperform logical and probabilistic 
calculations (Gigerenzer and Brighton, 2009; Gigerenzer and Gaissmaier, 
2011). The reason is that heuristics depend on a single or a few decision-
making variables (cues), thus becoming less vulnerable to variance 
relative to logical and probabilistic calculations that take many variables 
into consideration. The elegance of heuristic decision-making is that 
salient cues are intuitively recognized by the decision-maker (Filevich 
et al., 2017). However, under extreme uncertainty, heuristics would be as 
error-prone as random guesses since the salient cues are not perceived 
by the decision-maker. Under extreme levels of uncertainty, heuristics 
become useless as predictions by heuristics would be very misleading. 
Indeed, pursuing truth in any form of rationality, in general, becomes 
meaningless, while pursuing hedonic gains through eristic reasoning 
might provide opportunities for exploration, opening up possibilities of 
serendipitous outcomes and learning, or at least reduced suffering from 
extreme uncertainty.

To demonstrate the adaptiveness of eristic reasoning, we propose an 
“adaptive utility” function comprised of the summation of two elements: 
Gains from problem-solving by accuracy seeking (gains from intended 
rationality) and hedonic gains from satisfying emotional urges such as 
anxiety relief in the face of uncertainty. Both types of gains change as a 
function of uncertainty and the chosen decision-making method. Gains 
from intended rationality decrease when the uncertainty level is 
decreased. By contrast, gains from eristically satisfying hedonic urges 
increase when the uncertainty level is increased. The adaptive utility 
function can be presented as shown below.

 
f x x M x( ) = ( ) + ( )A

where,

 x : Level of Uncertainty

 ( ) Adaptive utility:f x

A x( ) :  Gains from problem-solving by accuracy-seeking (intended 
rationality gains).

M x( ) : Gains from eristically satisfying hedonic urges (e.g., 
anxiety relief).

Figure  1 demonstrates how adaptive utility changes for each 
decision-making approach (analytical methods, heuristic methods and 
eristic methods) under different levels of uncertainty. In Figure 1, the 
x-axis represents the level of environmental uncertainty, while the y-axis 
represents the level of adaptive utility. For simplicity, linear relationships 
are assumed between uncertainty and adaptive utility for three different 
decision-making approaches. We assume that the maximum adaptive 
utility, as well as maximum loss out of any decision-making method, is 
ß in Figure 1. Per each decision-making approach, there are varying 
adaptive utility values between ß and-ß. We  assume that decision-
makers aim at satisficing levels of adaptive utility.
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Until the uncertainty level at point a (negligible uncertainty), analytical 
approaches yield the most adaptive choices as accuracy is easily attainable 
under low levels of uncertainty. In comparison, at an uncertainty level 
between point a and point b, heuristic methods are the ecologically 
adaptive option as the accuracy of heuristics now tends to be better than 
analytical approaches. Between point b and point c, heuristic methods 
continue to be ecologically more adaptive than eristic methods, but at point 
c, the adaptive utility of eristic and heuristic methods are equalized as 
uncertainty levels are getting high. Between points b and c, eristic methods 
become increasingly more adaptive for their hedonic gains, while analytical 
as well as heuristic methods become increasingly less adaptive for their 
reduced accuracy. This is because, at that interval of uncertainty, the gains 
attainable from hedonic pursuits (i.e., anxiety relief for this example) are 
increasing while the gains attainable by pursuing truth are decreasing, 
although heuristic methods can still outperform eristic methods in terms 
of producing larger adaptive utility as heuristics methods are still capable 
of sufficiently accurate predictions. However, further to point c, uncertainty 
becomes so extreme that it is adaptively more beneficial to pursue decision-
making by eristic methods rather than elusively pursuing truth either by 
heuristic or analytical methods.

3.3. An example from game theory

As Shafir and Tversky’s (1992) experiments of the (single-shot) 
prisoner’s dilemma game demonstrated, individuals indeed decide 
eristically under uncertainty. When playing the prisoner’s dilemma 
game, players can either compete (confess the crime) or cooperate (not 

confess the crime) with each other under the uncertainty of what the 
other player will do. (i) If both cooperate, they get a short sentence, (ii) 
if one competes and the other cooperates, only the cooperating one gets 
a long sentence, (iii) if both compete, both get a medium sentence. From 
the logical perspective, self-interested utility-maximizing players in the 
prisoner dilemma game should both compete due to comparative trade-
offs to do so under the uncertainty of the other player’s action. This 
holds true despite the fact that both players would be both better off if 
they both cooperated. Yet, as Shafir and Tversky’s experiment reported, 
37% of 444 participants cooperated against these expectations.

Shafir and Tversky (1992) interpreted the situation as wishful 
thinking (thinking that the other participant will cooperate as well) or as 
non-consequentialist evaluation (principled adherence to certain actions) 
by participants. We agree with their interpretation, but our framework 
provides a richer explanation: Some individuals engage in wishful 
thinking or give up consideration of the outcomes for adapting to 
perceived extreme uncertainty, as their eristic reasoning provides a 
hedonic relief. As we  mentioned, eristic reasoning directly aims at 
hedonic satisfaction, whereas heuristic reasoning provides hedonic 
satisfaction via problem-solving. Participants who decided to compete 
might have only perceived moderate uncertainty as they might have 
presumed that the other party was likely to compete, so they would 
become vulnerable to exploitation if they cooperated instead. Hence, such 
a problem-solving approach could be relieving for those participants who 
perceive moderate uncertainty. By contrast, the participants who decided 
to cooperate might have thought that the situation was unpredictable, 
where there was no clue about whether the other party would cooperate 
or compete. These participants who perceived extreme uncertainty might 

FIGURE 1

Adaptive utility of decision-making methods under varying uncertainty.

https://doi.org/10.3389/fpsyg.2023.1004031
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org


Kurdoglu et al. 10.3389/fpsyg.2023.1004031

Frontiers in Psychology 07 frontiersin.org

have resorted to eristic reasoning as a matter of blindly following their 
desire for the better outcome (i.e., both players are cooperating) by 
wishfully thinking that the other player can cooperate just like them. It is 
in this way those participants might have eristically chosen to cooperate 
to adapt to the extreme uncertainty they perceived.

Our interpretation depends on the condition that under the certainty 
of the other player’s move, eristic reasoning cannot be the adaptive option 
as there would be  no need for a direct route to hedonic satisfaction. 
Indeed, a simple modification in the experimental study supports our 
conclusion. In the same study, Shafir and Tversky conducted the same 
experiment with a little change: uncertainty of the other player’s action was 
removed in two different scenarios. In the first scenario, participants were 
informed that the other player had competed. As expected, 97% of the 
participant chose to compete in response to the “compete” decision of the 
other player. In the second scenario, participants were informed that the 
other player was cooperating. This time, 84% of the participants acted by 
competing and therefore did not reciprocate the cooperation. Only 16% 
of the participants cooperated as an ethical reciprocation when the other 
player was known to be also cooperating. However, the 16% cooperation 
rate is much lower than the 37% cooperation rate in the original 
experimental scenario, where there is instead uncertainty about whether 
the other player is cooperating or not. In other words, when uncertainty 
is removed in the modified experiment, the participants’ cooperation rate 
unexpectedly declines. This is puzzling as one would normally expect to 
see increased cooperation rates once the other party is known to 
be cooperating as well. It seems to us that when uncertainty is removed in 
the modified experiment, individuals did not feel the need to directly 
pursue hedonic relief as they did not perceive extreme uncertainty. In that 
sense, they instead mostly focused on gains from accurate problem-
solving. This can explain why participants became unexpectedly less 
cooperative when uncertainty was removed.

Similar to the situations portrayed in the prisoner’s dilemma game, 
people face uncertainties in their relationships with others. We posit that 
just like people can use heuristic reasoning (e.g., tit for tat, using 
familiarity to choose mates) to rationally manage some of their 
interactions with other people (cf. Hertwig et al., 2013), they can also 
use eristic reasoning to irrationally manage their social relationships 
with side-taking. Such eristic reasoning can be particularly observed in 
the reasoning of football fanatics, partisan groups, and religious zealots 
who are moved by a variety of hedonic drives (e.g., Jost et al., 2003; 
Kruglanski et al., 2021).

4. Some ideas for future research

The distinctions between heuristic and eristic reasoning offer 
exciting opportunities for future research. First and foremost, future 
research can study how people are inclined to shift from using heuristics 
to eristic methods when environmental uncertainty increases. Second, 
research can identify which eristic methods are preferred under 
particular scenarios. Third, the roles of eristic reasoning in different 
domains of decision-making can be explored. For instance, exploring 
the role of eristic reasoning in moral and political decision-making can 
be  a possible direction for future research. Eristic reasoning can 
be favorable for political purposes because of its self-serving interest-
seeking nature. Yet from a normative perspective, eristic reasoning is not 
appropriate for principled decision-making that most moral 
philosophies seek in one way or another. In this respect, while adaptive 
in some circumstances, eristic methods can nevertheless lead to 

unethical consequences. As such, further research on eristics can 
be insightful for studying ethically sensitive issues in different conditions.

As an example of ethical problems, Gigerenzer (2015) mentions how 
doctors can prescribe unnecessary drugs out of fear of persecution. 
We believe that such ethically controversial actions are products of the 
eristic reasoning of doctors who are normally expected to prescribe what 
is best for the patient. Research can establish antecedents of such eristic 
moves and thereby identify potential interventions for reducing the 
application of eristics. Likewise, research on eristic reasoning can shed 
new light on biases leading to discrimination or misconduct in different 
contexts, such as hiring at the workplace. As a case of demonstration, 
we  suggest that police misconduct is also possibly related to eristic 
reasoning. For instance, in shooter-bias experiments (e.g., Johnson et al., 
2018), researchers typically present some criminal scenarios to 
participants where group-based (e.g., racial) stereotypes are the only 
available distinctive cue for a participant’s decision to shoot or not. In 
those experiments, racial stereotypes are not heuristically reliable in 
deciding on using deadly force. Thus, in the absence of any heuristic cue 
(such as the criminal history of a suspect), an extremely uncertain 
situation presents itself to participants. In such a situation, the mind may 
adaptively, though ethically controversially, think eristically and act by 
following the only available distinctive cue (e.g., race prejudices) that 
triggers self-serving conclusions. The good news is that in the presence 
of meaningful heuristic cues, most police officers are unlikely to reason 
eristically and act solely on their prejudices (Cesario, 2021). In all 
respects, research can be  useful to understand the antecedents and 
consequences of such ethically controversial uses of eristic reasoning.

At the moment, eristic reasoning can be distinguished from heuristic 
reasoning by checking for some unique nonlogical elements (i.e., 
captivating emotions, myths, unfounded prejudices, and vested interests in 
the reasoning) because these elements have nothing to do with truth-
seeking reasoning that is useful for intendedly rational calculations. 
However, since people may either refuse to accept their true reasoning 
motivations or they may be unconscious of them, we believe neuroscience 
methods can be perhaps useful in identifying eristic strategies in decision-
making (cf. Volk and Köhler, 2012; Serra, 2021). For instance, as a 
theoretical possibility, fMRI technology can be utilized to study the changes 
in the brain’s reward activity during the use of eristic reasoning vs. heuristic 
reasoning. In particular, through research designs that incorporate 
economic decision-making games, brain imagining techniques may 
identify different brain regions that can be associated with eristic and 
heuristic strategies (Sanfey et al., 2006). As such, it is theoretically possible 
to discover the neural basis of eristic reasoning. In this respect, neuroscience 
methods can be perhaps useful to have a definitive biological distinction 
between heuristic and eristic reasoning. This can be an exciting avenue to 
explore, particularly for researchers of neuroeconomics (cf. Camerer et al., 
2005; Loewenstein et al., 2008; Kable, 2011).

5. Conclusion

In this paper, we explicate a useful distinction for the psychological 
literature on adaptive decision-making as we outline how eristic reasoning 
is an adaptive alternative to heuristic reasoning under extreme uncertainty 
(Kurdoglu et al., 2022, 2023). We argue that heuristic methods are, by 
definition, intendedly rational, whereas eristic methods are not intendedly 
rational as they are employed to target hedonic goals with self-serving 
inferences. Overall, we outline how to distinguish heuristic methods from 
eristic methods, as well as how to distinguish their adaptiveness under 
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varying uncertainty levels. In this respect, we posit that the adaptiveness 
of decision-making methods should be judged by their intentions at the 
moment of decision-making and how these intentions match different 
levels of uncertainty. Under extreme uncertainties, eristics can be adaptive 
because rationality intentions could be futile under extreme uncertainty 
while acting eristically would be more adaptive for achieving hedonic 
gains precipitated by personality characteristics.

Our view enables us to identify an adaptive utility function where 
we have introduced a new component (satisfaction of hedonic urges) to 
recast the ecological rationality framework of Gigerenzer and his 
colleagues (e.g., Gigerenzer and Gaissmaier, 2011). Our adaptation 
function demonstrates that extreme environmental uncertainties can 
justify eristically made decisions. For instance, eristic decisions can 
be adaptive when there is a need to suppress the fear of death and avoid 
depression (Vail et al., 2012), such as by self-deception, in the face of 
extreme uncertainties (Perry-Smith and Mannucci, 2017), as was the case 
during the initial stages of the Covid-19 epidemic (Eden et al., 2020). Yet, 
when the level of uncertainty is not that high, it is more adaptive to adopt 
heuristic methods. Further research can empirically test our view by 
checking whether individuals indeed adjust their decision-making by 
shifting from using heuristic methods to eristic methods depending on 
the level of uncertainty they face. We believe studying eristic methods 
offers an exciting path for future research on adaptive decision-making.
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