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Multimodality matters in 
numerical communication
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Modern society depends on numerical information, which must be communicated 
accurately and effectively. Numerical communication is accomplished in 
different modalities—speech, writing, sign, gesture, graphs, and in naturally 
occurring settings it almost always involves more than one modality at once. Yet 
the modalities of numerical communication are often studied in isolation. Here 
we argue that, to understand and improve numerical communication, we must 
take seriously this multimodality. We first discuss each modality on its own terms, 
identifying their commonalities and differences. We  then argue that numerical 
communication is shaped critically by interactions among modalities. We  boil 
down these interactions to four types: one modality can amplify the message 
of another; it can direct attention to content from another modality (e.g., using 
a gesture to guide attention to a relevant aspect of a graph); it can explain 
another modality (e.g., verbally explaining the meaning of an axis in a graph); 
and it can reinterpret a modality (e.g., framing an upwards-oriented trend as a 
bad outcome). We conclude by discussing how a focus on multimodality raises 
entirely new research questions about numerical communication.
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1. Introduction

Humans are wizards of language and number. While honeybees convey to each other the 
location of flowers, they are not known to buzz around discussing their gustatory benefits. But 
we humans share elaborate stories about anything and everything. Our immense expressive 
power makes us unique in the animal world, “the symbolic species” (Deacon, 1997). Another 
source of human uniqueness is our numerical competence. Many aspects of modern life depend 
fundamentally on numbers. As Cantlon et al. (2009, p. 83) observe, “In a world without numbers, 
we would be unable to build a skyscraper, hold a national election, plan a wedding or pay for a 
chicken at the market.” Construction, politics, social rituals, commerce—each requires not only 
numbers, but also talk about numbers. To hold an election, for instance, votes must be tallied, 
communicated between election officials, aggregated to a national count, and ultimately 
conveyed to the public.

This paper provides a new perspective on numerical communication by highlighting its 
multimodality. It is now generally accepted that language is fundamentally multimodal (Kendon, 
2004; Perniss, 2018; Holler and Levinson, 2019), spanning not just speech and writing, but also 
gesture and sign. Most utterances are multimodal, described by scholars as “composite 
utterances” (Enfield, 2009) or “composite signals” (Clark, 1996). Beyond language, research on 
communication in a wider sense has long recognized the importance of modalities other than 
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speech or writing (Hull and Nelson, 2005; Finnegan, 2014), especially 
the visual modality (Kress and Van Leeuwen, 2020), largely due to its 
importance in print, televised, and internet news. And when it comes 
to communication about numbers in particular, the visual modality is 
ubiquitous, from line graphs to bar charts (e.g., Zacks et al., 2002).

Numerical communication is often studied in a unimodal fashion, 
with different research traditions emphasizing different slices of the 
multimodal pie. Some psychologists and linguists, for example, have 
focused on verbal expressions that quantify, such as English “more 
than half,” “several,” and “few” (Newstead et al., 1987; Moxey and 
Sanford, 1993b; Coventry et al., 2010; Cummins, 2015). But seldom 
are these expressions studied in their natural habitat: accompanied by 
gestures, graphs, or other facets of a multimodal utterance. On the 
other hand, data visualization researchers have extensively studied 
how people understand different types of graphs (Cleveland and 
McGill, 1984, 1985; Zacks and Tversky, 1999; Shah and Hoeffner, 
2002; Shah and Freedman, 2011; Padilla et al., 2018; Franconeri, 2021; 
Franconeri et  al., 2021), but experiments in this field generally 
manipulate visual features, not the accompanying language or gesture.

Isolating specific aspects of numerical communication for study 
would suffice if naturalistic communication typically involved only one 
modality at a time. But this is seldom the case. Consider, for example, 
corporate annual reports. They perform important functions within 
our economic system. They are subject to legal audits. And they 
influence stakeholder decisions. These days, one would be hard pressed 
to find a corporate annual report that does not include graphs (Beattie 
and Jones, 2001; Frownfelter-Lohrke and Fulkerson, 2001; Guddal, 
2016; Nunez, 2016; Kathrada et al., 2021), and at the same time any 
corporate annual report also contains language that contextualizes and 
frames what is seen in the graphs. The same applies to most graphs in 
other contexts—in the news, in academic papers, in the classroom. 
Rarely do we find a graph without accompanying language.

For numerical communication, multimodality is the rule rather 
than the exception. Consider, for example, how business presentations 
frequently use visual aids such as PowerPoint, with possibly millions 
of visual presentations per day (Parker, 2001). The data communicated 
visually in these presentations are embedded in verbal narratives. And 
whenever people give live presentations, they also tend to gesture, for 
example, by pointing to graphs. The same is true outside the 
boardroom. Multimodal analyses of TV news, for instance, have 
found that when news anchors and political commentators discuss 
facts and figures on the TV, their speech is typically accompanied by 
numerical gestures (Winter et al., 2013; Woodin et al., 2020; Alcaraz-
Carrión et al., 2022). In fact, a look at how numerical concepts have 
developed over the course of human history suggests that numerical 
competence has always been interwoven with multimodal means of 
expression, such as material artifacts used for record keeping 
(Overmann, 2016, 2018). In naturalistic contexts, therefore, numerical 
presentations is seldom unimodal. The natural ecology of data-driven 
decision-making is resolutely multimodal.

Research about just language or just graphs or just sign or just 
gesture risks missing something fundamental about how numerical 
information is communicated. This paper thus argues for a deeply 
multimodal approach to studying numerical communication. We first 
review how different modalities express numerical content (Section 
2). We then discuss commonalities across modalities (Section 3), as 
well as differences (Section 4). Following this, we discuss how the 
different modalities interact and complement each other such that the 

whole multimodal utterance is more than the sum of its unimodal 
parts (Section 5), which we  then demonstrate with an extended 
example from an expert communicator (Section 6).

2. Modalities of numerical 
communication

2.1. Overview

Communication occurs in different modalities. Consider speech 
and gesture: one communicates via sound, the other via shape and 
motion. But modalities can differ not just in medium of expression, 
but also mode of representation (Chrisomalis, 2020, p. 150; Hull and 
Nelson, 2005). From this perspective, a written expression such as 
“1.2 million” is multimodal because it combines different modes of 
representing numerical information: a written number word that is 
specific to English (“million”), and a largely translinguistic numeral 
(“1.2”; Chrisomalis, 2020, Ch. 6).

Each modality offers a variety of strategies for communicating 
numerical information. In the following, we structure our discussion 
of these strategies in terms of approximate versus exact quantity. 
People are able to think about numbers both approximately and 
exactly (Dehaene, 1997; Feigenson et  al., 2004). While exact and 
approximate quantity may not be  represented and processed by 
distinct cognitive systems (Klein et al., 2009; Cheyette and Piantadosi, 
2020), we use this contrast here to capture the range of goals and 
strategies that are evident in numerical communication. 
We communicate approximate magnitudes. And we communicate 
exact numerical values. Different modalities offer a range of ways to 
accomplish both of these communicative goals.

2.2. Exact numerical communication

Exact numbers can be expressed via spoken language, written 
language, gesture, and graphs, as shown in Figure  1, inspired by 
Chrisomalis (2020, p. 151). In English, the number three, for example, 
can be expressed via a spoken or written number word (“three”), or 
via a written numeral (“3”), or via gesture (e.g., three extended 
fingers), or via various visual features of graphs, such as the height of 
a bar in a bar chart or color in a heat map. We  will discuss each 
representational modality in turn.

First, number words: The majority of numeral systems across the 
world’s spoken languages use a base-10 ‘decimal’ system (Comrie, 
2013), but there exist important cross-linguistic differences (Hurford, 
1975). For example, French has a mixed decimal-vigesimal system, 
with some numbers expressed as multiples of 20 (e.g., 80 is ‘quatre-
vingts,’ four-twenties). Languages also differ in how many numbers can 
be expressed precisely. The Pirahã language spoken in the Amazon, 
for example, totally lacks words for exact numbers, making it difficult 
to refer verbally to exact numerical values (Frank et al., 2008; see also 
Butterworth et al., 2008).

Signed languages also vary in how they express exact number. To 
communicate exact values, signed languages typically use the fingers 
(Ulrike et al., 2013). Like spoken languages, many signed languages 
use a decimal system, including British Sign Language, American Sign 
Language, and German Sign Language. But, also like spoken 
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languages, there are important cross-cultural differences, for example, 
the Mardin Sign Language of Turkey, has—similar to spoken 
French—a vigesimal subsystem where 40, 60, and 80 are expressed as 
multiples of 20 by flicking 2, 3, or 4 fingers, respectively (Ulrike et al., 
2013). Mardin Sign Language also has a subtractive subsystem where 
numbers such as 19 and 18 are formed as the equivalent of ‘twenty 
one-less’ and ‘twenty two-less.’ Languages both spoken and signed, 
therefore, typically include subsystems for expressing exact numbers 
using language-specific rules.

Another modality for expressing exact number is written notation, 
which can follow rules that differ from those for spoken or signed 
language. Although the history of numerical notation is entangled 
with the history of writing, numerical notations have their own 
cultural trajectory (Chrisomalis, 2020). For instance, what are 
commonly known as the ‘Arabic’ numerals (1, 2, 3, …) are used today 
by a wide range of language communities, including speakers of 
languages from unrelated families. But Arabic numerals are not 
universal, and they can co-exist with notational systems such as the 
Chinese (一, 二, 三) and Roman (I, II, III; Chrisomalis, 2010).

Yet another modality is gesture, a universal aspect of face-to-face 
communication (McNeill, 1992; Kendon, 2004). The hands can 
represent exact quantities by holding the fingers in particular 
configurations (e.g., lifting two fingers to indicate “two”), a practice 
known as “finger montring” (Di Luca and Pesenti, 2008) or “number 
gestures” (Gibson et al., 2019). Even though this involves the “natural” 
artifact of our fingers, this practice is nevertheless cultural, with 
considerable cross-cultural diversity (Bender and Beller, 2012). Even 
within closely connected Western cultures there can be differences, 
such as between Germans, who gesture “3” with the thumb, index 
finger, and middle finger, as opposed to members of Anglo-Saxon 
cultures, who are more likely to use the index, middle, and ring finger. 

This cultural difference was popularized in Quentin Tarantino’s World 
War II film Inglourious Basterds, where Allied spies are discovered 
when they order “three beers” with a non-German numerical gesture.

Finally, one of the dominant ways exact numbers are expressed in 
industrialized societies is via graphs. Within a graph, numerical values 
can be represented by a variety of spatial and aesthetic dimensions. 
For example, numbers can be mapped to a color gradient (e.g., 1 
represented by yellow, 3 represented by orange, 5 represented by red), 
or to the angle of a pie chart, or the area of mosaic plot, or the x- and 
y-coordinates of a point or line. The specific visual features chosen by 
a graph designer to represent numerical values have consequences for 
communication. For example, it can be  harder to make exact 
numerical comparisons using pie charts compared to the height of 
bars (e.g., Cleveland and McGill, 1984; Simkin and Hastie, 1987), 
although in some contexts, pie charts may be  advantageous (e.g., 
Peterson and Schramm, 1954; Hollands and Spence, 2001; Kosara, 
2019b). Thus, choices about how, specifically, to encode numerical 
values in graphs have implications for how people interpret the values, 
with downstream consequences for data-driven decisions (Zacks and 
Franconeri, 2020).

2.3. Conveying approximate numerical 
information… using exact numerical values

We now move from exact to approximate numerical 
communication. The strategies available to convey approximate 
quantities are so extensive that it is impossible to draw a neat picture 
like Figure 1. To put some structure to our discussion, we distinguish 
between utterances that convey approximate numerical information 
using expressions that involve exact numerical values (Section 2.2), 

FIGURE 1

Multiple modalities to express exact numerals; compare Chrisomalis (2020, p. 151).
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and utterances that do not mention exact numerical values at all 
(Section 2.4).

One strategy for expressing approximate quantities using exact 
numerical values is rounding. Even though the expression, “There 
were 3000 people at the protest,” involves a phrase which literally 
denotes an exact value (“three thousand”), this expression is typically 
interpreted as expressing a rounded value (Krifka, 2007; Cummins, 
2015; Solt et  al., 2017) with a certain amount of pragmatic slack 
(Lasersohn, 1999). The exact value is used to express a range of 
allowable values. If the number of people at the protest was exactly 
2,999, 2,998, 3,001, or 3,002, stating that there were “3,000 people” 
would typically be accepted as speaking truthfully (cf. Krifka, 2007). 
Thus, even though round numbers can denote exact values, they can 
also be used to express approximate quantities. Rounded values are 
used disproportionally in both spoken and written language (Dehaene 
and Mehler, 1992; Coupland, 2011; Woodin et al., 2023).

People use rounding for a variety of reasons. One is to maximize 
communicative relevance and minimize cognitive difficulty. English 
speakers will give inexact numbers that adhere to salient landmarks 
when telling time, e.g., “quarter to four” rather than “three forty-two,” 
even if they know the exact time, presumably because the exact time 
is deemed irrelevant for the listener (Van Der Henst et al., 2002; Gibbs  
and Bryant, 2008), or because a rounded number is easier to 
comprehend and remember than its exact counterpart (Solt et al., 
2017; Nguyen et al., 2022). People may also report rounded numbers 
because they are actually uncertain about the exact quantity (Ruud 
et al., 2014), or instead, even if they know the exact quantity, they may 
prefer to not report it so as to not appear pedantic (Beltrama et al., 
2022). The use of exact values for approximate ends also allows for 
strategic manipulation (e.g., Cummins and Franke, 2021), as when 
p-values in academic publications are rounded up or down to make 
research results appear as ‘significant’ as possible (Krawczyk, 2015; 
Hartgerink et al., 2016).

Another strategy that uses exact numbers for approximate 
purposes is numerical hyperbole (Lavric, 2010), such as when saying, 
“It took a million years to get to the table,” which is unlikely to 
be interpreted literally (Kao et al., 2014). In numerical hyperbole, the 
literal sense of a phrase is too unlikely to be taken seriously, and the 
phrase is thus interpreted as referring to some exceptionally large or 
small numerical value.

Rounding and numerical hyperbole do not exhaust the range of 
approximate expressions in English that feature exact values in their 
construction (Channell, 1994, Ch. 3). Other examples include the “n 
or m” construction, as in “it costs three or four bucks,” or the “n or so” 
construction, as in “ten pounds or so.” Numerical values can also 
be  combined with approximators (“about 1,000”) or bounded 
quantifiers (“at least 1,000,” “more than 1,000”; Channell, 1994; 
Cummins, 2015). In informal contexts, even more expressions are 
available, such as “3,000 give or take,” “ballpark 3,000,” “3,000-ish,” and 
many others (Ferson et al., 2015).

The approximate use of exact numerical values also appears in 
graphs. While graphs are typically generated such that they represent 
numbers exactly, the actual use of graphs is typically approximate. 
First, although our visual system can take in an astonishing amount 
of information simultaneously, there is a limit to vision’s numerical 
precision. Moreover, our visual system may be subject to illusions and 
biases that distort the numerical information presented, leading to 

over- or under-estimation of numerical values in particular types of 
graphs (e.g., Xiong et al., 2020a). This, too, means that even though 
graphs may be accurate in production, they may involve a considerable 
degree of deviation from exact values in perception.

The approximate perception of graphs is seldom a problem, 
however, since the goal of a graph is seldom to communicate exact 
values but rather to emphasize rough comparisons (Washburne, 
1927). A line graph can convey whether there is an increasing or 
decreasing trend. Or a bar chart can convey whether one group is 
bigger than another. In fact, graphs are rarely used in decision making 
contexts in which it is necessary to retrieve exact values (see review in 
Kosslyn, 2006, p. 31), and if precision really matters, tables of exact 
values may be  preferred instead. The goal of graphs is usually to 
convey overall, gross patterns. Thus, even though computerized 
graphs involve the representation of exact values, their actual use—
both perceptually and functionally—involves a considerable degree 
of approximation.

A great example of a data visualization that is clearly intended to 
de-emphasize exact values is the #ShowYourStripes visualization, 
originally conceived by Ed Hawkins. Figure 2 is an example of such a 
chart, showing average temperature data for England, 
United Kingdom, from 1884 to 2021. Horizontal position encodes 
time and color encodes average temperature in this graph. People on 
Twitter were motivated to produce similar visualizations for their 
location using the hashtag #ShowYourStripes to increase climate 
change awareness. Given the absence of any numerical values in the 
version shown in Figure 2, this graph is ill-suited to convey precise 
values. Instead the message is approximate and holistic: the globe is 
getting hotter.

2.4. Approximate numerical 
communication without exact values

In addition to utterances that use exact values to convey inexact 
quantities, there are a whole range of approximate expressions that 
involve no mention of numerical values. This includes vague 
quantifiers such as “many,” “a lot,” “few,” “several,” which have been at 
the center of research in formal semantics, experimental pragmatics, 
and psychology (for reviews, see Moxey and Sanford, 1993a; 
Cummins, 2015). There are also expressions involving nouns, such as 
“loads of,” “the majority of,” “masses of,” and “oodles of ” (Channell, 
1994, Ch. 5), and even fictitious numbers such as “umpteen,” 
“gazillion” or “squillion” (Rips, 2013; Chrisomalis, 2016).

An especially interesting class of expressions used to convey 
approximate quantities are those involving spatial language. In 
English, there are two dominant ways in which this can be done, either 
using vertical or size-based language (Lakoff and Johnson, 1980; 
Lakoff and Núñez, 2000; see also Núñez and Marghetis, 2015 and 
Winter et  al., 2013). For example, English speakers can refer to 
numbers as being “high” or “low,” and they can use relative vertical 
location for comparisons (“this number is lower than that one”). Many 
verbs that express vertical change can also be co-opted to refer to 
changing quantities, such as when numbers are described as “rising,” 
“falling,” “skyrocketing,” “ascending,” “plummeting,” or “soaring” 
(Smiley et al., 2016). The other set of English expressions uses size-
based language, such as when referring to static quantities as “large,” 
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“small,” “tiny” etc., or when referring to changing quantities as 
“expanding,” “growing,” or “shrinking.”

Importantly, both vertical and size-based ways of talking about 
quantities have analogs in thinking about quantities (for review, see 
Winter et al., 2015a). For example, when people have to press buttons 
to verify whether a number is even or odd, they are faster to respond 
to larger numbers when the button is in a high position, and faster to 
respond to smaller numbers when the button is in a low position 
(Hartmann et  al., 2014). Similarly, when people see quantities of 
objects (e.g., dots), they estimate that there are more objects when they 
are spread over a larger region of space, thus confounding numerical 
quantity and spatial extent (Hurewitz et al., 2006). Thus, the ways 
English speakers talk spatially about quantity have parallels in how 
people think spatially about quantity in nonlinguistic tasks.

The presence of these vertical and size-based mappings in 
numerical thinking may account for why the same mappings show up 
not just in conventional language but also in spontaneous co-speech 
gestures. Earlier work found that gestures that convey numerical 
information are widespread in technical discourse among expert 
mathematicians (Núñez, 2004, 2008; Marghetis and Núñez, 2013). 
More recently, Woodin et al. (2020) demonstrated that such gestures 
show up widely in public discourse. They investigated how American 
English speakers describe numerical information on television, 
looking at data from more than 500 speakers using the phrases “tiny 
number,” “small number,” “big number,” and “huge number,” in a 
sample drawn from the TV News Archive.1 Woodin and colleagues 
found the majority of the time that the speaker was visible and their 
hands were not occupied, they also produced gestures that were 
semantically congruent with the implied quantity, such as pinching 
the index finger and thumb together when talking about a “tiny 
number,” or extending the hands outwards away from the torso when 

1 https://archive.org/details/tv

talking about a “huge number.” These findings closely mirror what has 
previously been found in laboratory settings, where people 
automatically respond to smaller numbers with smaller grip apertures 
(Badets et al., 2007, 2012; Lindemann et al., 2007; Gabay et al., 2013; 
Grade et al., 2017).

Alcaraz-Carrión et al. (2022) performed a similar analysis of TV 
news data, looking at over 400 gestures co-occurring with language 
that involves addition or subtraction in both concrete and abstract 
contexts, such as “add hundreds of jobs,” “4 plus 5,” or “subtract 
Trump’s personality.” They found that most utterances about 
arithmetic were accompanied by gestures, with around 80% of 
subtraction-related expressions and 60% of addition-related 
expressions accompanied by co-speech gesture. Gestures tended to 
move toward the right for addition-related concepts, while those 
co-occurring with subtraction-related concepts moved toward the left. 
This closely mimics experimental results on mental arithmetic and 
attentional biases, which have found that addition shifts spatial 
attention rightward and subtraction shifts spatial attention leftward 
(McCrink et al., 2007; Pinhas and Fischer, 2008; Knops et al., 2009; 
Marghetis et al., 2014).

Importantly, the gestures studied by Woodin et al. (2020) and 
Alcaraz-Carrión et al. (2022) are approximate, in stark contrast to 
‘montring’ three fingers to represent exactly three beers. While the 
speakers in these contexts may know the exact value they are talking 
about, the upwards- or outwards-moving gestures that co-occur with 
such phrases as “high number” or “huge number” are not intended to 
be interpreted precisely, i.e., it is clear to the onlooker that the overall 
direction of movement matters, and values are not mapped onto 
gesture space in a metric fashion (see discussion in Woodin et al., 
2020). Thus, gesture is one of the prime outlets through which 
we communicate numerical information approximately.

These studies are amongst the first to demonstrate that gesture is 
ubiquitous in public discourse about numerical information. But do 
people actually pay attention to these gestures? What do they 
contribute to comprehension? These questions are ripe for future 

FIGURE 2

Visualization of temperature over time (1884–2021) for England, United Kingdom, using data from the United Kingdom Met Office. The use of color to 
convey numerical information encourages approximate rather than exact comparison (This #ShowYourStripes image by Ed Hawkins is licensed under 
CC BY 4.0. Available at: https://showyourstripes.info/).
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inquiry. So far, studies of whether gestures are functionally relevant 
for numerical thinking have been largely limited to pedagogical 
contexts. There is an extensive body of research demonstrating that 
gestures produced by both students and teachers aid the acquisition 
of mathematical concepts (e.g., Alibali and DiRusso, 1999; Goldin-
Meadow et al., 2001, 2009; Cook et al., 2008, 2013; Alibali and Nathan, 
2012; Goldin-Meadow, 2014; Novack and Goldin-Meadow, 2015; 
Gibson et al., 2019). Compared to the large body of work on numerical 
gestures in educational contexts, however, there is comparatively little 
research on the functional relevance of gesture in adult-to-adult 
communication between numerate individuals (for an exception, see 
Nicol and Patson, 2022).

3. Commonalities across modalities

3.1. Overview

Modalities of numerical communication share commonalities. In 
this section, we discuss the following ‘big-picture’ commonalities:

 (1) Exact versus approximate expression.
 (2) Shared cognitive mappings.
 (3) Shared semiotic principles.

3.2. Exact versus approximate expression

As reviewed in Section 2, it is possible to express numerical 
concepts either exactly or approximately. We can use exact linguistic 
expressions (“seven”) or approximate ones (“about ten”), as well exact 
gestures (showing seven fingers) or approximate ones (pinching the 
fingers together to signal a small quantity). Data visualization may 
be the exception to this, since it typically involves exact production 
unless drawn by hand, but graph designers can manipulate the degree 
to which users are cued into paying attention to exact values. For 
example, graph designers can use an inner grid if precise values are 
important (Kosslyn, 2006, p. 71), since grids facilitate tracing locations 
in a scatter plot or height in a bar plot to the corresponding values 
along the x- or y-axes. The density of the reference grid can also give 
cues as to how much precision is implied. Similarly, the fact that the 
#ShowYourStripes visualization in Figure 2 has no explicit x- and 
y-axes labels is a clear sign to the user of the graph that they should 
not attempt to read off precise values. Across modalities of numerical 
communication, it is possible to convey both exact and approximate 
numerical information.

Numbers often have an aura of exactness and objectivity (Porter, 
1996). It may thus be surprising that no matter the modality, so much 
of numerical communication involves approximation rather than 
exactitude. The relative prevalence of approximate versus exact 
reference may vary across modalities, though we  suspect that the 
overwhelming majority of naturally occurring numerical 
communication may be  approximate. For example, as mentioned 
above, even when speakers know precise times, they tend to report 
times with rounded values (Van Der Henst et al., 2002; Gibbs and 
Bryant, 2008; Solt et al., 2017). Discourse analyses also support the 
idea that vague references to quantity dominate even in contexts 

where we might expect a need for precision, such as academic and 
scientific discourse (Banks, 1998; Cutting, 2012), business contexts 
(Koester, 2007), and political discourse in the TV news (Woodin et al., 
2020; Alcaraz-Carrión et al., 2022). Moreover, the fact that languages 
such as English offer rich repertoires of variegated expressions for 
approximate numerical reference suggests that there is communicative 
need, as generally languages tend to have more expressions for more 
common topics or concepts (e.g., Regier et al., 2016; Winter et al., 
2018). And, as discussed above, we often use exact visualizations of 
numerical information in a way that, functionally, is only approximate. 
Thus, the over-representation of approximate versus exact numerical 
communication may be another commonality across modalities, on 
top of the more basic fact that both exact and approximate quantities 
can, in principle, be communicated in all modalities.

3.3. Shared cognitive mappings

Mappings between space and number are another commonality 
across domains. English speakers talk and write about numbers as 
“rising,” and they also often gesture upwards when using such 
language (Winter et al., 2013). This mapping between numbers and 
vertical space can also be found in graphs, where the y-axis typically 
represents higher values with higher vertical locations (see, e.g., 
Woodin et al., 2022). Size-based mappings of quantity are similarly 
expressed in language, sign, gesture, and graphs: both language and 
gesture can represent numerical concepts in terms of spatial extent 
(e.g., “tiny number” or pinching the fingers together), and data 
visualizations can represent magnitudes in terms of area, such as in 
the case of pie charts and bar charts, for which area is the primary 
perceptual cue for quantity (Skau and Kosara, 2016; Kosara, 2019a). 
When data visualizations violate these shared cognitive mappings 
between space and quantity, they are less likely to be understood (e.g., 
Pandey et al., 2015; Woodin et al., 2022). From this we can form the 
prediction, so far untested, that verticality-based encodings of quantity 
in graphs and gesture should benefit from language that uses vertical 
expressions for quantity, while size-based encodings in graphs and 
gesture should benefit from size-based language.

Interestingly, not every spatial mapping is attested for all 
modalities. The horizontal mental number line is a well-established 
cognitive phenomenon whereby people in Western cultures associate 
smaller quantities with left space, and associate larger quantities with 
right space (e.g., Dehaene et  al., 1993; Wood et  al., 2008). This 
mapping commonly features in data visualization, with quantities 
increasing left-to-right along the x-axis (e.g., Tversky, 2011), and may 
also occur in horizontally oriented gestures (Winter et  al., 2013; 
Alcaraz-Carrión et al., 2022; but see Woodin et al., 2020). However, 
speakers seldom talk about numbers in terms of horizontal position. 
While English speakers might describe a smaller quantity as “low” or 
“small,” it would be extremely unusual to call it a “left number.” A 
similar lacuna exists for talk about the domain of time, where a left–
right mapping appears in thought (a mental timeline), in material 
artifacts (e.g., calendars), in graphs (e.g., line graphs), and in gesture 
(e.g., rightward gestures when talking about the future) but is almost 
entirely absent from speech. The one known exception is the variety of 
English spoken within the US Military, where left–right mappings for 
time are conventionalized (e.g., “move the meeting two days to the 
right” to describe a delay; Hendricks et  al., 2018). Why certain 
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mappings are only available in some modalities of expression needs to 
be investigated more closely.

3.4. Shared semiotic strategies

Multimodal utterances convey meaning in a variety of ways, 
exhibiting “semiotic diversity” (Kendon, 2014; see also Ferrara and 
Hodge, 2018). Within semiotics, a key question is how the form of a 
sign in the most general sense (such as a word, a manual sign of a 
signed language, a gesture, or a graph) relates to its meaning. That is, 
how do we come to know the meaning of a sign from its form?

Following Peirce (1955), a classic taxonomy distinguishes three 
ways the form of a sign can relate to its meaning: by being iconic, 
indexical, or symbolic. Iconic signs are those which partially resemble 
their meanings, such as when the distance between index finger and 
thumb (form) is used to indicate a small size (meaning; Hassemer and 
Winter, 2018). Indexical signs are those that involve a direct spatial, 
temporal or causal connection, such as is the case with pointing 
gestures, which ‘index’ things in the environment by evoking a vector 
to the intended referent (Kita, 2003; Hassemer and McCleary, 2018). 
Finally, ‘symbols’ involve no direct connection between form and 
meaning. In this case, the meaning can only be accessed by knowing 
that a particular form conventionally represents a specific meaning. 
That is, for ‘symbols,’ we do not rely on indexical or iconic cues to infer 
meaning (Keller, 1998); we merely know that X means Y because 
we have learned this relationship. In general, these different strategies 
for conveying meaning are available across modalities (Ferrara and 
Hodge, 2018), such that we can and often do communicate iconically, 
indexically, and symbolically regardless of whether we are talking, 
signing, gesturing, or using graphs.

In the following, we  give examples of iconic, indexical, and 
symbolic signs in the context of numerical communication. Iconicity 
can be a feature of notational writing systems (e.g., Chinese 一, 二, 三 
and ancient Roman numerals I, II, III involve a direct resemblance 
between form and meaning) as well as of finger counting systems, 
where form (the number of fingers) mimics meaning (the implied 
quantity; cf. Bender and Beller, 2012). Iconicity is an inherent feature 
of almost all graphs since there is almost always a direct resemblance 
relation between visual form features and their intended quantitative 
meanings, for example, higher vertical locations indicate larger 
quantities. Iconicity is also a feature of many gestures, such as when 
the height of a vertical gesture indicates the denoted quantity. And 
iconicity can be a feature of numerical communication in speech as 
well. People raise their voice pitch when talking about smaller objects 
(Perlman et al., 2015), and this pitch-based iconicity can be co-opted 
for talk of numerical quantities, such as when speaking of a “tiiiiiiiny 
quantity” with raised voice pitch. There is very little research on 
iconicity in spoken ways of expressing numerical information (but see 
Coulter and Coulter, 2010), perhaps because iconicity for numerical 
quantity is overall more common in the graphical and 
gestural domains.

Indexicality, too, plays a role in all modalities of numerical 
communication. When presenting a graph, for example, we can refer 
to specific aspects of the display by using a pointing gesture, or adding 
an arrow to the graph, or uttering an indexical expression such as “this 
bar over here.” Clark (1996, 2003) discusses indexicality as the act of 
directing the interlocutor’s attention, and when viewed from this 

perspective, any aspect of a graph that directs attention to certain 
features, such as salient colors that draw attention to themselves, can 
be  seen as having an indexical component. Indeed, a common 
recommendation by guides for data visualization is to use visual 
elements such as color to highlight relevant data patterns (Ajani et al., 
2022). Focusing can also be done via other modalities, such as gesture, 
sign, and speech, and not just elements that are intrinsic to the graph 
itself. Directing attention is thus an important aspect of 
communicating numerical information—especially when the 
information is abundant or complex, straining a recipient’s capacity to 
make sense of it.

Numerical communication also relies crucially on the final 
semiotic mode of communication, the ‘symbolic.’ Number words and 
quantifiers are conventional expressions; we generally need not rely 
on iconicity or indexicality to understand them. Moreover, even the 
rampant iconicity of graphs relies on graphical conventions for precise 
interpretation. Researchers have thus argued for the importance of 
considering graph literacy or ‘graphicacy’ in education (Balchin, 1972; 
Fry, 1981). The fact that graphs are not always understood correctly 
without explicit instruction demonstrates the importance of these 
graphical conventions. Graphs in Cartesian coordinates, for instance, 
use distance from the origin to represent numerical values—thus 
using distance iconically—but people must learn the graphical 
convention that numerical values increase upward and rightward, not 
downward and leftward (Woodin et  al., 2022). Even richly iconic 
graphs can thus include symbolic elements.

4. Each modality has its own vibe

4.1. Overview

While there are important similarities shared across modalities, 
there are also important differences. Here, we focus on the following 
four dimensions of difference:

 (1) Sequential versus simultaneous presentation.
 (2) Permanence.
 (3) Reliance on expertise.
 (4) Plausible deniability.

4.2. Sequential versus simultaneous 
presentation

Modalities differ in whether information is presented sequentially 
or simultaneously. Spoken language, for instance, requires that 
we transform a complex message into a sequence of words, one after 
the other (Hull and Nelson, 2005, p. 229). Gestures have elements of 
sequentiality in that language users can string together sequences of 
gestures, but individual gestures often exhibit simultaneity, too. For 
example, one can say “five plus three” while producing a bimanual 
‘collecting’ gesture in which each hand represents a different addend 
and their inward motion simultaneously represents their addition 
(Núñez and Marghetis, 2015). Such a gesture simultaneously expresses 
two values (i.e., the two hands) and the mathematical operation of 
addition (the inward movement), thus conveying three elements at the 
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same time. In comparison, the phrase “five plus three” conveys the 
same three elements sequentially.

Graphical representations that are static and not animated can 
convey even more information simultaneously. Indeed, one of the 
unique advantages of graphs is that they can convey multiple pieces of 
information at the same time, thus communicating patterns that can 
be processed in parallel by the viewer (e.g., Zacks and Franconeri, 
2020). Take, for example, the verbal description of a numerical 
difference between two groups: “this group has a much higher output 
than the other one.” While this utterance presents information about 
two quantities in sequence, a graph such as a bar chart could 
communicate the same information simultaneously, at an instant.

4.3. Permanence

Modalities differ in timescale. Speech, sign, and gesture are 
typically transient: a spoken word is gone as soon as it is spoken; a sign 
or gesture must be seen as it is being produced, since just like speech, 
it typically leaves no record. By contrast, graphical representations are 
generally more lasting (Latour, 1986): they may last for minutes (e.g., 
quick whiteboard sketches) or years (e.g., graphs in a published book).

The different components of a multimodal numerical utterance, 
therefore, will differ in their permanence. One consequence is that 
when modalities depend on each other for their interpretation, a 
difference in permanence can have serious consequences for whether 
the message remains interpretable. A poorly labeled graphical 
representation may be easily understood if accompanied by a flurry of 
speech and gesture; but since the graphical representation will likely 
persist beyond the end of any accompanying speech and gesture, 
others may encounter it and find it incomprehensible. This 
misalignment of timescales, therefore, has consequences for how 
robust a message may be—that is, for how likely the meaning of the 
message is to degrade over time, even if some modalities of the 
message remain.

4.4. Reliance on expertise

Modalities differ in how expertise with each modality is 
distributed among the general public. Almost all adults in a language 
community will know and understand their language’s count list 
(“one, two, three…”), expressions such as “large number” and 
“increasing prices,” and accompanying gestures. But graphical literacy 
is much more dependent on explicit training and expertise (Balchin, 
1972; Fry, 1981), and hence something that is also more variable in the 
population (e.g., Shah and Hoeffner, 2002; Okan et al., 2012).

A reliance on expertise increases the potential for 
misunderstanding. To make matters worse, experts may assume that 
their graphical representations stand on their own, easily understood 
by any intelligent adult (Xiong et al., 2020b). Falling prey to such a 
“curse of knowledge” or “curse of expertise” has been a point of 
critique, for example, in the case of the United Kingdom covid press 
briefings, where government officials showed graphs and used phrases 
such as “As you can see,” when in fact the majority of the public did 
not readily see anything in the hastily shown graphs (Cheshire, 2020).

Here again, modalities can complement each other: a presenter 
can use gestures to point to specific aspects of the graph, or use speech 

to talk up a graph, highlighting and explaining different components 
of it. This shows how the effects of low graph literacy can be alleviated 
by multimodality. In sum, modalities differ in how much they rely on 
expertise and education.

4.5. Plausible deniability: “That’s not what 
I said…”

Modalities differ in the degree to which they afford plausible 
deniability and with this, the degree to which they are routinely held 
to standards of accountability in public discourse. Gesture in 
particular has been shown to have the power to sway interpretation 
without being noticed. This has been explored in studies on the 
“gestural misinformation effect” (Gurney et al., 2013, 2016; Kirk et al., 
2015; see also Broaders and Goldin-Meadow, 2010), which 
demonstrates that when people are asked about an event they saw, 
such as a crime scene, gestures co-occurring with the question can 
bias responses in investigative interviews or eye witness reports. For 
example, people may report a murder weapon that was not actually 
part of the scene they saw, but that was primed via a gesture. What is 
particularly troublesome about this finding is that in contrast to verbal 
information, the influence of gesture often goes unnoticed, even when 
participants are warned about its potentially biasing effects 
(Haynes, 2017).

Gestures thus have the ability to influence interpretation and 
decision making in a way that often bypasses the standards of 
accountability that we  usually have for verbal language. This can 
be exploited by politicians, who often choose their words carefully to 
avoid making controversial statements, but who can use gestures 
strategically as part of persuasive moves. For example, Hart and 
Winter (2021) performed a qualitative analysis of the populist 
politician Nigel Farage who speaks of an “explosion” or “sheer volume” 
of immigrants entering the United Kingdom, and while doing so, uses 
expansive size gestures to exaggerate the number of immigrants 
involved. These gestures form part of his campaign ads and are 
watched by millions of people. Yet the transcript of speech is typically 
taken to be  the official record of “what was said,” erasing the 
contributions of gesture. Since co-speech gestures inform what was 
understood, even if not put into words, gesture offers the potential for 
unnoticed influence.

5. Putting together the pieces

5.1. Emerging meaning in multimodal 
messages

How, then, do different modalities combine in a multimodal 
utterance? One possibility is that they combine additively, like a layer 
cake, with each modality adding another independent layer of 
information to the holistic cake of communication. On this account, 
the communicative impact of each individual modality does not 
depend on any others. Speech, for instance, would add information 
completely independently of whatever is happening concurrently in 
gesture or writing. The fact that numerical communication is 
multimodal, on this account, is important only because each modality 
offers more or different information, but the contribution of each 
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modality could be understood on its own. In other words, the presence 
of one modality does not fundamentally transform the contributions 
of any of the others. If multimodality was additive in this way, then it 
would suffice to study each modality on its own.

But multimodality is not additive. Each component of multimodal 
communication shapes the others; the meaning of the whole is more 
than the sum of its parts (Hull and Nelson, 2005). In other words, 
multimodal utterances are interaction-dominant. Their meaning 
reflects not just the sum of the unimodal parts, but their cross-modal 
interactions. This is neatly demonstrated by co-speech gesture, which 
can disambiguate and sometimes completely reverse the interpretation 
of a message. A number of studies have shown this using the following 
ambiguous question: “Next Wednesday’s meeting has been moved 
forward 2 days, what day is it on now?” Without seeing a concomitant 
gesture, about half of all respondents report that the meeting has been 
moved to “Friday,” and half report it has been moved to “Monday” 
(McGlone and Harding, 1998; Lewis and Stickles, 2017). This 
ambiguity in language can be resolved via gesture—for instance, a 
forward gesture that points toward the future. Indeed, if the speaker 
uses such a forward gesture, the majority of people think the meeting 
is now on Friday. But this pattern reverses if the speaker gestures 
backward toward their torso, after which most people think the 
meeting has been moved to Monday (Jamalian and Tversky, 2012; 
Lewis and Stickles, 2017; Winter and Duffy, 2020).

The interaction-dominant rather than additive nature of 
multimodality is also demonstrated by how the meaning of gestures 
is underdetermined (Kendon, 2004; McNeill, 2005). Calbris (2011) 
describes gestures as “polysemous,” the same way that words are 
polysemous when they have multiple different meanings depending 
on context. Take, for example, a person tracing an upward and 
rightward trajectory with an extended index finger. This could 
be intended to direct one’s attention to a crack on the wall, or to enact 
a driving route on an imagined map. On its own, this gesture—like 
any gesture—is ambiguous, open to a wide range of interpretations, 
many of which may not be numerical or mathematical in nature. 
Accompanied by speech, however, the meaning of this gesture can 
become numerical. Gestures exactly like this one, for instance, are 
regularly produced by mathematicians when describing technical 
mathematical concepts such as “continuous functions” or “increasing 
values” (Núñez, 2004; Marghetis and Núñez, 2013).

5.2. Types of interactions

Individual modalities interact in a variety of ways: by amplifying, 
by directing, by explaining, and by reinterpreting. These are not 
mutually exclusive, and one multimodal message can simultaneously 
tap into multiple types of interactions.

The first type of interaction we  call amplification: several 
modalities may amplify the same message, that is, the same core idea 
can be  expressed in multiple modalities at the same time. Such 
amplification can make use of the fact that there are shared mappings 
between modalities (Section 3.3). For example, in a live presentation, 
speech, gesture, and graph can simultaneously express an upwards 
trend, e.g., “a high number of cases,” with a vertically oriented graph 
in the background and an upwards-sweeping gesture. Importantly, 
due to the differences between modalities outlined in Section 4, such 
redundancy always involves diversity as well. Expressing functions 

redundantly with diverse components has been argued to increase the 
robustness of systems in general (Kitano, 2004), including the 
robustness of transmitting messages in communication (Winter, 2014; 
Mason et al., 2015). Borkin et al. (2016) annotated graphs for ‘data 
redundancy’ (if the data is visually encoded in more than one way) 
and ‘message redundancy’ (if the main message of the graph is 
signaled in more than one way) and showed that both types of 
redundancy boosted people’s memorization of the graph’s content. 
Given the differences between modalities, it is often impossible to 
encode the same information in exactly the same way, so modalities 
are seldom truly “redundant.” We thus speak of “amplification,” with 
the same information expressed in different, complementary ways 
across multiple modalities.

There are multiple reasons why it may be  beneficial to 
multimodally amplify the same information. First, encoding 
something into memory via multiple representational formats, such 
as verbal and visual ones, leads to better recall (Paivio, 1971, 1986). 
Second, different perceivers may have different modality-specific 
preferences, e.g., paying more attention to visual or verbal content. A 
message that is encoded simultaneously both visually and verbally is 
therefore more likely to stick with more people. Third, differences 
between modalities (Section 4) can be  used to make up for each 
individual modality’s shortcomings. For example, if somebody does 
not look at the speaker while they perform a gesture, they may still 
hear the corresponding verbal phrase (“a high number of cases”) or 
be able to make sense of the message by looking at a corresponding 
graph. From this perspective, there are enough commonalities for the 
modalities to work in tandem (e.g., shared mappings), but enough 
differences to complement each other (e.g., differences in 
permanence). To conclude, amplifying is more than just redundantly 
expressing the same content in different modalities. Amplification 
increases robustness of numerical communication by encoding the 
same content differently.

The second type of interaction involves using one modality to 
direct the receiver’s attention to a particular aspect of a multimodal 
display. The power of one modality to direct attention to another is 
exemplified by the foundational cultural practice of finger counting, 
in which the cardinality of a set of objects is determined by 
coordinating speech (“one, two, three …”) with gesture (pointing to 
each item in a sequence, or lifting one finger at a time; Alibali and 
DiRusso, 1999). While the gestures produced during finger counting 
do not typically represent exact number on their own, they direct 
attention toward the physical environment in coordination with 
exact expressions in speech. The practice works holistically because 
one modality directs attention while another keeps track of 
exact quantity.

As another example, consider the typical graphical representation 
consisting of various parts—points, bars, lines, labels—many of which 
may be  inessential to the speaker’s primary message. Gesture and 
speech can direct attention to the graph’s essential aspects—a recent 
increase, for instance, or a relative difference between two data points. 
This emphasis can have huge implications for the holistic message, 
such as when a confusing sea of points in a scatterplot is winnowed 
down by speech and gesture to two essential points that differ in 
unexpected ways (“here [pointing gesture] and here [pointing 
gesture]”). Modalities can thus interact to create a holistic message not 
by changing the meaning of a graph, but by changing the focus or 
attentional spotlight.
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As discussed in Section 4.2, graphs afford more simultaneous 
expression of information than speech, gesture, or signs. However, 
some graphs can involve so much information that they cannot 
be  comprehended at a glance, requiring viewers to engage in a 
sequential comparisons between different points in the graph 
(Nothelfer and Franconeri, 2020). As discussed in relation to the curse 
of knowledge (Section 4.4), the most relevant components of a graph 
may be obvious to the designer but not the audience (Xiong et al., 
2020b). For complex visual displays, therefore, the directing function 
of speech and gesture becomes especially important.

A third type of interaction involves using one modality to explain 
the content of another modality, e.g., unpacking some aspect that 
would be otherwise opaque or confusing. For example, the axes of a 
graph may have terse labels that are difficult to interpret when first 
encountered, but that may make sense once explained. Here, coupling 
the graphic with speech and gesture (e.g., pointing to one axis and 
saying, “And here we  have the net profits after accounting for 
depreciation”) can unpack the inner workings of the 
graphical representation.

Finally, one modality can reinterpret another modality, 
transforming its meaning from one interpretation to an entirely 
different one. A graph showing an upward trend, for example, might 
be interpreted as good news (Woodin et al., 2022), but this default 
interpretation could be  inverted by accompanying speech, e.g., 
“disastrous rise” (see also discussion in Franconeri, 2021, Figure 5). In 

instances of multimodal reinterpretation, therefore, the meaning of 
one modality is transformed by the rest of the multimodal message.

Whether amplifying, directing, explaining, or reinterpreting, 
cross-modal interactions are shaped by the unique affordances of each 
modality. For example, we have discussed how graphs are relatively 
less transient (Section 4.3) and more simultaneous (Section 4.2). 
Skilled communicators combine modalities in ways that are informed 
by these cross-modal differences. For instance, good presenters talk 
up a graph by combining language and gesture to help the audience 
understand a graph’s meaning. The graph’s permanence can then 
be used to anchor more transient gestures and verbal statements, such 
as when multimodal utterances highlight specific sub-components 
(“Here on the x-axis, you see …”). The sequentiality of speech and 
gesture allow the presenter to impose a sequential interpretation, thus 
helping viewers make sense of graphical information in a piecemeal 
fashion. Thus, it is the differences between modalities that make them 
so effective in combination.

Table  1 gives a schematic overview of the dimensions of 
multimodality discussed in this paper, including commonalities (left 
column), differences (middle column), and interactions 
(right column).

6. Tapping into the power of 
multimodality: a case study of expert 
numerical communication

We want to conclude with an example demonstrating the 
combination of multiple modalities by an expert communicator. 
Wingspan Productions teamed up with the Swedish physician and 
public health specialist Hans Rosling to create a show for BBC Four 
called The Joy of Stats, which included a notable sequence where 
Rosling described large-scale geopolitical patterns in wealth and 
health over the last two centuries. We  focus our analysis on the 
opening section, for which we highlight all four types of interaction 
between modalities (cf. Section 5). In a single sequence of multimodal 
utterances, Rosling demonstrates how modalities can interact by 
explaining and directing (Section 6.1), reinterpreting (Section 6.2), and 
amplifying (Section 6.3).

6.1. Explaining and directing

Hans Rosling begins his explanation with a gesture, pointing to 
his right while saying: “First an axis for health: life expectancy from 
25 to 75 years” (Figure 3). This multimodal utterance is accompanied 
by an animation: a line for the y-axis that grows from bottom to top, 
thereby conveying the directionality of the axis (younger to older), 
something lacking from a static image. Tick marks along the axis 
appear in an animated sequence of three steps, one for each tick mark, 
from shortest lifespan (25 years) to longest lifespan (75 years). This 
reinforces the upwards directionality of this axis.

Rosling then introduces the x-axis with his left hand sweeping 
along the bottom of the emerging graph, from the viewer’s left to the 
viewer’s right (see Figure 4). He accompanies this gesture by the verbal 
expression, “And down here, an axis for wealth; income per person, 
400, 4000, and 40,000 dollars.” His gesture and speech thus combine 
to both orient the viewer’s attention (“down here”) and to explain the 

TABLE 1 Modalities and their commonalities (left), differences (middle) 
and interactions (right).

Commonalities Differences Interactions

(1) Exact versus approximate 

expression

(1) Sequential versus 

simultaneous 

presentation

(1) Amplifying

(2) Shared cognitive 

mappings

(2) Permanence (2) Directing

(3) Shared semiotic 

principles

(3) Reliance on 

expertise

(3) Explaining

(4) Plausible 

deniability

(4) Reinterpreting

FIGURE 3

Still image of Hans Rosling in the BBC Four The Joy of Stats pointing 
toward the y-axis; video available at: https://www.youtube.com/
watch?v=jbkSRLYSojo (Accessed December 21, 2022). Reproduced 
with the permission of Wingspan Productions Ltd.
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directionality of the axis. While a reader typically needs to know the 
convention to interpret the directionality of a static graph’s axes, here 
Rosling combines speech, gesture, and animation to alleviate the need 
for audience expertise.

Rosling then adds an explanation: “so, down here is poor and sick.” 
While doing this, he moves his whole body to the lower quadrant of 
the superimposed graph and points to the corner with two hands 
(Figure 5). In addition, the tick marks associated with the lower left 
quadrant briefly flare up, further highlighting the lower left quadrant 
via graph-internal means. The entire multimodal display thus combines 
to focus the viewer’s attention, with speech (“down here”), gesture, and 
graphical display all exhibiting indexicality.

6.2. Reinterpreting

Rosling completes his introduction of the graph by describing the 
upper right quadrant as “rich and healthy.” Throughout the sequence, 
the vertical axis is described as “health” but actually represents a much 
more specific quantity, life expectancy. The horizontal axis is described 
as “wealth,” but represents income. His accompanying speech thus 
encourages a more general, big-picture framing of specific quantities. 

One modality thus encourages reinterpretation of another, and the 
entire multimodal utterance is consequently reframed in terms of 
more general issues.

6.3. Amplifying

After adding data points for the individual countries, Rosling then 
says, “the size of the country bubble showed the size of the population,” 
while simultaneously using a two-handed gesture that forms a circle 
(see Figure 6). At the same time an animated red circle is superimposed 
onto the gesture. The fact that circle size represents population size is 
reiterated in the written modality via a superimposed text that reads 
“size = population,” displayed just above the red circle and gesture. 
Four aspects thus combine to communicate the mapping between 
population and area: speech, gesture, superimposed circle, and 
superimposed text. The same mapping is expressed in an amplified 
fashion via simultaneous expression in different modalities.

7. Conclusion

Multimodality matters in numerical communication. Much is lost 
if we consider only one modality at a time—studying graphs without 
language, or language and graphs without gesture. This is because 
naturally occurring numerical communication is typically 
multimodal. One is hard pressed to find examples of purely unimodal 
communication of numerical information. And this ubiquitous 
multimodality has implications for how and what we communicate. 
The meaning of numerical communications reflects the ways 
modalities can interact, with one modality able to amplify, direct, 
explain, or reinterpret the others. As a result, the meaning of a 
multimodal display of numerical information is more than the sum of 
its parts.

A multimodal perspective on numerical communication invites 
new research questions. For example, one could look at the 
effectiveness of indexicality across modalities, such as whether 
highlighting relevant data patterns within larger graphical displays 
works better or worse with graph-internal means (e.g., arrows, salient 
colors) or graph-external means (e.g., gesture and speech). Similarly, 
many topics already being researched in the data visualization 
literature have natural multimodal analogs. For example, many graph 
design guides for practitioners mention how Gestalt principles can 
be used to form natural groupings of elements, but gesture, too, can 
be  used to group elements together, as has been explored in the 
context of grouping addends for students in explaining math equations 
(e.g., Goldin-Meadow et al., 2009).

Likewise, there is a lot of existing research on how graphs can 
convey the uncertainty of numerical information (e.g., Padilla et al., 
2021). This, too, could be studied multimodally. For example, speakers 
can use expressions such as “perhaps” and “probably,” or numerical 
hedge words that express approximation “about” or “give or take” to 
communicate uncertainty in information verbally (Ferson et  al., 
2015). But they can also use gestures to achieve the same effect, for 
instance referring to an exact quantity while holding both hands 
outwards in a ‘shrug’ type gesture, palms facing upwards to express 
uncertainty (e.g., Cooperrider et al., 2018). We do not know how these 
modalities interact when communicating uncertainty about numerical 

FIGURE 4

Final position of the sweeping gesture, which started by pointing to 
the origin and then swept along the x-axis. Reproduced with the 
permission of Wingspan Productions Ltd.

FIGURE 5

The lower-left quadrant is highlighted in three different ways: via 
speech (“down here”), a two-handed pointing gesture, and via tick 
marks becoming highlighted. Reproduced with the permission of 
Wingspan Productions Ltd.
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information. Much of the ways in which speech, gesture, sign, and 
graphs interact in communicating numerical content is uncharted 
territory. The field is ripe with opportunities for new discoveries.

Multimodal communication also presents novel opportunities for 
the study of numerical cognition, including freely available multimodal 
data such as the TV News Archive (used in Woodin et al., 2020) or the 
Little Red Hen project (used in Alcaraz-Carrión et al., 2022). These 
provide new means of testing ideas that could previously only 
be assessed in less ecologically valid laboratory settings. For example, 
people have found interactions between numbers and space along the 
horizontal, vertical, and sagittal (front-back) axes (Winter et al., 2015b). 
Recent work suggests that all three axes may play a role at the same time 
(Aleotti et al., 2020, 2022), which makes a clear prediction for when 
people speak about large numerical quantities: speakers should be more 
likely to gesture to their right, front, and upwards when referring to 
larger quantities. As gesture is a medium of expression that naturally 
lives in three dimensions, it provides an ideal means for looking at the 
co-activation of multiple spatial representations, as has been shown for 
mental associations between space and time (Walker and Cooperrider, 
2016). Woodin et  al. (2020) discuss some of the interconnections 
between numerical cognition research and multimodal datasets.

Understanding the multimodality of numerical communication 
is not merely of academic interest. It has immediate real-world 
implications—for best practices in clear communication, for the 
dangers of distortion, and for the accessibility of messages. Crafting 
effective messages requires awareness and strategic use of 

multimodality. For instance, guides for practitioners of data 
visualization often focus on low-level aspects of the visual system. 
We  call for future guides to consider more strongly not just the 
graphical displays themselves, but the language and gestures that 
surround them. Indeed, effectively conveying a data-driven message 
to decision-makers depends on more than the clarity of a graph in 
isolation, but also the accompanying language and gestures that help 
avoid misunderstandings and encourage insights. As exemplified by 
Hans Rosling’s discussion of the interplay of health and wealth, the 
best numerical communicators are richly and creatively multimodal, 
taking advantage of the opportunities afforded by each modality and 
their interactions.
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