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Introduction: Medical services are getting automated and intelligent. An emerging 
medical service is the AI pharmacy intravenous admixture service (PIVAS) that 
prepares infusions through robots. However, patients may distrust these robots. 
Therefore, this study aims to investigate the psychological mechanism of patients’ 
trust in AI PIVAS.

Methods: We conducted one field study and four experimental studies to test 
our hypotheses. Study 1 and 2 investigated patients’ trust of AI PIVAS. Study 
3 and 4 examined the effect of subjective understanding on trust in AI PIVAS. 
Study 5 examined the moderating effect of informed consent.

Results: The results indicated that patients’ reluctance to trust AI PIVAS (Studies 
1–2) stems from their lack of subjective understanding (Study 3). Particularly, 
patients have an illusion of understanding humans and difficulty in understanding 
AI (Study 4). In addition, informed consent emerges as a moderating factor, which 
improves patients’ subjective understanding of AI PIVAS, thereby increasing their 
trust (Study 5).

Discussion: The study contributes to the literature on algorithm aversion and 
cognitive psychology by providing insights into the mechanisms and boundary 
conditions of trust in the context of AI PIVAS. Findings suggest that medical 
service providers should explain the criteria or process to improve patients’ 
subjective understanding of medical AI, thus increasing the trust in algorithm-
based services.
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Introduction

Medical services are getting automated and intelligent. Because of the ability to quickly 
process large amounts of medical information and provide users with structured results, 
artificial intelligence (AI) is increasingly assisting human physicians in medical diagnosis 
(Cestonaro et  al., 2023; Cadario et  al., 2021; Juravle et  al., 2020), or even retrieving and 
dispensing pills for patients based on prescriptions (Starke et al., 2021; Leo and Huh, 2020). AI 
pharmacy intravenous admixture service (PIVAS) is an emerging medical service that prepares 
the fluid drugs and nutrients for infusion through AI robots. There is evidence that an increasing 
number of hospitals are using AI robots for intravenous medication preparation (Yang et al., 
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2023; Nurgat et al., 2021; He et al., 2014), such as RIVA robot. These AI 
robots can independently replace human pharmacists in medication 
dispensing (He et al., 2014). However, with the popularity of AI PIVAS, 
concerns and controversies have arisen. The public may be suspicious 
of or distrust these AI robots (Durán and Jongsma, 2021). But to date, 
few studies have shown how trust in AI PIVAS is affected when PIVAS 
is administered by an AI robot rather than a pharmacist.

Previous studies have explored the factors affecting AI trust. On one 
hand, trust in AI can be influenced by several human factors such as AI 
anxiety (Kaya et al., 2024), religion (Jackson et al., 2023), and beliefs 
about AI (Xie et al., 2024; Zhang et al., 2023), etc. On the other hand, the 
impact of AI attributes on trust is prominent, including 
anthropomorphism (Bergner et  al., 2023; Huang and Wang, 2023), 
usefulness and reliability (Ismatullaev and Kim, 2024; Choung et al., 
2023), and types of AI (Clegg et al., 2024; Usman et al., 2024). Most 
importantly, transparency is considered to be the bridge that builds user 
trust (Wang and Ding, 2024). Increasing the transparency, usability, and 
security of AI is an important factor in building trust (Wang and Siau, 
2019). Based on transparency, we argue that an important cause of trust 
barriers related to AI PIVAS is that AI is perceived to be opaque, that is, 
AI is a “black box.” Patients’ inability to subjectively understand how AI 
performs PIVAS undermines their trust in AI PIVAS.

Subjective understanding can be interpreted as people’s subjective 
knowledge, or what they think they know (Cadario et al., 2021). The 
algorithmic characteristics of AI dictate opacity and inexplicability, 
making it hard for people to understand its principles subjectively, 
leading to difficulty in understanding AI. Instead, the subjective 
understanding of human decision-making stems from a belief that 
“introspection” provides direct access to the mental processes by 
which people make decisions (Nisbett and Wilson, 1977). However, 
people do not actually have access to their own associative mechanisms 
(Morewedge and Kahneman, 2010). In essence, the assessments made 
by humans are often as much of a “black box” as the decisions made 
by AI. Nevertheless, people often claim to understand humans better 
than AI, which is an illusion of understanding. They believe they have 
a good understanding of something, but in reality, their 
comprehension is not as strong as they assume (Cadario et al., 2021; 
Bonezzi et al., 2022). Therefore, we argue that subjective understanding 
is an important role for trusting AI PIVAS, and that illusion of 
understanding humans and difficulty in understanding AI are the 
drivers. We also examined a boundary condition—that is, whether the 
hospital informed the patients of the PIVAS. Our aim was to 
demonstrate that patients have a stronger subjective understanding 
and higher trust in an explainable AI PIVAS.

Theoretical background and 
hypotheses

Trust in AI PIVAS

Trust is a subjective judgment formed by the trustor, based on 
their perception of the trustee’s characteristics and their past 
experiences with them (Li et al., 2024). Understanding the dynamics 
of trust between AI and humans is crucial, especially in the life-and-
death healthcare field (Asan et  al., 2020). When patients trust 
healthcare agents, they actively engage in healthcare and are satisfied 
with healthcare services (Wu et al., 2016), thus demonstrating the 

importance of trust in AI healthcare. However, people by default tend 
to trust AI less than humans (Williams and Lim, 2024) and do not 
increase their trust in AI even when they know that the algorithm is 
superior (Juravle et  al., 2020). Studies have found that people are 
reluctant to trust AI technology in the medical field. For example, 
participants preferred medical services provided by human physicians 
over those provided by AI, even though the AI performed as well or 
better than human physicians (Longoni et al., 2019), because they 
think AI will ignore their unique characteristics. Studies have also 
shown that people are more averse to AI making medical decisions 
than human doctors, regardless of the outcome (Bigman and Gray, 
2018). Therefore, we propose that:

H1: Patients trust in AI PIVAS less than in human PIVAS.

Subjective understanding

Subjective understanding is mental cognition based on people’s 
subjective knowledge (Cadario et al., 2021). Research has found that 
trust in a new technology depends not only on past experience but 
also on understanding of the technology. Understanding generates 
trust, which is more stable than trust based only on performance 
reliability (Lee and See, 2004). Thus, when the algorithms are 
comprehensible, trust is likely to be enhanced. However, with the 
development of AI, algorithms have become a “black-box,” making it 
difficult for users to understand their decision-making process 
(Subramanian et al., 2024; Raees et al., 2024). Essentially, the problem 
of black-box algorithms is one of transparency. Transparency reflects 
whether the basic operating rules and internal logic of the technology 
are obvious to users and is considered crucial for trusting new 
technologies (Li et al., 2024). Due to the lack of transparency in AI, 
people are unable to understand why AI produces a particular output 
and make decisions accordingly (Schlicker et al., 2021). It is difficult 
for patients to determine whether they can trust AI medical advice 
and make decisions accordingly. This could hinder trust in medical AI 
and even lead to paralysis of the medical decision making (Triberti 
et  al., 2020). Therefore, people’s limited understanding of how 
algorithms work is an important reason for distrust in AI (Yeomans 
et al., 2019). Thus, we propose that:

H2: Subjective understanding mediates the relationship between 
AI PIVAS and trust.

Illusion of understanding vs. difficulty in 
understanding

Although people think they can understand human decisions, this 
is often not the case. Sometimes, specialists are unable to provide an 
explanation, such as when a doctor makes a diagnosis without 
explaining to the patient how it was made (Mangano et al., 2015). As 
a result, human decision makers may also be opaque and just like a 
black box as AI. However, people are more likely to trust humans than 
AI. We argue that people have an illusion of understanding humans, 
believing that they know more about humans than algorithms. 
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However, they do not understand either AI or humans. The essence of 
the illusion of understanding is that people often overestimate how 
well they understand how things work, a phenomenon known as the 
illusion of explanatory depth (Rozenblit and Keil, 2002). People 
perceive what others think and then develop feelings in certain 
situations by projecting their own thoughts, feelings, and preferences 
onto others (Bonezzi et al., 2022). The more similar the projected 
person is to oneself, the greater the degree of this projection. As 
perceived similarity decreases, the degree to which people project onto 
others decreases (Ames, 2004). Since people are more similar to other 
humans than to algorithms (Gray et al., 2007), they are more likely to 
project their intuitive understanding of the decision process onto 
humans, thus relying on their understanding of the decision process 
to perceive how other humans make decisions. This is misleading and 
leads to an illusion of understanding. In contrast, people have 
difficulty in understanding AI. Therefore, we propose that:

H3: Patients have higher trust in human (vs. AI) PIVAS due to 
their illusion of understanding humans (vs. difficulty in 
understanding AI).

Informed consent

The lack of transparency in AI makes it difficult for people to 
understand its decision-making process. However, there are two 
sources to enhance transparency: an explanation of how the algorithm 
works, and a reflection of AI reliability (Subramanian et al., 2024). As 
such, explainability has been identified as a key factor in the adoption 
of AI (Hamm et al., 2023). In medical services, informed consent is a 
common service with an explanatory nature, which provides sufficient 
information about a treatment or intervention (Wałdoch, 2024). AI 
PIVAS is an emerging medical service and has not yet been generally 
accepted by the public. Without informed consent, there is a high risk 
of medical disputes once the AI fails (Wałdoch, 2024). For example, 
in 2013, a hospital in Nanjing, China, failed to fully and objectively 
inform patients about a new medical technology that was still in the 
promotion stage, resulting in the patient suing the hospital for 
financial compensation. Essentially, informed consent is an 
explanation mechanism that enables patients to better understand the 
relevant medical situation (Wałdoch, 2024). Since an explainable AI 
can be fully understood (Gunning et al., 2019), patient’s subjective 
understanding of AI PIVAS should be enhanced by informed consent 
(Zhang et al., 2024). In summary, we propose that:

H4: Informed consent moderates the relationship between AI 
PIVAS and subjective understanding. Specifically, patients have 
higher subjective understanding of AI PIVAS with 
informed consent.

Overall, the conceptual model of our study is as shown in Figure 1.

Overview of studies

We explored the impact of subjective understanding on patients’ 
trust in AI PIVAS through a field study (Study 1) and four 

experimental studies (Study 2–5). All reported studies were conducted 
in full accordance with the Declaration of Helsinki and included 
obtaining informed consent from all participants before they were 
able to take part in the study. We chose four common diseases 
requiring PIVAS as experimental scenarios: rhinovirus infection, 
wound infection, diarrhea, and acute gastritis.

Study 1–2 verified the assumption that patients are more likely to 
trust human PIVAS than AI PIVAS, testing the main effect. Study 3 
tested the mediating role of subjective understanding between AI 
PIVAS and trust, and excluded other alternative explanations (i.e., 
objective understanding). Study 4 further explored the role of patients’ 
illusion of understanding humans and the role of difficulty in 
understanding AI. Study 5 considered other confounds and examined 
the moderating effect of informed consent on the relationship between 
AI PIVAS and subjective understanding.

Study 1

Study 1 investigated whether patients are less likely to pursue 
PIVAS administered by AI vs. human providers. We explored this 
question in a real-world setting, offering patients the opportunity to 
choose the PIVAS provider for the intravenous therapy.

Participants and procedure

We conducted a field study of 200 patients (Mage = 29.86, SD = 7.05, 
60.5% female) undergoing intravenous therapy over 10 days at a large 
public hospital in western China, which provides AI PIVAS of 
all-species. We told patients that we were conducting a survey on 
intravenous infusion. Patients were told that the hospital would 
provide two types of PIVAS to preparing their infusion medications, 
one by pharmacists and the other by AI robots. We also informed 
patients that they would not interact with the PIVAS provider that 
neither PIVAS incurred costs, and that there was no significant 
difference in performance between the two. Then, patients were asked 
to choose between pharmacists and AI robots. In this case, patients’ 
choice of PIVAS provider was not related to their preferences for 
interaction, nor was it related to perceived costs and performance 
of PIVAS.

Next, we  had patients report their trust in both pharmacists 
(α = 0.80) and AI robots (α = 0.85) on a seven-point scale in the following 
four items (Anderson and Dedrick, 1990): “I trust pharmacists (robots) 
so much that I will always accept the medication they prepare for me,” “I 
trust the judgment of pharmacists (robots) in the preparation of my 
medication,” “I trust pharmacists (robots) to put my medical needs above 
all other considerations when preparing medication,” and “I trust 
pharmacists (robots) to tell me if they have made a mistake in preparing 
my medication.” Finally, we counted the gender and age of the patients 
and provided them with gifts of appreciation.

Results and discussion

We counted the proportion of patients choosing a PIVAS provider 
(pharmacists vs. AI robots). Among the 200 patients, 187 patients 
(93.5%) chose pharmacists and only 13 patients (6.5%) chose AI 
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robots. Further analysis showed that after controlling for age and 
gender, patients’ trust in pharmacists was significantly higher than in 
AI robots [Mpharmacists = 5.07, SD = 0.95; MAI = 3.95, SD = 0.93; t 
(199) = 11.91, p < 0.001, d = 1.19].

The results of Study 1 provide preliminary evidence that patients 
are reluctant to use AI PIVAS compared to human PIVAS. Faced with 
a choice between pharmacists and AI robots, patients preferred the 
pharmacists to prepare their infusion medications, even if both 
performed equally well. This may be caused by patients generally 
having a higher level of trust in pharmacists than AI robots. However, 
in real-world situations, it is possible that patients’ choices may 
be  confounded by other factors, leading to biased conclusions. 
Therefore, in the following studies, we  used cleaner scenario 
experiments to further test our hypotheses.

Study 2

Study 2 was designed to verify that patients have higher trust in 
human PIVAS than in AI PIVAS. In Study 2, we used rhinovirus 
infection as a scenario for PIVAS.

Participants and procedure

We recruited 140 valid participants (Mage = 29.07, SD = 7.85, 57.9% 
female) on Credamo to participate in the study in exchange for 
monetary compensation. We  adopted a between-group factorial 
design (PIVAS provider: AI vs. human). Participants were randomly 
assigned to one of these two conditions and read the following 
experimental material (see Appendix 1):

“Imagine that you  have recently developed a fever and feel ill 
because you have a rhinovirus infection. You decide to go to a well-
known hospital for treatment. After diagnosis, the doctor determines 
that your condition is more serious and that you need an infusion 
to recover better, and prescribes one. You followed the doctor’s advice 
and are ready to receive the infusion.”

In the human condition, participants were told that “the hospital 
provides Pharmacy Intravenous Admixture Services that all medications 
are prepared by pharmacists.” In the AI condition, participants were 
told that “the hospital provides Pharmacy Intravenous Admixture 

Services that all medications are prepared by AI robots.” Subsequently, 
participants in the AI (human) condition viewed a picture of an AI 
PIVAS (a human PIVAS) to reinforce the experimental scenario (see 
Appendix 2).

Then participants were asked to report their trust (α = 0.83) in the 
PIVAS provider as in Study 1. As an attention check, participants were 
asked to indicate whether they remembered who prepared the 
medication in the scenario (pharmacists, AI robots, or no memory). 
Finally, participants provided generic demographic information such 
as gender, age, and education. We used the same attention check and 
demographic questions in subsequent studies.

Results and discussion

The results showed that after controlling for demographics, 
participants’ trust was significantly higher in the human condition 
(M = 5.76, SD = 0.81) than in the AI condition [M = 4.79, SD = 1.24; 
t(138) = 5.47, p < 0.001, d = 0.93]. The results of Study 2 showed that 
patients had a stronger tendency to trust human PIVAS than AI 
PIVAS. This is consistent with the findings of previous studies on 
algorithm aversion. Study 3 introduced subjective understanding as a 
mediator in an attempt to clarify the mechanisms by which patients 
develop differences in trust between AI PIVAS and human PIVAS.

Study 3

Study 3 aimed to verify that the reason patients prefer to trust 
human PIVAS over AI PIVAS is that they subjectively do not 
understand AI PIVAS. In Study 3, we  used wound infection as a 
scenario for PIVAS.

Participants and procedure

We recruited 130 valid participants (Mage = 29.69, SD = 7.34, 62.3% 
female) on Credamo to participate in the study in exchange for 
monetary compensation. We  adopted a between-group factorial 
design (PIVAS provider: AI vs. human). Participants were randomly 
assigned to one of these two conditions and read the experimental 
materials, as in Study 2 (see Appendix 1). The only difference was that 
participants were told they felt sick because of an infection caused by 

FIGURE 1

Conceptual model.
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a fall and subsequent injury. Afterwards, participants reported their 
trust (α = 0.88) and subjective understanding (α = 0.85). The measure 
of subjective understanding was adapted from that of subjective 
knowledge (Cadario et al., 2021): “To what extent do you understand 
the information based on which the pharmacists (AI robots) are 
preparing the medication?” “To what extent do you understand the 
process of preparing medication by the pharmacists (AI robots)?” and 
“To what extent do you understand the efficacy of the pharmacists (AI 
robots) preparing the medication?” (1: completely do not understand; 
7: completely understand).

In addition, Study 3 was designed to rule out the alternative 
explanation that patients exhibit different levels of trust in human 
PIVAS and AI PIVAS due to differences in objective understanding. 
We  therefore measured participants’ objective knowledge of 
PIVAS. We consulted with the medical professionals of a hospital and 
finalized three objective differences between AI PIVAS and human 
PIVAS. First, the human PIVAS requires pharmacists to check the 
prescription information once, while AI PIVAS requires both 
pharmacists and robots to check the prescription information twice 
in total. Second, in human PIVAS, pharmacists can tilt and pull the 
syringe, while in AI PIVAS, the syringe is fixed vertically. Third, the 
residual rate (the ratio of the residual drug solution to the overall 
mixed drug solution) of human PIVAS is usually about 5%, while the 
residual rate of AI PIVAS is around 1%. Based on these three 
differences, we created three multiple-choice questions. Each question 
had a correct option for human PIVAS, a correct option for AI PIVAS, 
and an incorrect option (see Appendix 4). For example, “How many 
times does the pharmacists (AI robots) need to check the prescription 
during the process of medication?” There were three options: one time 
(correct answer for human PIVAS), two times (correct answer for AI 
PIVAS), and three times (incorrect answer for both human PIVAS and 
AI PIVAS). We  obtained the objective understanding of the 
participants by summarizing the correct answers, so the scores ranged 
from 0 to 3. Finally, the participants completed the attention check 
and demographic questions.

Results

Main effect analysis
The results showed that after controlling for demographics, 

participants’ trust was significantly higher in the human condition 
(M = 5.75, SD = 0.73) than in the AI condition [M = 4.78, SD = 1.52; t 
(128) = 4.63, p < 0.001, d = 0.81]. In addition, participants’ subjective 
understanding of human PIVAS (M = 5.24, SD = 0.97) was 
significantly higher than that of AI PIVAS [M = 4.41, SD = 1.30; t 
(128) = 4.13, p < 0.001, d = 0.72]. However, participants’ objective 
understanding of human PIVAS (M = 1.14, SD = 0.66) and AI PIVAS 
(M = 0.95, SD = 0.76) did not differ significantly [t (128) = 1.48, 
p > 0.05, d = 0.26]. The results suggest that patients are willing to trust 
human PIVAS because they subjectively understand pharmacists 
more than they understand AI. But objectively, they understand 
neither pharmacists nor AI. Next, we tested the mediating role of 
subjective understanding.

Mediating effect analysis
We used Bootstrapping (PROCESS Model 4) to analyze the 

mediating role of subjective understanding. We  first transformed 

participants’ scores of objective understanding into Z scores and then 
coded the independent variable as 0 (AI PIVAS) and 1 (human PIVAS). 
The results (see Figure 2) showed a significant direct effect of PIVAS 
provider (b = 0.38, CI95 = [0.04, 0.73]). The indirect effect of subjective 
understanding was significant (b = 0.61, CI95 = [0.28, 0.73]), and the 
direction of the effect confirmed that patients had a higher subjective 
understanding of human PIVAS (compared to that of AI PIVAS), which 
triggered stronger trust. The indirect effect of objective understanding 
was insignificant (b = −0.01, CI95 = [−0.07, 0.03]), indicating that this 
variable could not explain the observed differences in trust.

Discussion

Study 3 further verified the main effect of PIVAS provider on 
trust again and clarified the mechanism. This effect of PIVAS provider 
on trust is formed through subjective understanding. Notably, Study 
3 showed an equivalent level of objective understanding between 
humans and AI, yet a significant disparity exists in their subjective 
understanding. To further explore the mediating mechanism of 
subjective understanding, Study 4 examined the role of illusion of 
understanding and difficulty in understanding.

Study 4

Study 4 aimed to further explore the mediating mechanism of 
subjective understanding. We argue that patients are more willing to 
trust human PIVAS than AI PIVAS due to the illusion of understanding 
humans and difficulty in understanding AI. Thus, if the medication is 
prepared by pharmacists, then having participants explain the process 
should reduce the subjective understanding of human PIVAS. In 
Study 4, we used diarrhea as a scenario for PIVAS.

Participants and procedure

Study 4 was a 2 (PIVAS provider: AI vs. human) × 2 (rating order: 
pre-explanation vs. post-explanation) mixed design. We recruited 130 
valid participants (Mage = 28.65, SD = 7.25, 60.8% female) on Credamo 
to participate in the study in exchange for monetary compensation. 
Participants were randomly assigned to one of the two PIVAS 
conditions (between-group factor) and they were told to report their 
first subjective understanding before the explanation and the second 
subjective understanding after the explanation (within-group factor). 
Participants first read the experimental materials (see Appendix 1). 
They were told to imagine that they were suffering from diarrhea and 
feeling ill because they had eaten spoiled food.

Then participants made the first rating of subjective 
understanding of PIVAS (α = 0.92). To measure the degree of illusion 
on the first rating, we drew on similar interventions in the psychology 
and knowledge domains (Bonezzi et al., 2022; Vaupotič et al., 2022). 
Participants were asked to give an explanation of the process of 
medication preparation and to describe in as much detail as possible 
the specific process of PIVAS (see Appendix 3). After completing the 
explanation, participants provided a second rating of their subjective 
understanding of PIVAS (α = 0.82). Finally, the participants 
completed the attention check and demographic questions.
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Results

ANOVA analysis showed a significant main effect of PIVAS 
provider [F (1,129) = 165.91, p < 0.001, η2 = 0.57] after controlling 
for demographics. Participants’ subjective understanding of human 
PIVAS was significantly higher than that of AI PIVAS in both the 
pre-explanation condition [Mhuman = 5.65, SD = 0.11; MAI = 3.30, 
SD = 0.11; F (1,129) = 224.93, p < 0.001, η2 = 0.64] and the post-
explanation condition [Mhuman = 4.51, SD = 0.10; MAI = 3.27, 
SD = 0.10, F (1,129) = 77.29, p < 0.001, η2 = 0.38]. Similarly, the main 
effect of rating order was significant [F (1,129) = 5.19, p < 0.05, 
η2 = 0.04]. Participants’ subjective understanding was higher in the 
pre-explanation condition (M = 4.48, SD = 1.48) and lower in the 
post-explanation condition (M = 3.89, SD = 1.03). Importantly, there 
was a significant interaction effect [F (1,129) = 111.53, p < 0.001, 
η2 = 0.47].

In the human group, participants’ subjective understanding was 
significantly higher in the pre-explanation condition (M = 5.65, 
SD = 0.11) than in the post-explanation condition [M = 4.51, SD = 0.10, 
ΔM = 1.14, F (1,129) = 234.88, p < 0.001, η2 = 0.65]. The significant 
decrease in participants’ subjective understanding of human PIVAS 
from pre-explanation to post-explanation suggests an illusion of 
understanding human PIVAS. However, in the AI group, participants’ 
subjective understanding did not differ significantly [ΔM = 0.03, F 
(1,129) = 0.13, p > 0.05, η2 = 0.001] in the pre-explanation condition 
(M = 3.30, SD = 0.11) or the post-explanation condition (M = 3.27, 
SD = 0.10), as shown in Figure  3. This suggests that patients have 
difficulty in understanding AI PIVAS.

Discussion

Study 4 provided evidence to further explore the mediating role 
of subjective understanding. The findings suggested that patients may 
prefer to trust human PIVAS over AI PIVAS not only because they 
have difficulty in understanding AI, but also because they have an 

illusion of understanding pharmacists. Patients do not understand 
pharmacists as well as they think they do, and due to projection 
effects, their subjective understanding of pharmacists is in fact an 
illusion. In summary, Study 3 and 4 provided evidences that subjective 
understanding plays an important role in the relationship between AI 
PIVAS and trust. Next, Study 5 examined the moderating effect of 
informed consent on the relationship between AI PIVAS and 
subjective understanding.

Study 5

Study 5 aimed to test whether patients’ trust in AI PIVAS would 
be enhanced by improving their subjective understanding. Therefore, 
we used informed consent as a medical service to improve patients’ 
subjective understanding by explaining to them the process of AI 
PIVAS. In addition, considering that patients’ trust may be influenced 
by other factors, such as attitudes toward AI (Grassini, 2023), previous 
experience with AI (Hu, 2021), and AI literacy (Shen and Cui, 2024), 
we included them as controls in the overall model. In Study 5, we used 
acute gastritis as the scenario for PIVAS.

FIGURE 2

The mediation effect of subjective understanding.

FIGURE 3

Illusion of understanding human vs. difficulty in understanding AI.
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Participants and procedure

Study 5 adopted a 2 (PIVAS provider: AI vs. human) × 2 (informed 
consent: informed vs. controlled) between-group design. We recruited 
200 valid participants (Mage  = 33.74, SD  = 12.93, 55% female) on 
Credamo to participate in the study in exchange for monetary 
compensation. Participants were randomly assigned to one of these four 
conditions. Participants first read the experimental material as in the 
previous studies (see Appendix 1). They were told that they felt sick 
because they had recently suffered from acute gastritis. Afterwards, 
participants in the informed condition read that they had received an 
informed consent form from the hospital after the diagnosis (see 
Appendix 5). In contrast, participants in the controlled condition did 
not read the relevant material. Then participants reported their 
subjective understanding (α = 0.92), trust (α = 0.90), attitudes toward AI 
(α = 0.94), previous experience with AI, and AI literacy (α = 0.84). Four 
items from Grassini (2023) were used to measure attitudes toward AI, 
including “I believe that AI will improve my life.” We use one item 
adapted from Hu (2021) to measure previous experience with AI, 
including “I use AI a lot in my daily life and work.” Drawing on the work 
of Shen and Cui (2024), we  measured AI literacy on the usage 
dimension, including three items such as “I can skillfully use AI 
applications or products to help me with my daily work.” Finally, the 
participants completed the attention check and demographic questions.

Results

Trust
Consistent with the previous studies, one-factor ANOVA results 

revealed that after controlling for other factors, participants’ trust in 
human PIVAS (M = 5.68, SD = 0.75) was higher than that in AI PIVAS 
[M = 4.36, SD = 1.40; F (1,199) = 57.34, p < 0.001, η2 = 0.23].

Subjective understanding
One-factor ANOVA results (see Figure  4) revealed that after 

controlling for other factors, there was an interaction effect between 
PIVAS provider and informed consent on subjective understanding 
[F (1, 199) = 7.74, p  < 0.001, η2  = 0.03]. Participants had higher 
subjective understanding in AI PIVAS with informed consent 
(M  = 5.19, SE  = 0.18) than without informed consent [M  = 3.72, 
SE = 0.19, F (1,191) = 34.39, p < 0.001, η2 = 0.15]. However, participants’ 
subjective understanding in human PIVAS did not differ significantly 
with informed consent (M = 5.56, SE = 0.18) and without informed 
consent [M = 5.06, SE = 0.20, F (1,191) = 3.72, p > 0.05, η2 = 0.02], 
supporting H4.

Moderated mediation analysis
A moderated mediation analysis using bootstrapping (PROCESS 

Model 7) with PIVAS provider as the independent variable (0 = human, 
1 = AI), informed consent as the moderator (0 = controlled, 
1 = informed), subjective understanding as the mediator, and trust as 
the dependent variable indicated a significant moderated mediation 
(index = 0.54, SE  = 0.21, CI95  = [0.13, 0.95]), suggesting that the 
negative effect of AI PIVAS on patients’ trust, through subjective 
understanding, was stronger without informed consent (indirect 
effect = −0.74, SE = 0.19, CI95 = [−1.13, −0.39]) than with informed 
consent (indirect effect = −0.20; SE  = 0.14; CI95  = [−0.49, 0.05]). 

Figure  5 shows the results from the direct and indirect effects of 
PIVAS provider on patients’ trust through the interaction (moderated 
mediation) with informed consent (also see Figure 6 with a simple 
slopes plot of the conditional effect of this interaction).

Discussion

Study 5 demonstrated that informed consent significantly 
moderated the effect of AI PIVAS on subjective understanding. Patients’ 
subjective understanding of AI PIVAS was significantly improved by 
informed consent, resulting in increased trust, while patients’ subjective 
understanding of human PIVAS did not change significantly. Study 5 
provided an effective medical practice to address the issue of trust in AI 
PIVAS that is the use of informed consent to make AI PIVAS explainable 
and thereby to improve patients’ subjective understanding of AI. Given 
the popularity of AI PIVAS, the findings of Study 5 will provide 
meaningful guidance for medical practice.

General discussion

In five studies, we  observed a lack of trust in AI PIVAS. In 
addition, we clarified the mediating effect of subjective understanding 
and the role of illusion of understanding (vs. difficulty in 
understanding). Finally, we verified the moderating effect of informed 
consent. Specifically, in Study 1, we found patients were reluctant to 
use AI PIVAS than human PIVAS due to lower trust in AI robots, 
which was demonstrated again in Study 2. This is in line with recent 
findings (Xie et al., 2024; Castelo et al., 2023; Zhang et al., 2023). In 
Study 3, we provided evidence that patients’ reluctance to trust in AI 
PIVAS was due to their lack of subjective understanding. Study 4 
further showed that the reason patients preferred to trust in human 
PIVAS was due to the illusion of understanding humans and the 
difficulty in understanding AI; that is, they subjectively believed they 
understood humans well, while in fact they understood neither AI 
PIVAS nor human PIVAS. In Study 5, we manipulated informed 
consent to demonstrate that it moderates the relationship between AI 
PIVAS and subjective understanding. Informed consent improved 
patients’ subjective understanding of AI PIVAS and thereby 
enhanced trust.

FIGURE 4

Interaction effect between PIVAS provider and informed consent.
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Theoretical implications

Our study contributes to the literature related to algorithm 
aversion and the adoption of AI. It provides a new perspective and 
thus contributes to a better understanding of the phenomenon of 
resistance to AI in a high-risk context. Researchers have identified 
various factors that influence trust in AI (see Kaya et al., 2024; Jackson 
et al., 2023; Bergner et al., 2023; Huang and Wang, 2023; Ismatullaev 
and Kim, 2024; Choung et al., 2023; Clegg et al., 2024; Usman et al., 
2024). In particular, transparency has been shown to be key to trusting 
new technologies (Li et al., 2024). We extend this line of research by 
showing that one of the causes of algorithm aversion is that people do 
not understand how algorithms work (Yeomans et al., 2019). The 
findings show that patients lack subjective understanding of AI 
compared to humans, which may be the reason why AI PIVAS is less 
trusted than human PIVAS. In addition, previous works has focused 
on algorithm aversion in the context of AI diagnosis, with limited 
attention in the context of AI therapy. AI therapy and AI diagnosis are 
two different medical procedures, and they have unique impact on 
patients. Thus, we contribute to the literature on AI therapy.

Moreover, the study contributes to the literature on cognitive 
psychology. People often overestimate their understanding of things, 
but such understanding is often illusory (Xu et al., 2024; Cadario et al., 
2021). The illusion of explanatory depth has mostly been recorded in 
mechanical devices and natural phenomena (Bonezzi et al., 2022), and 

it has been represented as a superficial understanding of how 
something works. Our study in AI shows that the reason for the higher 
trust of human PIVAS and lower trust of AI PIVAS is the illusion of 
understanding humans and difficulty in understanding AI, which 
ultimately influence people’s trust in decisions. Therefore, we extend 
the application scenarios for the illusion of explanatory depth and 
extend their scope to human decision making.

Managerial implications

Given the complexity of medical AI, companies tend to emphasize 
the benefits of algorithms, such as accuracy, convenience and speed, in 
their marketing processes, while providing few details about how the 
algorithms work. For example, a study of a skin cancer App found that 
57–64% of the descriptions in the App were performance-related, while 
only 21% were process-related (Cadario et al., 2021). Thus, improving 
subjective understanding of how medical AI works can provide useful 
insights not only for improving adoption but also for hospitals seeking 
to improve healthcare services. Our study provides practical insights 
for reducing mistrust in medical AI. Through the provision of informed 
consent, healthcare institutions can open up the “black box” to patients 
and users. The use of informed consent to explain the criteria or 
process of healthcare increases the trust in algorithm-based AI PIVAS, 
and this approach can be easily adapted to other fields and procedures.

Notably, in addition to using informed consent as a form of textual 
explanation, healthcare institutions can adopt other types of 
explanations to improve patients’ understanding of medical AI, such 
as visual explanations (Subramanian et al., 2024). Therefore, healthcare 
institutions can expose medical AI more vividly in front of patients and 
subconsciously train them through photo exhibitions and animation 
production. Healthcare institutions can even just reassure patients that 
they can get explanations when they want, because believing that an 
explanation is available may foster an illusion of understanding AI 
even if patients have not read the explanation (Ostinelli et al., 2024).

For AI designers, we suggest that with Natural Language Generation 
technology, AI can dynamically generate concise and easy-to-
understand health reports based on a patient’s health data and diagnostic 
results, or adjust the linguistic complexity of the explanations based on 
the patient’s background, health status, and comprehension ability. 

FIGURE 5

Direct and indirect effects of moderated mediation.

FIGURE 6

Simple slopes plot of the interaction.
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Additionally, natural language processing technology can be adopted, 
allowing patients to talk to the device via voice, ask questions and get 
instant explanations. This interactive design could help patients who are 
unfamiliar with the technology use medical AI medica more easily.

Limitations and future research

Despite the meaningful results, there are certain limitations in this 
study. First, the experiments in our study used hypothetical medical 
scenarios in which participants had to imagine themselves seeking 
help because of the described disease and then assess their trust. 
Future research can replicate the results with lab experiment where 
participants consider these scenarios in more natural settings. Second, 
the age of samples was on average around 30 years old, and further 
sampling among an older population might influence the results. The 
importance of treatment may vary by age, especially in older groups. 
The older population may feel that the way they receive treatment is 
more important than the younger and middle-aged populations do. 
Future research could investigate a broader population to enhance the 
robustness of the results. Third, our study ignores an important 
context for AI services that is service failure. Indeed, users often lack 
an understanding of why AI systems fail (Chopra et al., 2024). Future 
research could explore how to provide a clear rationale for AI-driven 
choices and actions to mitigate the damaging effects of service failures 
on consumer confidence and trust.

This study suggests that the reason patients trust human PIVAS 
more than AI PIVAS is that they have an illusion of understanding 
humans and difficulty in understanding AI. Future research could 
explore other consequences associated with the illusion of 
understanding. Our study shows that an illusion of understanding 
humans can generate stronger trust in human PIVAS. However, it can 
also have the opposite effect. People may incorrectly project their own 
biases onto others rather than the algorithm and consequently trust 
humans less than algorithms (Bonezzi and Ostinelli, 2021). For example, 
people may think that job recruiters prefer men than women, because 
they hold an internal bias that women work at a higher cost than men 
(e.g., maternity leave). In this case, an illusion of understanding humans 
may instead generate greater trust in AI. On the other side, people may 
also have an illusion of understanding AI. In situations involving 
fairness, people believe that AI makes fairer decisions than humans do 
(Xu et al., 2024). This needs to be further tested by future research.

Data availability statement

The original contributions presented in the study are included in 
the article/Supplementary material, further inquiries can be directed 
to the corresponding author.

Ethics statement

The studies involving humans were approved by School of 
Business Administration, Southwestern University of Finance and 
Economics. The studies were conducted in accordance with the local 
legislation and institutional requirements. The participants provided 
their written informed consent to participate in this study. Written 
informed consent was obtained from the individual(s) for the 
publication of any potentially identifiable images or data included 
in this article.

Author contributions

YG: Writing – original draft, Writing – review & editing, 
Investigation, Methodology, Software. XT: Conceptualization, 
Funding acquisition, Writing – review & editing. HP: Investigation, 
Writing – review & editing.

Funding

The author(s) declare that financial support was received for the 
research, authorship, and/or publication of this article. This study was 
supported by the National Social Science Fund of China (22XGL017).

Conflict of interest

The authors declare that the research was conducted in the 
absence of any commercial or financial relationships that could 
be construed as a potential conflict of interest.

Publisher’s note

All claims expressed in this article are solely those of the 
authors and do not necessarily represent those of their affiliated 
organizations, or those of the publisher, the editors and the 
reviewers. Any product that may be evaluated in this article, or 
claim that may be made by its manufacturer, is not guaranteed or 
endorsed by the publisher.

Supplementary material

The Supplementary material for this article can be found online 
at: https://www.frontiersin.org/articles/10.3389/fpsyg.2024.1437915/
full#supplementary-material

References
Ames, D. R. (2004). Inside the mind reader's tool kit: projection and stereotyping in 

mental state inference. J. Pers. Soc. Psychol. 87, 340–353. doi: 10.1037/0022-3514.87.3.340

Anderson, L. A., and Dedrick, R. F. (1990). Development of the Trust in Physician 
scale: a measure to assess interpersonal trust in patient-physician relationships. Psychol. 
Rep. 67, 1091–1100. doi: 10.2466/pr0.1990.67.3f.1091

Asan, O., Bayrak, A. E., and Choudhury, A. (2020). Artificial intelligence and human trust 
in healthcare: focus on clinicians. J. Med. Internet Res. 22:e15154. doi: 10.2196/15154

Bergner, A. S., Hildebrand, C., and Häubl, G. (2023). Machine talk: how verbal 
embodiment in conversational AI shapes consumer–brand relationships. J. Consum. Res. 
50, 742–764. doi: 10.1093/jcr/ucad014

Bigman, Y. E., and Gray, K. (2018). People are averse to machines making moral 
decisions. Cognition 181, 21–34. doi: 10.1016/j.cognition.2018.08.003

Bonezzi, A., and Ostinelli, M. (2021). Can algorithms legitimize discrimination. J. Exp. 
Psychol. Appl. 27, 447–459. doi: 10.1037/xap0000294

https://doi.org/10.3389/fpsyg.2024.1437915
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org
https://www.frontiersin.org/articles/10.3389/fpsyg.2024.1437915/full#supplementary-material
https://www.frontiersin.org/articles/10.3389/fpsyg.2024.1437915/full#supplementary-material
https://doi.org/10.1037/0022-3514.87.3.340
https://doi.org/10.2466/pr0.1990.67.3f.1091
https://doi.org/10.2196/15154
https://doi.org/10.1093/jcr/ucad014
https://doi.org/10.1016/j.cognition.2018.08.003
https://doi.org/10.1037/xap0000294


Gong et al. 10.3389/fpsyg.2024.1437915

Frontiers in Psychology 10 frontiersin.org

Bonezzi, A., Ostinelli, M., and Melzner, J. (2022). The human black-box: the illusion 
of understanding human better than algorithmic decision-making. J. Exp. Psychol. Gen. 
151, 2250–2258. doi: 10.1037/xge0001181

Cadario, R., Longoni, C., and Morewedge, C. K. (2021). Understanding, explaining, 
and utilizing medical artificial intelligence. Nat. Hum. Behav. 5, 1636–1642. doi: 10.1038/
s41562-021-01146-0

Castelo, N., Boegershausen, J., Hildebrand, C., and Henkel, A. P. (2023). 
Understanding and improving consumer reactions to service bots. J. Consum. Res. 50, 
848–863. doi: 10.1093/jcr/ucad023

Cestonaro, C., Delicati, A., Marcante, B., Caenazzo, L., and Tozzo, P. (2023). Defining 
medical liability when artificial intelligence is applied on diagnostic algorithms: a 
systematic review. Front. Med. 10:1305756. doi: 10.3389/fmed.2023.1305756

Chopra, R., Bhardwaj, S., Thaichon, P., and Nair, K. (2024). Unpacking service failures 
in artificial intelligence: future research directions. Asia Pac. J. Mark. Logist. doi: 
10.1108/APJML-03-2024-0393

Choung, H., David, P., and Ross, A. (2023). Trust in AI and its role in the acceptance 
of AI technologies. Int. J. Hum. Comput. Interact. 39, 1727–1739. doi: 
10.1080/10447318.2022.2050543

Clegg, M., Hofstetter, R., de Bellis, E., and Schmitt, B. H. (2024). Unveiling the mind 
of the machine. J. Consum. Res. 51, 342–361. doi: 10.1093/jcr/ucad075

Durán, J. M., and Jongsma, K. R. (2021). Who is afraid of black box algorithms? On 
the epistemological and ethical basis of trust in medical AI. J. Med. Ethics 47, 329–335. 
doi: 10.1136/medethics-2020-106820

Grassini, S. (2023). Development and validation of the AI attitude scale (AIAS-4): a 
brief measure of general attitude toward artificial intelligence. Front. Psychol. 14:1191628. 
doi: 10.3389/fpsyg.2023.1191628

Gray, H. M., Gray, K., and Wegner, D. M. (2007). Dimensions of mind perception. 
Science 315:619. doi: 10.1126/science.1134475

Gunning, D., Stefik, M., Choi, J., Miller, T., Stumpf, S., and Yang, G. Z. (2019). XAI—
Explainable artificial intelligence. Sci. Robot. 4:eaay7120. doi: 10.1126/scirobotics.aay7120

Hamm, P., Klesel, M., Coberger, P., and Wittmann, H. F. (2023). Explanation matters: 
an experimental study on explainable AI. Electron. Mark. 33:17. doi: 10.1007/
s12525-023-00640-9

He, Y., Hu, Y., Fu, X., Zhao, B., Zhang, P., Zhang, H., et al. (2014). “Expert system based 
control system for intravenous medication preparation robot” in Proceeding of the 11th 
World Congress on Intelligent Control and Automation. IEEE, 2213–2218.

Hu, Y. (2021). An improvement or a gimmick? The importance of user perceived 
values, previous experience, and industry context in human–robot service interaction. 
J. Destin. Mark. Manag. 21:100645. doi: 10.1016/j.jdmm.2021.100645

Huang, G., and Wang, S. (2023). Is artificial intelligence more persuasive than 
humans? A meta-analysis. J. Commun. 73, 552–562. doi: 10.1093/joc/jqad024

Ismatullaev, U. V. U., and Kim, S. H. (2024). Review of the factors affecting acceptance 
of AI-infused systems. Hum. Factors 66, 126–144. doi: 10.1177/00187208211064707

Jackson, J. C., Yam, K. C., Tang, P. M., Liu, T., and Shariff, A. (2023). Exposure to robot 
preachers undermines religious commitment. J. Exp. Psychol. Gen. 152, 3344–3358. doi: 
10.1037/xge0001443

Juravle, G., Boudouraki, A., Terziyska, M., and Rezlescu, C. (2020). Trust in artificial 
intelligence for medical diagnoses. Prog. Brain Res. 253, 263–282. doi: 10.1016/bs.
pbr.2020.06.006

Kaya, F., Aydin, F., Schepman, A., Rodway, P., Yetişensoy, O., and Demir Kaya, M. 
(2024). The roles of personality traits, AI anxiety, and demographic factors in attitudes 
toward artificial intelligence. Int. J. Hum. Comput. Interact. 40, 497–514. doi: 
10.1080/10447318.2022.2151730

Lee, J. D., and See, K. A. (2004). Trust in automation: designing for appropriate 
reliance. Hum. Factors 46, 50–80. doi: 10.1518/hfes.46.1.50.30392

Leo, X., and Huh, Y. E. (2020). Who gets the blame for service failures? Attribution of 
responsibility toward robot versus human service providers and service firms. Comput. 
Hum. Behav. 113:106520. doi: 10.1016/j.chb.2020.106520

Li, Y., Wu, B., Huang, Y., and Luan, S. (2024). Developing trustworthy artificial 
intelligence: insights from research on interpersonal, human-automation, and human-
AI trust. Front. Psychol. 15:1382693. doi: 10.3389/fpsyg.2024.1382693

Longoni, C., Bonezzi, A., and Morewedge, C. K. (2019). Resistance to medical artificial 
intelligence. J. Consum. Res. 46, 629–650. doi: 10.1093/jcr/ucz013

Mangano, M. D., Bennett, S. E., Gunn, A. J., Sahani, D. V., and Choy, G. (2015). Creating 
a patient-centered radiology practice through the establishment of a diagnostic radiology 
consultation clinic. Am. J. Roentgenol. 205, 95–99. doi: 10.2214/AJR.14.14165

Morewedge, C. K., and Kahneman, D. (2010). Associative processes in intuitive 
judgment. Trends Cogn. Sci. 14, 435–440. doi: 10.1016/j.tics.2010.07.004

Nisbett, R. E., and Wilson, T. D. (1977). Telling more than we can know: verbal 
reports on mental processes. Psychol. Rev. 84, 231–259. doi: 
10.1037/0033-295X.84.3.231

Nurgat, Z. A., Alaboura, D., Aljaber, R., Mustafa, O., Lawrence, M., Mominah, M., 
et al. (2021). Real-world experience of a standalone robotic device for batch 
compounding of small-volume parenteral preparations. Hosp. Pharm. 56, 32–46. doi: 
10.1177/0018578719851457

Ostinelli, M., Bonezzi, A., and Lisjak, M. (2024). Unintended effects of algorithmic 
transparency: the mere prospect of an explanation can foster the illusion of 
understanding how an algorithm works. J. Consum. Psychol. 2, 1–17. doi: 10.1002/
jcpy.1416

Raees, M., Meijerink, I., Lykourentzou, I., Khan, V. J., and Papangelis, K. (2024). From 
explainable to interactive AI: a literature review on current trends in human-AI 
interaction. Int. J. Hum.-Comput. Stud. 189:103301. doi: 10.1016/j.ijhcs.2024.103301

Rozenblit, L., and Keil, F. (2002). The misunderstood limits of folk science: an illusion 
of explanatory depth. Cogn. Sci. 26, 521–562. doi: 10.1207/s15516709cog2605_1

Schlicker, N., Langer, M., Ötting, S. K., Baum, K., König, C. J., and Wallach, D. (2021). 
What to expect from opening up ‘black boxes’? Comparing perceptions of justice 
between human and automated agents. Comput. Hum. Behav. 122:106837. doi: 10.1016/j.
chb.2021.106837

Shen, Y., and Cui, W. (2024). Perceived support and AI literacy: the mediating role of 
psychological needs satisfaction. Front. Psychol. 15:1415248. doi: 10.3389/
fpsyg.2024.1415248

Starke, G., De Clercq, E., Borgwardt, S., and Elger, B. S. (2021). Computing 
schizophrenia: ethical challenges for machine learning in psychiatry. Psychol. Med. 51, 
2515–2521. doi: 10.1017/S0033291720001683

Subramanian, H. V., Canfield, C., and Shank, D. B. (2024). Designing explainable AI 
to improve human-AI team performance: a medical stakeholder-driven scoping review. 
Artif. Intell. Med. 149:102780. doi: 10.1016/j.artmed.2024.102780

Triberti, S., Durosini, I., and Pravettoni, G. (2020). A “third wheel” effect in health 
decision making involving artificial entities: a psychological perspective. Front. Public 
Health 8:117. doi: 10.3389/fpubh.2020.00117

Usman, U., Kim, T., Garvey, A., and Duhachek, A. (2024). The persuasive power of AI 
ingratiation: a persuasion knowledge theory perspective. J. Assoc. Consum. Res. 9, 
319–331. doi: 10.1086/730280

Vaupotič, N., Kienhues, D., and Jucks, R. (2022). Gaining insight through explaining? 
How generating explanations affects individuals’ perceptions of their own and of experts’ 
knowledge. Int. J. Sci. Educ. Part B Commun. Public Engag. 12, 42–59. doi: 
10.1080/21548455.2021.2018627

Wałdoch, K. (2024). Informed consent for the use of AI in the process of providing 
medical services. Rev. Eur. Compar. Law 57, 121–134. doi: 10.31743/recl.17239

Wang, P., and Ding, H. (2024). The rationality of explanation or human capacity? 
Understanding the impact of explainable artificial intelligence on human-AI trust and 
decision performance. Inf. Process. Manag. 61:103732. doi: 10.1016/j.ipm.2024.103732

Wang, W., and Siau, K. (2019). Artificial intelligence, machine learning, automation, 
robotics, future of work and future of humanity: a review and research agenda. J. 
Database Manag. 30, 61–79. doi: 10.4018/JDM.2019010104

Williams, G. Y., and Lim, S. (2024). Psychology of AI: how AI impacts the way people 
feel, think, and behave. Curr. Opin. Psychol. 58:101835. doi: 10.1016/j.copsyc.2024.101835

Wu, H. C., Li, T., and Li, M. Y. (2016). A study of behavioral intentions, patient 
satisfaction, perceived value, patient trust and experiential quality for medical tourists. 
J. Qual. Assur. Hosp. Tour. 17, 114–150. doi: 10.1080/1528008X.2015.1042621

Xie, C., Fu, T., Yang, C., Chang, E. C., and Zhao, M. (2024). Not a good judge of talent: 
the influence of subjective socioeconomic status on AI aversion. Mark. Lett. 1-13. doi: 
10.1007/s11002-024-09725-7

Xu, J., Tang, X., Lin, H., and Luo, Y. (2024). The impact of recommender type on 
tourist price sensitivity to travel plans. J. Travel Res. 472875241261633. doi: 
10.1177/00472875241261633

Yang, C., Ni, X., Zhang, L., and Peng, L. (2023). Intravenous compounding robots in 
pharmacy intravenous admixture services: a systematic review. Medicine 102:e33476. 
doi: 10.1097/MD.0000000000033476

Yeomans, M., Shah, A., Mullainathan, S., and Kleinberg, J. (2019). Making sense of 
recommendations. J. Behav. Decis. Mak. 32, 403–414. doi: 10.1002/bdm.2118

Zhang, G., Chong, L., Kotovsky, K., and Cagan, J. (2023). Trust in an AI versus a 
human teammate: the effects of teammate identity and performance on human-AI 
cooperation. Comput. Hum. Behav. 139:107536. doi: 10.1016/j.chb.2022.107536

Zhang, Y., Tuk, M. A., and Klesse, A. K. (2024). Giving AI a human touch: highlighting 
human input increases the perceived helpfulness of advice from AI coaches. J. Assoc. 
Consum. Res. 9, 344–356. doi: 10.1086/730710

https://doi.org/10.3389/fpsyg.2024.1437915
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org
https://doi.org/10.1037/xge0001181
https://doi.org/10.1038/s41562-021-01146-0
https://doi.org/10.1038/s41562-021-01146-0
https://doi.org/10.1093/jcr/ucad023
https://doi.org/10.3389/fmed.2023.1305756
https://doi.org/10.1108/APJML-03-2024-0393
https://doi.org/10.1080/10447318.2022.2050543
https://doi.org/10.1093/jcr/ucad075
https://doi.org/10.1136/medethics-2020-106820
https://doi.org/10.3389/fpsyg.2023.1191628
https://doi.org/10.1126/science.1134475
https://doi.org/10.1126/scirobotics.aay7120
https://doi.org/10.1007/s12525-023-00640-9
https://doi.org/10.1007/s12525-023-00640-9
https://doi.org/10.1016/j.jdmm.2021.100645
https://doi.org/10.1093/joc/jqad024
https://doi.org/10.1177/00187208211064707
https://doi.org/10.1037/xge0001443
https://doi.org/10.1016/bs.pbr.2020.06.006
https://doi.org/10.1016/bs.pbr.2020.06.006
https://doi.org/10.1080/10447318.2022.2151730
https://doi.org/10.1518/hfes.46.1.50.30392
https://doi.org/10.1016/j.chb.2020.106520
https://doi.org/10.3389/fpsyg.2024.1382693
https://doi.org/10.1093/jcr/ucz013
https://doi.org/10.2214/AJR.14.14165
https://doi.org/10.1016/j.tics.2010.07.004
https://doi.org/10.1037/0033-295X.84.3.231
https://doi.org/10.1177/0018578719851457
https://doi.org/10.1002/jcpy.1416
https://doi.org/10.1002/jcpy.1416
https://doi.org/10.1016/j.ijhcs.2024.103301
https://doi.org/10.1207/s15516709cog2605_1
https://doi.org/10.1016/j.chb.2021.106837
https://doi.org/10.1016/j.chb.2021.106837
https://doi.org/10.3389/fpsyg.2024.1415248
https://doi.org/10.3389/fpsyg.2024.1415248
https://doi.org/10.1017/S0033291720001683
https://doi.org/10.1016/j.artmed.2024.102780
https://doi.org/10.3389/fpubh.2020.00117
https://doi.org/10.1086/730280
https://doi.org/10.1080/21548455.2021.2018627
https://doi.org/10.31743/recl.17239
https://doi.org/10.1016/j.ipm.2024.103732
https://doi.org/10.4018/JDM.2019010104
https://doi.org/10.1016/j.copsyc.2024.101835
https://doi.org/10.1080/1528008X.2015.1042621
https://doi.org/10.1007/s11002-024-09725-7
https://doi.org/10.1177/00472875241261633
https://doi.org/10.1097/MD.0000000000033476
https://doi.org/10.1002/bdm.2118
https://doi.org/10.1016/j.chb.2022.107536
https://doi.org/10.1086/730710

	The effect of subjective understanding on patients’ trust in AI pharmacy intravenous admixture services
	Introduction
	Theoretical background and hypotheses
	Trust in AI PIVAS
	Subjective understanding
	Illusion of understanding vs. difficulty in understanding
	Informed consent
	Overview of studies

	Study 1
	Participants and procedure
	Results and discussion

	Study 2
	Participants and procedure
	Results and discussion

	Study 3
	Participants and procedure
	Results
	Main effect analysis
	Mediating effect analysis
	Discussion

	Study 4
	Participants and procedure
	Results
	Discussion

	Study 5
	Participants and procedure
	Results
	Trust
	Subjective understanding
	Moderated mediation analysis
	Discussion

	General discussion
	Theoretical implications
	Managerial implications
	Limitations and future research


	References

