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Means to an end: teleological bias 
in moral reasoning
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No model to date has integrated findings from teleological explanation with 
findings from moral reasoning to explore an underlying mechanism of moral 
cognition. We hypothesize that a preference for teleology, whereby consequences 
are assumed to be intentional, can explain instances where adults make judgments 
that seemingly neglect to account for intent. Across two studies, we investigated 
whether manipulating teleological reasoning influences moral judgment. 291 
participants were evaluated in a 2 × 2 experimental design to assess the effects 
of teleology priming on adults’ endorsement of teleological misconceptions and 
moral judgments. Results provide some evidence that teleological reasoning 
influences moral judgment, but the findings are limited, context-dependent, and 
suggest that teleology is unlikely to be a strong influence in the explanation of 
outcome-based moral judgments.
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1 Introduction

Intentions weigh heavily on the moral judgments of adults—so much so that intent to 
harm (mens rea) is a foundational tenet of American criminal law. Blackstone (1962) 
summarized, “An unwarrantable act without a vicious will is no crime at all. So that to 
constitute a crime against human laws, there must be, first, a vicious will; and, secondly, an 
unlawful act consequent upon such vicious will.” The law reflects a duality of consideration in 
which intentions are paramount, and reasoning about outcomes is separate and secondary.

A similar pattern can be observed in explanations of human artifacts and the natural 
world, whereby people use causal reasoning based on the assumption of a goal, purpose, or 
function—or teleology. The answer to why trees produce oxygen, for example, may 
be  explained both through physical/mechanical explanations or through teleological 
explanations. On the one hand, trees produce oxygen as a byproduct of photosynthesis. On 
the other hand, it may be tempting to say trees produce oxygen so that animals can breathe. 
When asked this question, most people would likely offer the latter response. Even when an 
entity’s material cause is known, people often explain its existence with goal-based influences 
(Banerjee and Bloom, 2014; Kampourakis, 2020; Kelemen, 1999a,b; Kelemen and Rosset, 2009; 
Legare et al., 2012; Legare and Gelman, 2008; Legare and Visala, 2011; Lupfer et al., 1992; 
Lupfer et al., 1994; Lupfer et al., 1996; Stern et al., 2018; Weeks and Lupfer, 2000; Woolley 
et al., 2011).

Given this strong focus on intentionality, an important question arises: What drives people 
to assume intentions behind human outcomes? And why do people similarly assume intention 
or purpose behind an entity’s existence? An object or phenomenon is not always intentionally 
designed or created with purpose, just as the outcome an agent causes is not always intended. 
Sometimes, physical outcomes and the mechanisms by which they come about are not 
intuitively connected—goals and ends are not necessarily linked.
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Prior research has proposed multiple explanations for the 
differential influence of outcomes and intentions on adults’ moral 
judgments and why people sometimes judge actions based on their 
consequences rather than the agent’s intentions. One major account is 
the outcome bias, which suggests that people judge an action as more 
morally wrong when it results in a bad outcome, regardless of the 
actor’s intent (Baron and Hershey, 1988). This bias implies that people 
are disproportionately influenced by the tangible consequences of an 
action, even when they explicitly recognize that the agent did not 
intend harm. Another key explanation is negligence-based reasoning, 
which posits that when a harmful outcome occurs, people often infer 
that the actor was careless or negligent, even if no explicit evidence of 
mishandling is present (Nobes and Martin, 2022; Nobes et al., 2023). 
Rather than assuming the actor intended harm, this perspective 
suggests that observers interpret negative consequences as indirect 
evidence of a failure to act responsibly. Others, still, generally support 
the negligence account but interpret consequences in terms of 
hindsight bias, which leads people to overestimate the predictability of 
an outcome after it has occurred, making them more likely to attribute 
responsibility to the actor in retrospect (Kneer and Skoczen, 2023; 
Margoni et  al., 2019, 2023). In such cases, individuals may 
unconsciously assume that the actor “should have known” the 
outcome was likely, even if this knowledge was unavailable at the time 
of action. We propose that teleological reasoning could be another 
factor contributing to how outcomes and intentions are weighed in 
moral judgement.

1.1 Teleological bias and moral judgment

Teleological explanations constrain perceptions of why events and 
objects occur (see Dennett, 1978). For example, we  assume that 
human artifacts, such as pens or coffee mugs, are intentionally 
designed to fulfill a purpose (Kelemen, 1999a,b). But we  also 
frequently make misstatements like, “germs exist to cause disease.” 
Children are especially “promiscuous” teleologists, likely to construe 
evolutionary and biological phenomena in teleological terms 
(Kelemen, 1999a,b). But research suggests that teleological reasoning 
is not limited to children; adults and even experts also exhibit 
teleological biases, particularly under cognitive load. For example, 
studies have shown that when adults are under time pressure, they are 
more likely to revert to teleological explanations, even in domains 
where such explanations are inappropriate (Kelemen et  al., 2013; 
Coley et al., 2017; Stern et al., 2018). This suggests that teleological 
reasoning may be a cognitive default that resurfaces when cognitive 
resources are constrained.

In moral reasoning, this reemergence of teleological thinking 
under cognitive load could explain why adults sometimes make 
outcome-driven moral judgments that seem to neglect intentions, 
especially in more complex scenarios. This pattern is particularly 
evident in cases of accidental harm, where outcomes occur and 
causation is implied, but there is no malicious intent. Some researchers 
argue that cognitive load engenders a pattern of moral judgment that 
is more focused on causation than intent, leading adults to harshly 
judge accidental harm-doers, similar to childlike moral judgments 
(Buon et al., 2013a,b). Alternatively, we propose that under cognitive 
load, adults, like children, necessarily tie intentions to outcome cues, 
unable to judge them separately. Some evidence shows that cognitive 

load is additionally specific to judgments of moral wrongness, but not 
judgments of deserved punishment (Martin et  al., 2021a,b). This 
aligns with Cushman’s (2008) and (2013) dual-process model of moral 
judgment, wherein permissibility judgments rely primarily on the 
actor’s intent, and punishment judgments are more strongly influenced 
by outcomes. Given this framework, cognitive load should have the 
greatest influence over moral permissibility judgments in accidental 
harm scenarios.

While we propose that teleological reasoning may also contribute 
to patterns of moral judgment—by implicitly linking outcomes with 
assumed intentionality—we do not believe that it is an alternative 
explanation to those mentioned above (e.g., outcome bias and 
hindsight bias). Rather, we hypothesize that teleological reasoning is 
one contributing factor. The outcome effect in moral judgment is 
complex and likely arises from a combination of cognitive biases, 
retrospective inference errors, and assumptions about responsibility, 
rather than a single explanatory framework. A more comprehensive 
understanding of how these factors interact could help clarify the 
extent to which teleological reasoning contributes uniquely to moral 
judgments, relative to these well-documented cognitive mechanisms. 
Regardless, distinguishing outcomes from intentions, and determining 
how this distinction emerges conceptually, is paramount to better 
understanding the curious ways we explain the world around us.

2 Study 1

In Study 1, we investigated the influence of teleological priming 
and time pressure on moral evaluation. Specifically, we  sought to 
prime participants to think teleologically and subsequently asked 
them to judge culpability in accidental or attempted harm scenarios. 
By leveraging scenarios in which intentions and outcomes are 
misaligned, we could interpret moral judgments as either intent-based 
or outcome-driven. In an attempted harm scenario, for instance, an 
actor intends to cause harm but fails to do so. Therefore, differentiating 
intention from outcome, as expected under normal conditions, would 
lead one to make an “intent-based” judgment, condemning the actor 
based on their malicious intent. Conversely, the same attempted harm 
scenario presented to someone primed to think teleologically and 
therefore assume intentions as inherent explanations for consequences, 
would lead one to make an “outcome-based” judgment— letting the 
actor off the hook because no harm was caused. Importantly, we do 
not argue that the “outcome-based” judgment outright ignores the 
intentions of an actor. Rather, it assumes aligned intentions behind a 
consequence, thus appearing to only consider the outcome. Using 
scenarios in which intentions and consequences are misaligned, 
allows us to distinguish between judgments that considered intentions 
and outcomes separately (“intent-based”), and those which did not 
(“outcome-based”).

Participants were assigned randomly to the experimental group 
or to the control group, which received a neutral “priming” task 
instead of a teleology priming task. Each group was then further 
randomized into speeded or delayed conditions, with participants in 
the speeded condition completing the moral judgment task as well as 
a teleology endorsement task under time pressure.

Because our argument requires an underlying understanding of 
intentionality at the core of moral reasoning and teleological 
explanation as considered here, we wanted to rule out mentalizing 
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capacity, or the ability to think about the thoughts, goals, and 
intentions of others, as a sufficient mechanism to explain 
misattribution of intent in moral and teleological observations. If 
mentalizing abilities allow us to correctly infer the intentions of others, 
then individuals with better mentalizing abilities should be  less 
teleological and make more intent-based moral judgments. To test 
this, we included a Theory of Mind task at the end of Study 1. Of 
particular interest is if Theory of Mind capacity relates similarly to 
moral judgments and teleological endorsements.

We explore the following hypotheses:

H1: Teleological reasoning influences adults’ moral judgments. 
When primed to think teleologically, adults will make more 
outcome-driven moral judgments, and will be  more likely to 
assume that intentions correspond with outcomes. Conversely, 
reducing teleological thinking should lead to more intent-
based judgments.

H2: Cognitive load reduces adults’ ability to reason separately 
about intentions and outcomes, forcing the teleological intuition 
that consequences necessarily imply intentions. Time pressure 
should therefore increase adults’ endorsement of teleological 
misconceptions and lead to more outcome-driven moral 
judgments, regardless of priming group.

2.1 Method

2.1.1 Participants
Participants were 215 Northeastern University undergraduate 

psychology students (155 women, 55 men) recruited for course credit. 
All participants were native English speakers. 58 respondents were 
excluded for failing attention checks (described below) or 
incompletion, leaving us with a sample of 157 participants included 
in the analyses. Racial demographic information was provided by 
100% of participants, of which 40% self-reported as white, 22% as East 
Asian, 16% as multiracial, 8% as South Asian, 4.5% as Hispanic, 4% as 
Black, 3% as Southeast Asian, and 1% as other. Less than 1% of 
participants identified as Middle Eastern. The demographics of this 
sample are not representative of the United States at large as of 2022 
(U.S. Census Bureau, 2022).

2.1.2 Materials and procedure
Study 1 employed a 2 (Priming: Teleology, Control) x 2 (Time 

Pressure: Speeded, Delayed) design. Participants completed a 
Qualtrics survey with four tasks in which they read excerpts, scenarios, 
statements, and vignettes and responded to them.

2.1.2.1 Priming task
Participants in the experimental group began the survey with a 

teleology prime in which they read a short text defining teleology and 
explaining how it is used in appropriate and inappropriate contexts 
(see Appendix 1 for full text). In order to actively engage teleological 
thinking, we  then asked participants to come up with explicit 
teleological explanations (i.e., “Why are ears of corn wrapped in 
husks?”; “Why do candles have wicks?”; “Why do humans make 
art?”). Because the purpose of this active prime was solely to induce 
teleological thinking, we  were not concerned with the content or 

accuracy of responses to these prompts. Participants in the control 
group received a reading and comprehension questions adapted from 
the GRE bank that were matched for length and difficulty, but were 
absent of any “cause and effect” content (see Appendix 1) (Educational 
Testing Services, 2017).

2.1.2.2 Moral judgment task
Immediately following the priming task, all participants were 

presented with two pairs of scenarios adapted from Young et  al. 
(2007). One pair described a situation in which two friends touring a 
chemical plant have coffee together. In the “attempted harm” version 
of this story, one friend believes a white powder on the counter near 
the coffee is a toxic substance, but really, it is sugar. The actor puts the 
substance in her friend’s coffee intending harm, but her friend drinks 
the coffee and is fine. Conversely, in the “accidental harm” scenario, 
the actor believes the white powder on the counter is sugar, but really, 
it is poison. They put it in their friend’s coffee, the friend drinks it, and 
they die. A separate story context involved two friends kayaking in 
jellyfish-infested waters.

Four versions of each story context were created to account for 
each quadrant of the intent-outcome matrix (intentional harm, 
accidental harm, attempted/failed harm, benign/neutral). Each 
participant received two versions of each scenario, totalling four trials 
per participant. The versions seen per scenario differed in only 
intention or outcome, not both. The version pairs for each scenario 
were randomized and counterbalanced across participants. Altogether, 
this ensured that every participant saw one scenario of attempted 
harm and one scenario of accidental harm, which were the scenarios 
of interest. Each participant, therefore, had two trials in which 
intentions and outcomes were misaligned.

Participants responded to an attention check to ensure they 
understood the outcomes caused by the actor in the story (e.g., “Did 
Janet’s neighbor get stung by jellyfish?”), as well as an intentionality 
check (“Did Janet mean for her neighbor to get stung by jellyfish?”). 
Then, participants responded to binary punishability (“Do you think 
Janet should be punished? Yes/No″) and Likert-style permissibility 
(“Janet telling her neighbor to swim was: Forbidden/Neutral/
Permissible”) measures of moral evaluation.

2.1.2.3 Teleology endorsement task
After the moral judgment task, participants responded to a series 

of teleological misconception (test) sentences about biological and 
nonbiological phenomena, adapted from Kelemen et al. (2013). Nine 
test sentences, along with eleven true teleological and ten false 
teleological control sentences, were presented to participants in 
random order (see Appendix 2 for all statements).

2.1.2.4 Time pressure
For both the Moral Judgement and Teleology Endorsement tasks, 

participants were randomly assigned to either a speeded or delayed 
condition. Those in the speeded condition read each moral scenario and 
answered the attention checks in the Moral Judgment task at their own 
pace but were required to respond within 2 s after the presentation of 
prompts for both tasks (i.e., punishment and permissibility questions for 
Moral Judgement, sentences for Teleology Endorsement). Participants in 
the delayed condition also read the scenarios at their own pace, but were 
forced to wait 10 s after the presentation of prompts for both tasks before 
they could respond and move to the next item.
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2.1.2.5 Theory of mind task
All participants responded to a series of twenty vignettes based on 

Dodell-Feder et al. (2011), which was later revised by Berent (2023). 
In each vignette, participants must distinguish between one actor’s 
true belief, and that actor’s awareness of another actor’s different 
(false) belief (see Appendix 3 for a complete list of items).

2.1.2.6 Demographics
To complete the survey, all participants responded to a 

demographics questionnaire followed by debriefing.

2.2 Results

2.2.1 Attention checks
27% of participants failed the attention check regarding the story’s 

outcome (e.g., “Did Grace poison her friend?”) and were therefore 
excluded from analyses. We  also checked whether participants 
correctly attributed actors intentions; we hypothesized that participants 
assigned to the teleological priming group would be more likely to fail 
the intentionality check in scenarios where intentions and outcomes 
were mismatched, because they might be  more likely to attribute 
intentions to outcomes. This is not what we found. An independent 
samples t-test revealed no influence of priming group on intentionality 
check responses, t (213) = −0.42, p  = 0.676. In other words, 
teleological priming did not increase participants’ tendency to 
misattribute intentions based on outcomes.

2.2.2 Endorsement of teleological 
misconceptions

Teleological misconception test sentences that were rated true 
received a score of “1,” and those that were rated false received a score 
of “0.” For each participant, we calculated the total number of test 
sentences endorsed out of 9. These scores were used to determine the 
effects of priming group and time pressure on teleological 
misconception endorsement. We  predicted that participants who 
received the teleology prime, and those who were in the speeded 
condition, would endorse more teleological misconceptions than 
participants in the control group or delayed condition. A 2(Prime: 
Teleology/Control) X 2(Condition: Speeded/Delayed) analysis of 
variance (ANOVA) revealed a significant effect of priming condition, 
F (1, 153) = 8.09, p = 0.005, ηp

2 = 0.050. However, rather than induce 
teleological thinking, the teleology prime actually reduced it: 
participants who received the prime endorsed fewer teleological 
misconceptions (M = 4.66, SD = 2.48) than those who received the 
control reading (M = 5.55, SD = 2.24) (see Figure 1). As expected, 
time pressure significantly impacted teleological misconception 
endorsement. We found that participants assigned to the speeded 
condition endorsed more teleological misconceptions (M = 5.86, 
SD = 1.99) than those assigned to the delayed condition (M = 4.52, 
SD = 2.53), F (1, 153) = 15.08, p < 0.001, ηp

2 = 0.090, replicating the 
literature (Figure  2). The interaction was not significant, F (1, 
153) = 0.95, p = 0.332, ηp

2 = 0.006.

2.2.3 Effects of teleology priming on moral 
judgments

Each participant evaluated two scenarios in which outcomes and 
intentions were misaligned. For each, participants made a binary 

punishment judgment and a Likert-style permissibility judgment, 
totalling four opportunities to make an intent-driven or outcome-
driven judgment per participant. We coded responses as either intent-
driven or outcome-driven based on the corresponding scenario the 
participant read (i.e., attempted or accidental). Permissibility 
judgments were binarized so they could be categorized in this manner. 
This allowed us to sum the total number of outcome-driven judgments 
per participant collapsed across story contexts. Because ratings of 
deserved punishment and ratings of permissibility have been 
evidenced to involve different influences— the same person may rate 
something as forbidden, but undeserving of punishment if they 
believe in prison reform, for instance— we ran two separate analyses 
(e.g., Cushman, 2008).

2.2.3.1 Permissibility judgments
Permissibility judgments were scored as outcome-based when 

participants judged accidental harm as impermissible or attempted 
harm actors as permissible. Because outcome-based permissibility 
judgments were relatively rare (produced by 33% of participants 
across all relevant trials), participants were binned into two groups: 
those who, across trials, ever produced such a judgment, and those 
who did or not. We then conducted 2 (Prime: Teleology, Control) x 2 
(Outcome-based judgment: Present, Absent) Chi Square analyses 

FIGURE 1

Effects of teleological priming on teleological misconception 
endorsement.

FIGURE 2

Effects of time pressure on teleological misconception endorsement.
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separately for participants in the speeded and delayed conditions. 
Results showed that outcome-based responses were significantly more 
frequent in the control condition than in the teleology prime condition 
when participants were delayed, [X2 (1, 85) = 8.30, p = 0.004], but 
their frequency did not differ in the speeded condition, [X2 (1, 
72) = 0.18, p = 0.670; see Figure 3].

2.2.3.2 Punishment judgments
We counted a punishment judgment as outcome-based when a 

participant endorsed punishment for accidental harm or withheld 
punishment for attempted harm. Again, because outcome-based 
punishment judgments were relatively rare (produced by 35% of 
participants across all relevant trials), participants were binned into 
two groups: those who, across trials, ever produced such a judgment, 
and those who did or not. We then conducted 2 (Prime: Teleology, 
Control) x 2 (Outcome-based judgment: Present, Absent) Chi Square 
analyses separately for participants in the speeded and delayed 
conditions. Results showed that, again, outcome-based responses were 
significantly more frequent in the control condition than in the 
teleology prime condition when participants were delayed, [X2 (1, 
85) = 4.41, p = 0.036], but their frequency did not differ in the speeded 
condition, [X2 (1, 72) = 0.97, p = 0.324; see Figure 4].

2.2.4 Associations between theory of mind, 
teleological endorsement, and moral judgments

The number of correct responses to false belief task items were 
summed for each participant (possible range: 0 to 20). Pearson 
correlation coefficients were computed to assess the linear relationship 
between Theory of Mind (ToM) performance, teleological 
misconception endorsement, and total outcome-driven ratings of 
punishment and permissibility. No relationships were significant. 
There was no correlation between ToM performance and teleological 
misconception endorsement, outcome-driven punishment judgments, 

nor outcome-driven permissibility judgments. Additionally, we found 
no correlations between teleological misconception endorsement and 
moral ratings of punishment and permissibility, though both 
judgments of morality were strongly correlated (see Table 1). Limited 
by binary response formats, we worried that our variables were unable 
to capture sufficient variability to detect a correlation between 
teleology and moral reasoning. We address this concern in Study 2.

2.3 Discussion

In Study 1 we  sought to investigate if teleological reasoning 
influences adults’ moral judgments, and we  hypothesized that if 
we  primed teleological reasoning, adults would endorse more 
teleological misconceptions and make more outcome-driven moral 
judgments. Our prime was unsuccessful at inducing teleological 
thinking. However, the manipulation did affect teleology in the 
opposite direction, with participants who received the teleology prime 
endorsing fewer teleological misconceptions than those in the control 
group. We speculate that by drawing explicit attention to teleological 
reasoning, our intervention served as a refutation text, inadvertently 
increasing students’ metacognitive monitoring of their own 
teleological tendencies, thereby rendering them less likely to endorse 
teleological misconceptions (see Pickett et al., 2022). Of central 
importance, however, is that our manipulation also impacted moral 
judgments in a similar pattern. While we predicted that the teleology 
prime would facilitate teleological thinking, thus leading to more 
outcome-driven moral judgments, it actually suppressed teleological 
thinking and led to fewer outcome-driven moral judgments.

According to this reasoning, we should have seen that participants 
assigned to the priming group were less likely to fail an intentionality 
check. Notably, all participants in both the control and priming groups 
responded to the attention check and intentionality check in their own 

FIGURE 3

Percentage of permissibility judgements that were outcome-based after teleological and control priming, in the delayed and speeded conditions.
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time, without time pressure. We would therefore expect participants 
who received the teleology prime, which has evidently acted as a 
refutation prime, to reason correctly about the intentions of the actor. 
However, the fact that participants attributed intention correctly at the 
same rate regardless of priming group seems to contradict the 
teleological account, and instead suggests that there may be some 
other reason, unrelated to intention, that explains apparently outcome-
based judgements.

It is possible, for example, that participants inferred negligence, 
rather than intention, from the negative outcomes they observed. This 
kind of reasoning could lead to judgments that appear to be outcome-
based but are actually influenced by perceptions of carelessness or 
irresponsibility on the part of the actor (Kneer and Skoczen, 2023; 
Margoni et al., 2019; Nobes and Martin, 2022; Nobes et al., 2023). 
Such perceptions may be  derivative of hindsight bias, whereby 
negative consequences precipitate retrospective blame (Kneer and 
Skoczen, 2023; Margoni et al., 2019). The results of the intentionality 
check alongside these explanations suggest that outcome-based 
judgments may stem from cognitive biases that operate independently 
of the actor’s perceived intentions.

Study 1 also replicated findings from time pressure studies which 
suggest that under time pressure, adults are more likely to revert to 
their intuitions of promiscuous teleology (Roberts et  al., 2020; 

Kelemen et al., 2013; Kelemen and Rosset, 2009; Steiner et al., 2016). 
Specifically, participants in the speeded group endorsed more 
teleological misconceptions than those in the delayed group.

Notably, for both permissibility judgments and punishment 
judgments, participants made the least outcome-based judgments 
when they were in a delayed condition and exposed to teleological 
refutation text. This would align with evidence from Steiner et al. 
(2016), who found that between participants with pre-existing 
intentional agent beliefs and atheists, the difference in acceptance of 
teleology was in the unspeeded condition, when everyone had time to 
correct their intuitions. For this reason, we designed Study 2 with 
unspeeded conditions only, so as to capture the greatest effect of 
manipulating the proposed relationship.

The present findings also inadvertently add to existing research 
showing the efficacy of refutation texts— readings designed for 
conceptual change by correcting and improving sense-making of 
counterintuitive scientific notions— as an intervention tool. For 
example, replacing standard expository text with refutation text that 
explicitly mentions common misconceptions, refutes them, and 
contrasts them with correct, scientific explanations has been evidenced 
to significantly improve undergraduate students’ conceptual 
understanding of scientific content such as biological evolution 
(Asterhan and Resnick, 2020) and antibiotic resistance (Pickett et al., 

FIGURE 4

Percentage of punishment judgements that were outcome-based after teleological and control priming, in the delayed and speeded conditions.

TABLE 1 Pearson correlation coefficients between theory of mind task, teleology endorsement task, outcome-based punishment ratings, and 
outcome-based permissibility ratings.

Variable Outcome-driven 
punishment

Outcome-driven 
permissibility

Teleological misconception 
endorsement

ToM −0.08 −0.02 0.08

Outcome-driven punishment judgments – 0.34*** 0.12

Outcome-driven permissibility judgments – – 0.09

p < 0.05**; p < 0.01; p < 0.001***.
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2022). Such advantageous effects have been shown to be  both 
immediate and enduring (Asterhan and Resnick, 2020) as well as 
unconstrained by scientific domain; one review of 31 studies 
concerned with a range of scientific topics concluded that refutation 
text, rather than traditional expository text, is more likely to result in 
conceptual change (Tippett, 2010). We  believe the unintended 
consequences of our teleology prime were those of a refutation text, 
which provided participants with the tools to overcome their intuitive 
misconceptions and correct them when given sufficient time.

In sum, Study 1 provided some evidence connecting teleological 
reasoning with moral judgments; reducing teleological reasoning in 
turn reduced outcome-based moral judgments. Study 1 also provided 
evidence against such a relationship; teleology and outcome-based 
moral judgment were uncorrelated, and our manipulation did not 
affect perceived intention in the way it did moral judgments. To 
further investigate this relationship, we  sought to develop a more 
implicit methodology for priming teleological reasoning. If inducing 
teleological thinking with an implicit prime leads participants to 
endorse more teleological explanations and make more outcome-
based moral judgments that misinterpret intention, it would provide 
evidence for our hypothesis that people possess the implicit 
assumption that all consequences are the result of aligned intentions.

3 Study 2

In Study 1, we saw that outcome-based moral judgments were 
reduced after a teleology refutation prime. The aim of Study 2 was to 
design a teleology prime that did not function as a refutation. 
Specifically, we  wanted the prime to be  more implicit so as to 
subliminally encourage teleological reasoning. Should participants 
who receive an implicit teleology prime make more outcome-driven 
moral judgments than those who did not, we  could draw the 
conclusion that the frameworks are implicitly related.

To achieve this, we manipulated the order of task presentation so 
that participants were randomly assigned to a condition in which they 
either received the teleology endorsement task first (“Teleo → Moral”) 
or the moral judgment task first (“Moral → Teleo”). We hypothesized 
that participants who read and responded to teleological statements 
before they read and responded to scenarios concerned with human 
intentions and outcomes would be primed to make more outcome-
driven moral judgments under the teleological assumption that 
outcomes indicate intentions. Otherwise, Study 2 was nearly identical 
to Study 1 with a few amendments. We removed the explicit priming 
tasks from Study 1, as well as the Theory of Mind task given its 
nonrelevance. We chose not to manipulate time pressure as in Study 
1, seeking to investigate the nature of responses when participants 
were allowed time to reason about their responses but were not 
provided tools to override intuitions. We also increased the possible 
variability of responses to moral judgment questions and teleological 
endorsement by putting all responses in a Likert scale format, hoping 
for more sensitive measures of individual differences.

In addition to H1, we explore the following hypothesis:

H3: If teleological reasoning predicts adults’ moral judgments, 
then individuals with stronger teleological tendencies will be more 
likely to make outcome-driven moral judgments.

3.1 Method

3.1.1 Participants
The participants in Study 2 were 208 adults recruited via Prolific, 

74 of which were excluded for failing a relevant attention check. Of the 
134 participants included in the analysis, 72 identified as women, 59 
as men, 1 as nonbinary, and 2 declined to identify. Racial demographic 
information was provided by 100% of participants. Of those, 74% 
identified as white, 9% identified as multiracial, 6% identified as 
Hispanic/Latinx, 5% identified as Middle Eastern, 3% identified as 
East Asian, 1.5% identified as Black, and 1.5% identified as other. 
Respondents were paid at a rate of $11.49 per hour, prorated to our 
8 min task, and participation was restricted to workers in the 
United States.

3.1.2 Materials and procedure
The procedure of Study 2 is similar to that of Study 1 but 

without an explicit priming task, Theory of Mind task, or time 
constraints. Instead, we  manipulated task order as our 
independent variable: Participants were randomly assigned to 
either a Teleo → Moral condition or a Moral → Teleo condition. 
The Teleology Endorsement task was identical to the one used in 
Study 1 except for the response format. We changed the binary 
(True/False) response format to a Likert scale in Study 2 (“Strong 
disagree”; “Disagree”; “Somewhat disagree”; “Somewhat agree”; 
“Agree”; “Strongly agree”) to increase response variability. 
Similarly, the Moral Judgment task in Study 2 mirrored that of 
Study 1 but with expanded scales for punishment (“Do you think 
Grace should be  punished?”; [“No, not at all”; “Only a little”; 
“Yes, moderately”; “Yes, severely”]) and permissibility (“Grace 
putting the substance in was:”; [“Absolutely unacceptable”; 
“Unacceptable”; “Somewhat unacceptable”; “Somewhat 
acceptable”; “Acceptable”; “Absolutely acceptable”]) judgments. 
Randomization of the Moral Judgment task was designed so that 
each participant saw one scenario of attempted harm and one 
scenario of accidental harm, counterbalanced between story 
contexts. Because we  were only concerned with scenarios in 
which actors’ intentions and the outcomes that occurred were 
misaligned, we did not include scenarios of intentional harm or 
neutral (non-intentional, non-outcome) events. Thus, 
participants made judgments (one punishment, one 
permissibility) about two total scenarios.

3.2 Results

3.2.1 Attention checks
36% of participants failed an attention check regarding the outcomes 

caused by the actor and were therefore excluded from analyses. Like in 
Study 1, those who failed only an intentionality check remained included. 
Of the remaining participants, none failed the intentionality check 
following the Jellyfish story in either the attempted or accidental contexts. 
In contrast 26% of participants failed the intentionality check following 
the Coffee story in the attempted harm context, whereas no one in the 
accidental did so. This difference was significant (X2(1,134) = 16.3, 
p < 0.001), and suggests that the attempted harm version of the Coffee 
story may have been confusing for participants.

https://doi.org/10.3389/fpsyg.2025.1380048
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org


Davenport and Coley 10.3389/fpsyg.2025.1380048

Frontiers in Psychology 08 frontiersin.org

3.2.2 Effects of task order on moral judgments 
and teleological misconceptions

If responding to teleological probes first primed teleological 
thinking, which in turn increased outcome-based moral permissibility 
and punishment judgements, we would expect differences based on 
task order (i.e., teleology first versus morality first). Specifically, 
we would expect teleology-first participants to rate attempted harm 
scenarios as more permissible and less deserving of punishment than 
morality-first participants (due to lack of a negative outcome), and 
likewise, that teleology-first participants would rate accidental harm 
scenarios as less permissible and more deserving of punishment (due 
to negative outcome) than morality-first participants.

To test these predictions, we conducted separate 2 (Scenario type: 
Attempted harm, Accidental harm) x 2 (Order: Morality first, 
Teleology first) ANOVAs on permissibility ratings and punishment 
ratings for the Coffee and Jellyfish scenarios. Results are depicted in 
Figure  5. For both scenarios, attempted harm was rated less 
permissible than accidental harm (Coffee Scenario: F (1,130) = 86.77, 
p < 0.001, η2 = 0.399; Jellyfish Scenario: F (1,130) = 53.31, p < 0.001, 
η2 = 0.291). Presenting teleological items first had no effect on 
permissibility ratings (Coffee Scenario: F (1,130) = 0.52, p = 0.473; 
Jellyfish Scenario: F (1,130) = 0.02, p = 0.899). We observed the same 
pattern for punishment ratings: attempted harm was considered more 
worthy of punishment than accidental harm (Coffee Scenario: F 
(1,130) = 120.40, p < 0.001, η2 = 0.480; Jellyfish Scenario: F 
(1,130) = 21.58, p < 0.001, η2 = 0.140). Presenting teleological items 
first had no effect on punishment ratings (Coffee Scenario: F 
(1,130) = 0.24, p = 0.625; Jellyfish Scenario: F (1,130) = 0.20, 
p = 0.658). In sum, we find no evidence that responding to teleological 
items first, and presumably rendering teleological reasoning salient, 
had any effect on permissibility or punishment judgments in 
these scenarios.

3.2.3 Associations between teleology and moral 
judgments

Although there were no effects of task order, which we considered 
to be an implicit teleology prime, we were still interested to see if 
individual differences in teleological tendencies predicted moral 
judgments. To do so we examined correlations between teleology 
ratings and permissibility and punishment judgments in the context 
of accidental and attempted harm scenarios, respectively. If individual 
differences in teleological reasoning were associated with increased 
outcome-based judgments, we would expect a negative correlation 
between teleology and permissibility in the accidental harm context, 
and a positive correlation in the attempted harm context (i.e., higher 
teleological reasoning should be  associated with increased 
consideration of outcome, which is negative for accidental harm 
scenarios but not for attempted harm scenarios). The same rationale 
would predict a negative correlation between teleology and 
punishment in the attempted harm context, and a positive correlation 
in the accidental harm context. Results are depicted in Figure  6. 
We observed the predicted correlation for permissibility judgments in 
context of accidental harm, r (131) = −0.252, p = 0.003; in this context, 
participants with higher teleological reasoning scores tended to judge 
accidental harm as less permissible across coffee and jellyfish 
scenarios. Correlations in the other conditions ranged from −0.047 to 
0.140 and did not approach significance (p > 0.234).

3.3 Discussion

In Study 2 we attempted a more subtle manipulation of teleological 
reasoning by presenting the teleological prompts either before (to 
prime teleological reasoning) or after the morality questions. 
We found no evidence that this manipulation had any effect on moral 
judgements of permissibility or punishment in either story.

We did find limited support for the hypothesis that individuals 
with stronger teleological tendencies are more likely to make 
outcome-driven moral judgments. However, these findings were 
highly context-dependent, and evidence only when participants 
made permissibility judgments in the accidental harm context. In 
other words, those who were more teleological were more likely to 
consider the actor morally wrong in a context of a negative outcome, 
even though it was an accident.

While this finding was expected and aligns well with our theory, 
it was not found in any attempted harm story contexts, nor among any 
ratings of punishment. This is likely because negative events elicit an 
increased search for causal explanations (as opposed to a negative 
non-event, such as attempted harm) (Waytz et al., 2010; Taylor, 1991). 
This fits with the finding that entities that produce negative outcomes 
seem more intentional than those that produce positive ones 
(Morewedge, 2009) and that people attribute more intentionality to 
those who commit evil deeds than good deeds (Knobe, 2006). It is not 
surprising, then, that the accidental harm scenario was the scenario 
most closely related to teleological explanation. Previous work in 
moral judgment and development supports the idea that negative 
outcomes, particularly those involving harm, are more likely to 
prompt attributions of intent and moral condemnation (Buon et al., 
2016; Cushman et  al., 2013; Martin et  al., 2021a,b). If positive or 
neutral outcomes do not elicit this same response, we  would not 
expect to see the same relationship between teleology and moral 
evaluation in attempted harm scenarios.

Finally, the observed relationship between teleology and moral 
judgments was also specific to moral ratings of permissibility, as 
we  did not see a significant relationship between teleology and 
punishment ratings. This finding replicates literature which suggests 
that moral evaluation of permissibility and moral evaluation of 
punishment are derived from distinct processes (Cushman, 2008). For 
example, cognitive load has been shown to have a greater effect on 
judgments of moral wrongness than judgments of deserved 
punishment (Martin et al., 2021a,b). Judgments of permissibility have 
furthermore been found to rely principally on the intentions of an 
agent, while judgments of punishment incorporate a broader range of 
factors, including causal responsibility and severity of outcome 
(Cushman, 2008, 2013). Therefore, permissibility ratings should 
be  more sensitive to teleological manipulation or tendencies that 
diminish the role of intentions, whereas punishment judgments are 
less influenced by such factors due to their reliance on outcome-
based reasoning.

In sum, although we found no evidence in Study 2 that engaging 
in teleological reasoning had any impact on subsequent moral 
judgment, we did find limited support for a relationship between 
individual teleological tendencies and moral reasoning. While our 
findings were highly context-dependent, they nonetheless provide 
some evidence that a teleological bias may contribute to at least some 
moral judgments.
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4 General discussion

Young children endorse more teleological explanations for 
biological, behavioral, and nonliving kind properties than do adults 
(Kelemen, 1999a,b; Coley et al., 2017), but the same effect is observed 
when adults’, including experts’, cognitive resources are incapacitated 
(Kelemen et  al., 2013). Neither age nor expertise are sufficient to 
replace the teleological bias, suggesting teleology is a persistent, 
domain-general, cognitive default that emerges in response to novel, 
complex stimuli or in situations where overriding executive function 
is unavailable. The same may be true for moral reasoning: while young 
children seem to make more outcome-based moral judgements than 
adults do, adults have still been observed to resort to similarly 
patterned judgments under cognitive load (Buon et al., 2013a,b). At 
the outset of this work, we theorized that a cognitive default by which 
outcomes are assumed to be intentional could explain this pattern of 
observations in children and adults with limited cognitive 
resources alike.

Across two studies, we investigated the teleological bias and its 
implications for moral judgment. In Study 1, we  found that 
participants who received an explicit teleology prime—which 

we  suppose unintentionally induced refutation—endorsed fewer 
teleological misconceptions and made fewer outcome-driven moral 
judgments. We  also found that participants were more likely to 
endorse teleological misconceptions under speeded conditions, 
replicating the literature (Roberts et al., 2020; Kelemen et al., 2013; 
Kelemen and Rosset, 2009; Steiner et al., 2016). The main effect of 
priming on moral judgments in the delayed condition but not the 
speeded condition could suggest that, when given sufficient time to 
override their intuitions, participants evoked the new reasoning 
patterns provided by the refutation text.

Study 2 provided some evidence of an implicit relationship 
between teleological thinking and moral reasoning. While our 
“prime,” which depended on task order, did not engender group 
differences, we did reveal that individual differences in teleological 
tendencies were related to moral judgments in certain contexts. 
Specifically, participants who were more teleological were more 
likely to make outcome-based moral judgments of permissibility 
when evaluating an accidental harm scenario. According to the 
proposed theory, this would suggest that when evaluating accidental 
harm, participants with a strong teleological bias reason that the 
negative outcome can be  explained by purposeful intentions, 
resulting in a judgment that condemns the actor for the harm they 

Permissibility Ratings

Punishment Ratings

Coffee Story

Coffee Story

Jellyfish Story

Jellyfish Story

FIGURE 5

Order effects on moral judgments of accidental and attempted harm: 2 (Scenario type: Attempted harm, Accidental harm) x 2 (Order: Morality first, 
Teleology first) ANOVAs on permissibility ratings and punishment ratings for the Coffee and Jellyfish scenarios.
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caused even though it was accidental. However, the results of the 
intentionality checks, which revealed that many participants 
correctly recognized an actor’s intentions despite making outcome-
based judgments, evidence the contrary. This pattern undermines 
the claim of a cognitive default that invariably assumes all outcomes 
are intended.

One interesting finding from our study was that the relationship 
between teleological bias and moral judgment was specific to moral 
ratings of permissibility in accidental harm scenarios. Participants 
who were more teleological were more likely to judge accidental harm 
as morally wrong. They were not, however, less likely to condemn 
attempted (but failed) harm, nor were their judgments of deserved 
punishment affected by their teleological bias. Interestingly, the study 
by Martin et  al. (2021a,b) also demonstrated the selective 
manipulability of permissibility judgments of accidental harm, finding 
a differential impact of cognitive load on attempted and accidental 
harm, as well as depending on the type of moral probe.

This evidence aligns with the broader literature suggesting that 
judgments of permissibility are systematically different from 
judgments of punishment. For example, Cushman’s (2008) and (2013) 
dual-process model posits that permissibility judgments are primarily 
based on an agent’s intentions, whereas punishment judgments are 
influenced by both intention and the causal connection between the 
agent and harmful consequence. This distinction can explain why two 
drunk drivers might be rated as equally wrong or impermissible, but 
one might be  deemed more deserving of punishment if they 
unintentionally cause injury to a third party—a phenomenon 
otherwise known as moral luck (Nagel, 1979; Williams, 1981; Martin 
and Cushman, 2016). Punishment judgments incorporate not only the 
agent’s intentions but also their causal role and the severity of the 
outcome, which may explain why teleological manipulation had a 
stronger effect on permissibility judgments. Future research should 
explore these distinctions further by examining how teleological 
priming affects different types of moral judgments.

FIGURE 6

Individual teleology and moral judgments: Correlations between teleology endorsement ratings and permissibility and punishment judgments in the 
context of accidental and attempted harm scenarios.
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Our work across these two studies seeks to investigate the 
possibility that the teleological bias underpins the way humans make 
moral judgements. Of core importance is that we  were able to 
manipulate moral judgments by suppressing teleology, and that in 
specific contexts, we evidenced that adults who are more teleological 
are also more likely to make apparently outcome-based judgments. 
However, the lack of any effect of our second order manipulation and 
the unchanged rate of accurate intention attributions in both studies 
directly challenge the central premise of our teleological bias account. 
Even when associations between teleological reasoning and moral 
judgments were found, they could be explained by many other factors, 
like attention, intelligence, arousal, or need for cognition. The apparent 
absence of a role for perceived intentionality  – which would 
be required if the teleological hypothesis were correct – suggests that 
this kind of alternative explanation is more likely.

This work operated under a definition of teleology characterized 
by intention overattribution: a perspective in which any observed 
outcome is implicitly assumed to have been intended by some agent. 
Our studies aimed to test whether this “teleological default” could 
explain why people sometimes seem to focus on outcomes (e.g., a 
harmful consequence) over explicit intention when making moral 
judgments. Despite setting out with this intention-centered 
framework, the data revealed a more nuanced relationship between 
teleological reasoning and moral evaluation, ultimately indicating that 
teleology need not always hinge on agentic intent—even when it 
exerts an influence on moral judgments.

Historically, many discussions of teleology have conflated it with 
overt attributions of intention (Dennett, 1987). However, the evidence 
presented here suggests that even when adults correctly identify an 
action as accidental, they may still judge the action’s outcome in a 
manner consistent with a teleological “purpose-based” mindset. For 
instance, under time pressure, participants reverted to teleological 
explanations and made more outcome-driven moral judgments—even 
while correctly recognizing that the actor did not intend harm. These 
findings align with Scott’s (2022) argument that teleology need not 
rely on supernatural or agent-driven intention: people can interpret 
events as if they serve a purpose—whether cosmic, functional, or 
otherwise—without invariably concluding that any specific actor 
orchestrated them. Critically, participants’ accurate grasp of intentions 
suggests that teleology and intentionality are not one and the same. 
Rather, teleological bias can coexist with correct attributions of an 
agent’s goals, subtly framing outcomes as less random, more “destined.” 
In turn, people may place heightened emphasis on the outcome of an 
event, perceiving it as non-accidental or as part of a purposeful 
framework—even if they explicitly know the agent was unaware or did 
not intend harm.

The heightened significance of bad outcomes under a teleological 
mindset may help clarify why it’s associated with permissibility 
judgments but not punishment judgments. According to Cushman’s 
(2008) and (2013) dual-process model, punishment decisions often 
rely on the actual outcome regardless of intent—so accidental harm 
already carries negative consequences that make punishment 
plausible. Permissibility judgments, by contrast, are presumed to hinge 
more strongly on the actor’s mental states. In our initial view—where 
teleology was taken to mean overattributing intention—we assumed 
that teleologically inclined participants who harshly judged accidental 
harms did so because they believed these harms were actually 

intended. However, our data show that participants still recognized an 
action as accidental, suggesting that teleology need not imply 
intention. Rather, it may amplify the salience or seriousness of the 
outcome itself, especially if that outcome is a purpose violation (Lewry 
et al., 2023). Consequently, it is the outcome-based element of teleology 
that drives participants to see the accidental harm as morally wrong—
even though they know the actor did not intend it. Within accidental 
harm scenarios, then, the question of whether something is permissible 
becomes vulnerable to a “purpose-laden” bias, whereas punishment 
judgments—already determined largely by the resulting harm—
remain comparatively stable.

Beyond a more nuanced understanding of teleology, other, less 
speculative explanations are likely at play. Participants might have 
inferred negligence (Nobes and Martin, 2022; Nobes et al., 2023) in 
the case of the mislabeled white powder in the Coffee story, with 
hindsight bias (Kneer and Machery, 2019; Kneer and Skoczen, 2023; 
Margoni et  al., 2019, 2023) potentially inducing ex post facto 
judgments of fault for the accident. Outcome bias (Baron and Hershey, 
1988) and motivated blame, which posits that personal biases or 
motivations may influence how blame for bad outcomes is assigned, 
often leading to disproportionate condemnation (Alicke, 2000), could 
also explain our findings. These alternative accounts offer compelling 
explanations for why participants may have made outcome-based 
judgments independent of their teleological tendencies.

Our findings should therefore be interpreted within the context 
of alternative explanations. In future research, it would 
be informative to explicitly test how different biases interact with 
teleological reasoning to shape moral judgments. For example, 
Nobes et al. found that perceived negligence explained more of the 
outcome effect than perceived intention, suggesting that the 
teleological bias may interact with other factors rather than operate 
in isolation (2023).

5 Conclusion

We tested the hypothesis that inappropriately outcome-based 
moral reasoning could be attributed to disinhibition of teleological 
thinking, leading to a bias by which outcomes are assumed to 
be intentional, regardless of actual intent. Our findings reveal mixed 
evidence for this hypothesis. While our findings suggest that 
teleological bias might play some part in shaping certain moral 
judgments, these effects were small and inconsistent. Indeed, the null 
findings on intentionality checks point to alternative explanations—
like outcome bias and negligence—that may better explain outcome-
based moral judgments.

Taken together, these findings suggest that the teleological 
“default” is not equivalent to a blanket assumption that outcomes 
are always intended. Instead, teleology may often manifest as a 
broader impression that outcomes themselves are non-accidental 
or purposeful in some overarching framework. Under certain 
conditions—like time pressure or absence of teleology 
refutation—this mindset may tilt moral judgments in an 
outcome-based direction, particularly when participants evaluate 
whether accidental harm is “morally permissible.” Yet, as shown 
by the consistently accurate recognition of accidental versus 
intentional action, teleological reasoning and intention detection 
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are dissociable processes. By distinguishing functional or 
purpose-focused teleology from explicit attributions of intention, 
we  can better understand why people may intuitively treat 
outcomes as “meaningful” without necessarily perceiving every 
outcome as an intended act.

Data availability statement

The raw data supporting the conclusions of this article will 
be made available by the authors, without undue reservation.

Ethics statement

The studies involving humans were approved by Northeastern 
University Institutional Review Board. The studies were conducted in 
accordance with the local legislation and institutional requirements. 
The participants provided their written informed consent to 
participate in this study.

Author contributions

ED: Conceptualization, Data curation, Formal analysis, 
Investigation, Methodology, Writing – original draft, Writing – 
review & editing. JC: Resources, Supervision, Writing – review & 
editing.

Funding

The author(s) declare that no financial support was received for 
the research and/or publication of this article.

Conflict of interest

The authors declare that the research was conducted in the 
absence of any commercial or financial relationships that could 
be construed as a potential conflict of interest.

Publisher’s note

All claims expressed in this article are solely those of the 
authors and do not necessarily represent those of their affiliated 
organizations, or those of the publisher, the editors and the 
reviewers. Any product that may be evaluated in this article, or 
claim that may be made by its manufacturer, is not guaranteed or 
endorsed by the publisher.

Supplementary material

The Supplementary material for this article can be found online 
at: https://www.frontiersin.org/articles/10.3389/fpsyg.2025.1380048/
full#supplementary-material

References
Alicke, M. D. (2000). Culpable control and the psychology of blame. Psychol. Bull. 126, 

556–574. doi: 10.1037/0033-2909.126.4.556

Asterhan, C. S. C., and Resnick, M. S. (2020). Refutation texts and argumentation for 
conceptual change: a winning or a redundant combination? Learn. Instr. 65:101265. doi: 
10.1016/j.learninstruc.2019.101265

Banerjee, K., and Bloom, P. (2014). Why did this happen to me? Religious believers’ 
and non-believers’ teleological reasoning about life events. Cognition 133, 277–303. doi: 
10.1016/j.cognition.2014.06.017

Baron, J., and Hershey, J. C. (1988). Outcome bias in decision evaluation. J. Pers. Soc. 
Psychol. 54, 569–579. doi: 10.1037/0022-3514.54.4.569

Berent, I. (2023). The illusion of the mind–body divide is attenuated in males. Sci. Rep. 
13:6653. doi: 10.1038/s41598-023-33079-1

Blackstone, W. (1962). Commentaries on the laws of England. Boston: Beacon Press.

Buon, M., Dupoux, E., Jacob, P., Chaste, P., and Zalla, T. (2013a). The role of causal 
and intentional judgments in moral reasoning in individuals with high functioning 
autism. J. Autism Dev. Disord. 43, 458–470. doi: 10.1007/s10803-012-1588-7

Buon, M., Jacob, P., Loissel, E., and Dupoux, E. (2013b). A non-mentalistic cause-
based heuristic in human social evaluations. Cognition 126, 149–155. doi: 
10.1016/j.cognition.2012.09.006

Buon, M., Seara-cardoso, A., and Viding, E. (2016). Why (and how) should 
we study the interplay between emotional arousal, theory of mind, and inhibitory 
control to understand moral cognition? Psychon. Bull. Rev. 23, 1660–1680. doi: 
10.3758/s13423-016-1042-5

Coley, J. D., Arenson, M., Xu, Y., and Tanner, K. D. (2017). Intuitive biological thought: 
developmental changes and effects of biology education in late adolescence. Cogn. 
Psychol. 92, 1–21. doi: 10.1016/j.cogpsych.2016.11.001

Cushman, F. (2008). Crime and punishment: distinguishing the roles of causal and 
intentional analyses in moral judgment. Cognition 108, 353–380. doi: 
10.1016/j.cognition.2008.03.006

Cushman, F. (2013). Action, outcome, and value: a dual-system framework for 
morality. Pers Soc Psychol Rev. 17, 273–92. doi: 10.1177/1088868313495594

Cushman, F., Sheketoff, R., Wharton, S., and Carey, S. (2013). The development of 
intent-based moral judgment. Cognition 127, 6–21. doi: 10.1016/j.cognition.2012.11.008

Dennett, D. C. (1978). Brainstorms: Philosophical essays on mind and psychology. 
Cambridge, Massachusetts: Bradford Books.

Dennett, D. C. (1987). The intentional stance. Cambridge, Mass: MIT Press.

Dodell-Feder, D., Koster-Hale, J., Bedny, M., and Saxe, R. (2011). FMRI item analysis 
in a theory of mind task. NeuroImage 55, 705–712. doi: 10.1016/j.neuroimage.2010.12.040

Educational Testing Services (2017) Practice book for the PBT GRE general test. 
Available online at: https://www.ets.org/pdfs/gre/paper-delivered-test-practice-book.
pdf (Accessed July 27, 2022).

Kampourakis, K. (2020). Students’ “teleological misconceptions” in evolution 
education: why the underlying design stance, not teleology per se, is the problem. 
Evolution 13, 1–12. doi: 10.1186/s12052-019-0116-z

Kelemen, D. (1999a). The scope of teleological thinking in preschool children. 
Cognition 70, 241–272. doi: 10.1016/s0010-0277(99)00010-4

Kelemen, D. (1999b). Why are rocks pointy? Children’s preference for teleological 
explanations of the natural world. Dev. Psychol. 35, 1440–1452. doi: 
10.1037/0012-1649.35.6.1440

Kelemen, D., and Rosset, E. (2009). The human function compunction: teleological 
explanation in adults. Cognition 111, 138–143. doi: 10.1016/j.cognition.2009.01.001

Kelemen, D., Rottman, J., and Seston, R. (2013). Professional physical scientists display 
tenacious teleological tendencies: purpose-based reasoning as a cognitive default. J. Exp. 
Psychol. Gen. 142, 1074–1083. doi: 10.1037/a0030399

Kneer, M., and Machery, E. (2019). No luck for moral luck. Cognition 182, 331–348. 
doi: 10.1016/j.cognition.2018.09.003

Kneer, M., and Skoczen, I. (2023). Outcome effects, moral luck and the hindsight bias. 
Cognition 232:105258. doi: 10.1016/j.cognition.2022.105258

Knobe, J. (2006). The concept of intentional action: a case study in the uses of folk 
psychology. Philos. Stud. 130, 203–231. doi: 10.1007/s11098-004-4510-0

Legare, C. H., Evans, E. M., Rosengren, K. S., and Harris, P. L. (2012). The coexistence 
of natural and supernatural explanations across cultures and development. Child Dev. 
83, 779–793. doi: 10.1111/j.1467-8624.2012.01743.x

Legare, C. H., and Gelman, S. A. (2008). Bewitchment, biology, or both: the co-
existence of natural and supernatural explanatory frameworks across development. 
Cogn. Sci. 32, 607–642. doi: 10.1080/03640210802066766

https://doi.org/10.3389/fpsyg.2025.1380048
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org
https://www.frontiersin.org/articles/10.3389/fpsyg.2025.1380048/full#supplementary-material
https://www.frontiersin.org/articles/10.3389/fpsyg.2025.1380048/full#supplementary-material
https://doi.org/10.1037/0033-2909.126.4.556
https://doi.org/10.1016/j.learninstruc.2019.101265
https://doi.org/10.1016/j.cognition.2014.06.017
https://doi.org/10.1037/0022-3514.54.4.569
https://doi.org/10.1038/s41598-023-33079-1
https://doi.org/10.1007/s10803-012-1588-7
https://doi.org/10.1016/j.cognition.2012.09.006
https://doi.org/10.3758/s13423-016-1042-5
https://doi.org/10.1016/j.cogpsych.2016.11.001
https://doi.org/10.1016/j.cognition.2008.03.006
https://doi.org/10.1177/1088868313495594
https://doi.org/10.1016/j.cognition.2012.11.008
https://doi.org/10.1016/j.neuroimage.2010.12.040
https://www.ets.org/pdfs/gre/paper-delivered-test-practice-book.pdf
https://www.ets.org/pdfs/gre/paper-delivered-test-practice-book.pdf
https://doi.org/10.1186/s12052-019-0116-z
https://doi.org/10.1016/s0010-0277(99)00010-4
https://doi.org/10.1037/0012-1649.35.6.1440
https://doi.org/10.1016/j.cognition.2009.01.001
https://doi.org/10.1037/a0030399
https://doi.org/10.1016/j.cognition.2018.09.003
https://doi.org/10.1016/j.cognition.2022.105258
https://doi.org/10.1007/s11098-004-4510-0
https://doi.org/10.1111/j.1467-8624.2012.01743.x
https://doi.org/10.1080/03640210802066766


Davenport and Coley 10.3389/fpsyg.2025.1380048

Frontiers in Psychology 13 frontiersin.org

Legare, C. H., and Visala, A. (2011). Between religion and science: integrating 
psychological and philosophical accounts of explanatory coexistence. Hum. Dev. 54, 
169–184. doi: 10.1159/000329135

Lewry, C., Kelemen, D., and Lombrozo, T. (2023). The moral consequences of 
teleological beliefs about the human species. J. Exp. Psychol. Gen. 152, 3359–3379. doi: 
10.1037/xge0001446

Lupfer, M. B., Brock, K. F., and DePaola, S. J. (1992). The use of secular and religious 
attributions to explain everyday behavior. J. Sci. Study Relig. 31:486. doi: 10.2307/1386858

Lupfer, M. B., Paola, S. J., Brock, K. F., and Clement, L. (1994). Making secular and 
religious attributions: the availability hypothesis revisited. J. Sci. Stud. Relig. 33:162. doi: 
10.2307/1386602

Lupfer, M. B., Tolliver, D., and Jackson, M. (1996). Explaining life-altering occurrences: 
a test of the “god-of-the-gaps” hypothesis. J. Sci. Stud. Relig. 35:379. doi: 10.2307/1386413

Margoni, F., Geipel, J., Hadjichristidis, C., Bakiaj, R., and Surian, L. (2023). Adult age-
related differences in moral judgment: the role of probability judgments. Cogn. Sci. 
47:e13345. doi: 10.1111/cogs.13345

Margoni, F., Geipel, J., Hadjichristidis, C., and Surian, L. (2019). The influence of 
agents’ negligence in shaping younger and older adults’ moral judgment. Cogn. Dev. 49, 
116–126. doi: 10.1016/j.cogdev.2018.12.002

Martin, J. W., Buon, M., and Cushman, F. (2021a). The effect of cognitive load on 
intent-based moral judgment. Cogn. Sci. 45:e12965. doi: 10.1111/cogs.12965

Martin, J. W., and Cushman, F. (2016). The adaptive logic of moral luck. A companion 
to experimental philosophy, 190–202.

Martin, J. W., Leddy, K., Young, L., and McAuliffe, K. (2021b). An earlier role for intent 
in children’s partner choice versus punishment. J. Exp. Psychol. Gen. 151, 597–612. doi: 
10.1037/xge0001093

Morewedge, C. K. (2009). Negativity bias in attribution of external agency. J. Exp. 
Psychol. Gen. 138, 535–545. doi: 10.1037/a0016796

Nagel, T. (1979). Mortal Questions. Cambridge: Cambridge University Press.

Nobes, G., and Martin, J. W. (2022). They should have known better: the roles of 
negligence and outcome in moral judgements of accidental actions. Br. J. Psychol. 113, 
370–395. doi: 10.1111/bjop.12536

Nobes, G., Panagiotaki, G., and Martin, J. W. (2023). Moral luck and the roles of 
outcome and negligence in moral judgments. J. Exp. Soc. Psychol. 106:104456. doi: 
10.1016/j.jesp.2023.104456

Pickett, S. B., Nielson, C., Marshall, H., Tanner, K. D., and Coley, J. D. (2022). Effects 
of Reading Interventions on Student Understanding of and Misconceptions about 
Antibiotic Resistance. J Microbiol Biol Educ. 23:e00220-21. doi: 10.1128/jmbe.00220-21

Roberts, A. J., Wastell, C. A., and Polito, V. (2020). Teleology and the intentions 
of supernatural agents. Conscious. Cogn. 80:102905. doi: 
10.1016/j.concog.2020.102905

Scott, M. J. (2022). Reasons things happen for a reason: An integrative theory of 
teleology. Perspectives on Psychological Science, 17, 452–464. doi: 
10.1177/1745691621995753

Steiner, S., Zemla, J., and Sloman, S. (2016). Analytical style predicts religious 
and teleological belief. J. Investig. Med. 64, 808–809. doi: 
10.1136/jim-2016-000080.22

Stern, F., Kampourakis, K., Huneault, C., Silveira, P., and Müller, A. (2018). 
Undergraduate biology students’ teleological and essentialist misconceptions. Educ. Sci. 
8:135. doi: 10.3390/educsci8030135

Taylor, S. E. (1991). Asymmetrical effects of positive and negative events: the 
mobilization-minimization hypothesis. Psychol. Bull. 110, 67–85. doi: 
10.1037/0033-2909.110.1.67

Tippett, C. D. (2010). Refutation text in science education: a review of two decades of 
research. Int. J. Sci. Math. Educ. 8, 951–970. doi: 10.1007/s10763-010-9203-x

U.S. Census Bureau (2022). The United States census: race. Available online at: https://
www.census.gov/topics/population/race.html

Waytz, A., Gray, K., Epley, N., and Wegner, D. M. (2010). Causes and consequences of 
mind perception. Trends Cogn. Sci. 14, 383–388. doi: 10.1016/j.tics.2010.05.006

Weeks, M., and Lupfer, M. B. (2000). Religious attributions and proximity of influence: 
an investigation of direct interventions and distal explanations. J. Sci. Study Relig. 39, 
348–362. doi: 10.1111/0021-8294.00029

Williams, B. (1981). Moral luck: philosophical papers 1973–1980. Cambridge: 
Cambridge University Press.

Woolley, J. D., Cornelius, C. A., and Lacy, W. (2011). Developmental changes in the 
use of supernatural explanations for unusual events. J. Cogn. Cult. 11, 311–337. doi: 
10.1163/156853711x591279

Young, L., Cushman, F., Hauser, M., and Saxe, R. (2007). The neural basis of the 
interaction between theory of mind and moral judgment. Proc. Natl. Acad. Sci. 104, 
8235–8240. doi: 10.1073/pnas.0701408104

https://doi.org/10.3389/fpsyg.2025.1380048
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org
https://doi.org/10.1159/000329135
https://doi.org/10.1037/xge0001446
https://doi.org/10.2307/1386858
https://doi.org/10.2307/1386602
https://doi.org/10.2307/1386413
https://doi.org/10.1111/cogs.13345
https://doi.org/10.1016/j.cogdev.2018.12.002
https://doi.org/10.1111/cogs.12965
https://doi.org/10.1037/xge0001093
https://doi.org/10.1037/a0016796
https://doi.org/10.1111/bjop.12536
https://doi.org/10.1016/j.jesp.2023.104456
https://doi.org/10.1128/jmbe.00220-21
https://doi.org/10.1016/j.concog.2020.102905
https://doi.org/10.1177/1745691621995753
https://doi.org/10.1136/jim-2016-000080.22
https://doi.org/10.3390/educsci8030135
https://doi.org/10.1037/0033-2909.110.1.67
https://doi.org/10.1007/s10763-010-9203-x
https://www.census.gov/topics/population/race.html
https://www.census.gov/topics/population/race.html
https://doi.org/10.1016/j.tics.2010.05.006
https://doi.org/10.1111/0021-8294.00029
https://doi.org/10.1163/156853711x591279
https://doi.org/10.1073/pnas.0701408104

	Means to an end: teleological bias in moral reasoning
	1 Introduction
	1.1 Teleological bias and moral judgment

	2 Study 1
	2.1 Method
	2.1.1 Participants
	2.1.2 Materials and procedure
	2.1.2.1 Priming task
	2.1.2.2 Moral judgment task
	2.1.2.3 Teleology endorsement task
	2.1.2.4 Time pressure
	2.1.2.5 Theory of mind task
	2.1.2.6 Demographics
	2.2 Results
	2.2.1 Attention checks
	2.2.2 Endorsement of teleological misconceptions
	2.2.3 Effects of teleology priming on moral judgments
	2.2.3.1 Permissibility judgments
	2.2.3.2 Punishment judgments
	2.2.4 Associations between theory of mind, teleological endorsement, and moral judgments
	2.3 Discussion

	3 Study 2
	3.1 Method
	3.1.1 Participants
	3.1.2 Materials and procedure
	3.2 Results
	3.2.1 Attention checks
	3.2.2 Effects of task order on moral judgments and teleological misconceptions
	3.2.3 Associations between teleology and moral judgments
	3.3 Discussion

	4 General discussion
	5 Conclusion

	References

