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Introduction: With the pervasive integration of big data algorithms into daily

life, individuals increasingly rely on algorithmic filtering to access information

of interest, yet simultaneously face the risk of confinement within “information

cocoons.” This study examines how algorithmic awareness influences people’s

attitudes toward online information browsing.

Methods: Using a 2×2 mixed design (algorithmic awareness × browsing

purpose), this study reveals the mediating roles of perceived power and internal

control. Participants performed simulated information-seeking tasks where all

content was randomly presented (eliminating actual algorithmic bias). Mediating

roles of perceived power and internal control were analyzed using PROCESS

macro.

Results: Algorithmic awareness significantly increases people’s compliance,

especially when they browse online information with a certain purpose, despite

all information in the experiment being presented randomly. Algorithmic

awareness increases people’s sense of power and internal control over

information, which, in turn, increases algorithmic compliance behavior.

Discussion: Results reveal that algorithmic awareness reshapes user behavior

through psychological empowerment, even in algorithm-neutral environments.

By studying the influencing factors of mobile new media users’ compliance and

resistance to algorithms, this study is helpful in assisting users to eliminate their

state of technological unconsciousness and achieve good algorithmic use.

KEYWORDS

algorithmic consciousness, perceived power, compliance, resistance, internal control

1 Introduction

As big data technology continues to evolve, algorithms are increasingly becoming

an integral part of various aspects of people’s daily lives online (Willson, 2017). Human

production, living, and social interactions exhibit new characteristics with the aid of

intelligent technology. As a new complimentary approach to decision-making, algorithms

reconstruct the underlying operational logic of information production and dissemination

and are consequently becoming an important bridge for humans to perceive and

understand the diverse meanings of the world (Su, 2023). On the one hand, algorithms, by

filtering information and constructing models, reduce the cognitive burden and enhance

cognitive efficiency, potentially resulting in advantages in terms of decision-making

speed and efficiency (Peng, 2021a). This greatly facilitates personal life and improves

the efficiency of daily living. On the other hand, people are aware that if decision-

making becomes increasingly entrenched in the patterns created by algorithms, human

imagination and creativity may also wither (Peng, 2021b). Research at different levels

has shown that people may exhibit resistance to algorithmic recommendations due to
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concerns such as privacy breaches. However, the factors underlying

why individuals exhibit divergent attitudes toward algorithmically

recommended information, with some complying and others

resisting, remain unclear.

In recent years, scholars from related fields such as

communication, psychology, and economics have provided

explanations for individuals who make different algorithmic

decisions from various perspectives, including algorithmic

awareness (Lü et al., 2020), perceived conspiracy (Ghanbarpour

et al., 2022), privacy concerns (Bleier and Eisenbeiss, 2015) and

notably, algorithmic empowerment (Laukyte, 2022). Algorithmic

empowerment refers to the process and state where users perceive

enhanced agency, control, or efficacy in their interactions with

algorithmic systems (Hodges and Trace, 2023). This perception

can stem from understanding how algorithms work (awareness),

feeling capable of influencing or navigating algorithmic outcomes,

or leveraging algorithmic tools to achieve personal goals. It

represents a critical endogenous experience where the user feels

less subject to the algorithm’s dictates and more like an active

participant or even a co-controller. Researchers have found that

perceived power can impact an individual’s physiological levels,

psychological tendencies, and behavioral expressions in multiple

aspects (Magee and Galinsky, 2008). Thus, algorithmic awareness

and browsing purposes specifically influence people’s attitudes

and behaviors toward algorithms. However, the precise pathways

through which variables like awareness and context (e.g., browsing

purpose) foster or hinder this sense of empowerment, and how this

empowered state subsequently translates into specific decision-

making behaviors (compliance or resistance), remain poorly

understood and constitute a significant gap this study addresses.

The theory of internal and external control posits that

individuals have different explanations for the source of control

over events and their outcomes in their lives (Davis and Phares,

2010). Internals tend to believe that they can control the

progression and outcomes of events, whereas externals believe that

the results of most things in life are caused by external forces

beyond personal control (Gerstorf et al., 2019; Julian and Katz,

1968). Thus, by examining perceived power and locus of control as

mediators, we directly probe core components of this algorithmic

empowerment experience.

While extant research has effectively mapped the

manifestations of algorithmic resistance/compliance (Velkova

and Kaun, 2021) and identified key antecedent variables, critical

mechanistic and methodological gaps persist. First, there remains

a limited understanding of the psychological pathways through

which algorithmic awareness translates into divergent behavioral

outcomes—compliance vs. resistance. The roles of core endogenous

experiences like perceived power (Magee and Galinsky, 2008) and

locus of control (Julian and Katz, 1968), which are theoretically

central to agency and decision-making under external influence,

remain underexplored as potential mediators in this context.

Second, current explanations often lack granularity in explaining

why individuals under similar algorithmic exposure exhibit

fundamentally different behavioral choices. Methodologically,

while valuable insights have been generated through qualitative

approaches and survey-based studies (Lv et al., 2022; Zhang

et al., 2024; Huangfu, 2021), these prevalent research designs may

present certain limitations for addressing specific aspects of our

research questions.

This study aims to investigate individual algorithmic decision-

making behaviors from the perspective of endogenous experiences.

By using experimental research methods, with users’ awareness of

algorithms and the presence or absence of a browsing purpose as

independent variables and individual levels of power perception

and internal-external control as mediating variables, this study

explores the underlying mechanisms that influence algorithmic

decisions. This approach can help broaden our understanding

of the algorithmic decision-making process and provide insights

into how individuals can better achieve the “benevolent use

of algorithms.”

2 Literature review

2.1 Algorithmic awareness and online
browsing behavior

The concept of “algorithmic awareness” was proposed by

Hargittai et al. (2020) and is defined as an individual’s perception

and speculation regarding the existence of algorithms, their

operational logic, and their social impact during the process

of algorithmic practice. Some studies suggest that algorithmic

awareness refers to the accuracy of people’s perception of

algorithmic behaviors in specific media environments and the

impact of algorithms on user consumption and experience of media

content (Zarouali et al., 2021). This perception encompasses aspects

such as the presence of algorithms, how they operate, and the

potential risks that they may pose (Hong and Chen, 2022). In this

study, algorithmic awareness is conceptualized as an individual’s

perception of the existence of algorithms in themedia environment,

which represents a comprehensive media literacy capability.

Because of the powerful opacity of algorithmic technology,

most individuals are in a state of “algorithmic unconsciousness”

during usage, which makes it difficult for them to keenly perceive

the presence of algorithms and the various threats that they

pose. Therefore, having algorithmic awareness becomes a necessary

prerequisite for dealing with algorithms.

Research has shown that algorithmic awareness affects

people’s online browsing behavior. In the process of developing

algorithmic awareness and evaluating and reflecting on algorithmic

mechanisms, users exhibit two types of behavior based on their

interaction with algorithms (Tang et al., 2022; Chen and Lü,

2022; Ettlinger, 2018). The first is resistance, where users refuse

to cooperate with algorithmic rules and engage in “algorithmic

resistance” by deliberately disrupting or disabling algorithmic

systems. The second is cooperation, where users actively utilize

algorithmic rules to efficiently and conveniently obtain more

satisfactory results, exhibiting “algorithmic compliance” (Zhao

and Lin, 2023; Hong and Chen, 2022). Karizat et al. (2021)

found that TikTok users engaged in behaviors such as deliberately

clicking on content that they were not interested in, following

more creators with cross-domain identities, and posting videos

that aligned with their real-world social identities to resist the

marginalization of their social identities by the algorithms. Hong
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and Chen (2022) approached this issue from the perspective

of endogenous experiences and discovered, through the use of

in-depth interviews and grounded theory methods, that the

factors that influence users’ algorithmic compliance behavior

include the relevance of information, the nature of information

appeals, experience assessment, and boundary perception. When

individuals identify with algorithmic information and experience

positive perceptions and a sense of self-efficacy, they are more likely

to trust and accept the recommended content from algorithms,

which leads to algorithmic collaborative behavior (Bao and Zhao,

2023). Algorithm awareness mediates the relationship between

social/parasocial motivations and compulsive TikTok use. While

amplifying engagement behaviors, it paradoxically fails to mitigate

platform fatigue—highlighting its dual role as both an enabler

and unintended exacerbator of problematic usage patterns (Wang

and Shang, 2024). Concurrently, research reveals a behavioral

paradox in algorithmic engagement: users demonstrate heightened

awareness of algorithmic manipulation (evidenced by concerns

over content oversimplification, commercial exploitation, and

political bias), yet exhibit inconsistent resistance behaviors that

oscillate between active pushback and passive compliance with

curated content (Lin, 2025).

When individuals accept content and products recommended

by algorithms, they are, in a sense, making judgments and

decisions with the help of algorithms. That is, they are

basing their value judgments of content and products on

the evaluations of algorithms (Eslami et al., 2015; Hong and

Chen, 2022). This process, which is often unconscious, shapes

our daily lives (Beer, 2009). Research has shown that the

algorithmic ecosystem of traditional search engines heightens users’

algorithm awareness, which may lead to algorithm avoidance

behaviors, ultimately resulting in a shift in their information-

seeking domains (Wan and Xia, 2024). Negative experiential

contexts triggering users’ algorithm awareness bifurcate into

functional—level algorithmic incompetence and mechanism-level

algorithmic intrusion. Within these two contextualized algorithmic

engagements, users’ resistance intentions and resistive behavioral

outcomes exhibit incompatibility (Jiang and Xing, 2025).

Therefore, we propose Research Hypothesis 1: Algorithmic

awareness significantly affects users’ online browsing

behavior (H1).

2.2 The influence of algorithmic awareness
on perceived power

Perceived power is an individual’s subjective perception of their

ability to influence and control others and to act without reliance

on others based on their resources (Anderson et al., 2012; Galinsky

et al., 2003). On the one hand, perceived power can reflect an

individual’s long-term perception of their own power. On the other

hand, it is also the psychological feeling of having power or lacking

power that an individual experiences in certain specific situations

(Jin and Tu, 2018).

The widespread availability of media technology empowers

individuals who previously had relatively little power and

facilitates their autonomy in accessing, selecting, and disseminating

information. “Individuals who have never been ‘seen’ in history are

now present, and the actions and preferences of individuals who

were once blurred are being understood” (Yu and Geng, 2020).

In the process of online empowerment, individuals who have

access to and can use the internet can obtain and disseminate

information and perspectives through the internet, thereby

expanding their capabilities in the real world. Researchers have

elaborated on the concept of internet empowerment, suggesting

that empowerment can be unfolded in the following four stages:

first, at the individual level, which includes the shaping of personal

identity and the enhancement of individual skills; second, at the

interpersonal level, which encompasses social compensation, the

facilitation of cross-cultural communication, and the reduction

of stereotypes; third, at the group level, where the internet can

aid group members in finding one another, strengthening the

collective identity of the group and enhancing the efficiency of

group decision-making; and finally, at the level of citizenship,

where internet empowerment can increase the accessibility of

information and promote civic political participation, oversight,

and the capacity to influence government decisions. As research

progresses, scholars believe that internet empowerment will lead

to new power hierarchies in online society. Ordinary individuals

have the opportunity to become influential platform opinion

leaders (key opinion leaders, KOLs) within online communities

or platforms, endowing them with greater power in the social

structure of the virtual space and even “leading to changes in the

entire social power structure” (Liang and Liu, 2013).

Algorithmic perception refers to the understanding and

conjecture that ordinary users form about the existence, operational

logic, and social impact of algorithms during the algorithmic

practice process (Hargittai et al., 2020). Analyzing algorithmic

perception from the user’s perspective and exploring the impact

of algorithms on user cognition and behavior are effective ways to

reveal the black box of algorithms based on comprehensibility.

Research has shown that through specific environmental cues

such as platform usage scenarios and recommended content,

users can perceive the existence of algorithms, and algorithmic

perception influences users’ cognition and feedback behaviors (Yan,

2022). Positive algorithmic perception can effectively enhance

user satisfaction with algorithmic services (Shin and Park, 2019).

Shin et al. (2020) proposed an algorithmic acceptance model,

which verified that user algorithmic perception enhances the

perceived usefulness and perceived ease of use of algorithmic

services through trust, thereby affecting users’ attitudes toward and

willingness to use algorithmic services. When users believe that

they can understand the basic functions and operating rules of

algorithms and can engage in predictable and effective interactions

with the system, they will experience a greater sense of information

control (Shin and Park, 2019). Scholars have already suggested

that enhancing users’ sense of information control can reduce

their privacy concerns (Morimoto, 2021). Research advances

a familiarity-breeds-trust framework, positing that sustained

engagement with dating apps cultivates algorithm awareness,

which in turn reinforces trust in algorithmic recommendations by

empowering users’ perceived control over their digital interactions

(Hu and Wang, 2024). University students with heightened
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algorithm awareness—particularly those engaged in algorithm-

driven social media information sharing—demonstrate increased

frequencies of information dissemination, alongside greater

tendencies toward both internalized and externalized maladaptive

behaviors (Sun et al., 2024). Research indicates that college-aged

users generally adopt a pragmatic stance toward personalized

recommendation systems, actively engaging in algorithmic

resistance and domestication to restructure content and optimize

information sorting—ultimately maximizing the platform’s

utility for personalized ends (Zhao and Zhou, 2023). Algorithm

awareness represents a significant breakthrough beyond the critical

algorithm control research paradigm. It emphasizes how ordinary

users—devoid of specialized expertise—perceive, comprehend,

and recognize algorithms within algorithmic contexts. This form

of subjective perception rooted in algorithmic environments

demonstrates the potential to shape and influence subsequent

behavioral responses (Yan, 2025).

Therefore, we propose Research Hypothesis 2: Algorithmic

perception affects the level of perceived power in different

contexts (H2).

2.3 The influence of perceived power on
online browsing behavior

The level of individual perceived power affects cognition and

behavior (Park et al., 2015). When external circumstances may

pose a threat to an individual’s perceived power, individuals

with high perceived power are more inclined to cooperate with

others and sacrifice personal interests to maintain group interests

(Lammers et al., 2008), and they are more attentive to situational

factors, which, in turn, influence their prosocial or group-oriented

behaviors. The situational focus theory of power suggests that high

power perception enables individuals to have greater selectivity

and flexibility in information processing to focus on the task at

hand and suppress interference from irrelevant information. To

the contrary, individuals with low power perception find it difficult

to distinguish between relevant and irrelevant information and are

unable to concentrate on the task at hand (Galinsky et al., 2008;

Guinote, 2007; Weick and Guinote, 2008). Concentration further

leads to an underestimation of time intervals, creating a perception

that time passes more quickly (Zakay and Block, 1997, 2004). Beer

(2017) indicated that the concept of algorithms can play a powerful

role in shaping decisions and influencing behavior, thereby

constituting social power and discursive status. On this basis,

some scholars have proposed that people adopt confrontational

strategies to achieve a balance in the human-algorithm relationship

and coexistence between humans and machines (Wang, 2023).

However, Su (2023) holds that algorithms in the public sphere

face the risk of structural imbalance, which specifically includes

“subject alienation” weakening public participation in production

and communication, the “traffic-first” operational logic intensifying

the loss of value rationality, and the solidification and immersion of

“information cocoons” dissolving publicness.

According to the locus of control theory of power (Rotter,

1966), the perceived sense of power that individuals have further

influences their sense of internal control and external control.

Perceived control, as a fundamental need for power, refers to

the belief that individuals have in their ability to determine

their own internal states and external behaviors, to influence

their surrounding environment, and to achieve expected outcomes

(Wallston et al., 1987). It is the perception that individuals have

about their ability to control events to the extent and degree that

they can or cannot control them (Burger, 1989; Frazier et al., 2011).

The locus of control theory posits that individuals have different

explanations for the source of control over events and outcomes

in their lives. For internals, the locus of control lies within the

individual; they believe that the outcomes of most events in their

lives are determined by the effort that they put into accomplishing

these things, and they trust their ability to control the progression

and outcomes of events. In contrast, for externals, the locus of

control is external to the individual; they believe that the results

of most things in their lives are caused by external forces beyond

their control, such as societal arrangements, destiny, and luck. They

may believe that their personal efforts are futile in the face of these

larger forces.

Therefore, we propose Research Hypothesis 3: The level of

an individual’s perceived power affects their online browsing

behavior (H3). In different browsing contexts, internal

control (H3a) and external control (H3b) play different

mediating roles.

Building upon the conceptual synthesis, this study employs

a laboratory experiment to examine the mechanisms underlying

individuals’ reactions to algorithmic awareness during online

information-seeking. Critically, to ensure the ecological validity

of the simulated browsing environment, we first conducted

a pilot study to curate affectively neutral reading materials

sourced from dominant mobile-era new media platforms.

These validated materials were then utilized within the main

laboratory simulation to reveal the mediating roles of perceived

power and internal control. This study directly addresses

the unresolved question of why certain individuals exhibit

compliance with algorithmic recommendations while others

demonstrate resistance.

3 Pilot study

3.1 Experimental purpose

To avoid the influence of emotions and social expectations

on the cognitive processing of algorithmic push materials by new

media users and to ensure that participants do not experience

significant emotional fluctuations because of the content of the

materials, a pilot study was conducted to select a certain number

of neutral reading materials as the push materials in the formal

experiment. Familiarity with the content and the emotional valence

that it evoked were also assessed.

3.2 Experimental process

First, through an open-ended questionnaire, the expert panel

of the research group collected reading materials that university

students frequently browsed on their daily social media platforms.
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The expert panel selected two categories from commonly used new

media platforms in the mobile era, such as Xiaohongshu (Rednote),

which focuses on daily life, film and television works. A total of 158

reading materials were collected, and each included∼100 words of

reading text and one corresponding image.

A total of 199 participants were then randomly recruited from

a university to evaluate the familiarity and emotional valence of

the collected reading materials. The instructions were as follows:

“Hello, fellow student. We are doing xx research and invite you

to participate in our study. . . Thank you for participating in this

experiment. Below are some diverse reading materials. Please rate

the degree of your liking the information and the judgment of

the content based on your preferences. Everyone has different

personalities, so there are no right or wrong answers. Please

answer based on your actual situation.” The participants were

then asked to rate their liking of the information on a scale

from “1 = Dislike very much” to “7 = Like very much.” The

positivity/negativity of the content conveyed by the information

was rated on a scale from “1 = Very negative” to “7 = Very

positive,” and their familiarity with the content described in the

information was rated on a scale from “1 = Very unfamiliar” to

“7= Very familiar.”

3.3 Results

Among the 199 participants who evaluated the neutral reading

materials, there were 111 females and 88 males, with an average

age of 31.71 years (SD = 9.35). The mean values for the familiarity

and emotional valence of the 158 reading materials were calculated

(MFamiliarity = 6.03, SDFamiliarity = 0.58; MLiking = 5.85, SDLiking =

0.35; MPositivity/Negativity = 5.78, SDPositivity/Negativity = 0.36). Thirty

sets of text and corresponding images were selected as the most

suitable neutral reading materials, with 15 sets related to daily life

and 15 sets related to film and television sharing. These materials

were liked by the participants to an average degree, conveyed

content of a positive nature to an average degree, and had a

relatively small difference in content familiarity.

There was no significant difference in familiarity with the

reading materials between the daily life group (M = 6.17, SD =

0.54) and the film and television sharing group (M = 5.91, SD =

0.57), t(28) = 1.28, p= 0.21, Cohen’s d= 0.47, effect size (r)= 0.23.

In terms of the emotional valence caused by the reading materials,

there was no significant difference between the degree to which the

daily life group materials were liked by the participants (M = 5.55,

SD= 0.17) and the film and television sharing group (M= 5.60, SD

= 0.22), t(28) = −1.09, p = 0.28, Cohen’s d = −0.40, effect size (r)

= −0.20. There was also no significant difference in the positivity

of the content conveyed by the images in the daily life group (M =

5.48, SD = 0.21) and the film and television sharing group (M =

5.58, SD= 0.29), t(28) =−0.67, p= 0.51, Cohen’s d =−0.25, effect

size (r)=−0.12.

Therefore, we determined the neutral reading materials for the

formal experiment’s purposeless group (daily life) and purposeful

group (film and television sharing) and that the reading materials

themselves would not cause significant emotional fluctuations in

the participants.

4 Formal experiment

4.1 Experimental purpose and participants

The purpose of this study is to examine why people engage in

resistance to algorithmic power during new media browsing. The

study treats as independent variables whether individuals are aware

of algorithms and whether they have a clear browsing purpose.

A 2 (algorithmic awareness: presence, absence) × 2 (browsing

purpose: presence, absence) mixed factorial experimental design

is used to investigate the differences in resistance to algorithmic

power under different levels of algorithmic awareness and browsing

purposes. The presence or absence of algorithmic awareness is a

between-subjects variable, while the presence or absence of a clear

browsing purpose is a within-subjects variable.

We calculated the required sample size for the study using

G∗power 3.1 (Faul et al., 2007). Following Cohen’s guidelines, with

a two-way mixed analysis of variance (ANOVA) as the statistical

method, an effect size of f = 0.2, α = 0.05, 1-β > 0.8, and respective

sample sizes of 2 for within-subjects and between-subjects factors,

the minimum sample size was 52 participants.

Therefore, we randomly recruited 75 undergraduate students

through campus announcements from a university (all of whom

had not participated in the pilot study) to participate in the

experiment. All participants received 30 yuan upon completion of

the experiment.

Participants were randomly assigned to one of two groups

(the algorithm awareness group or the no algorithm awareness

group) and were informed of the complete procedure accordingly.

They could withdraw from the experiment at any time if they

felt any discomfort. The purpose of the algorithmic awareness

manipulation was explained, and psychological support was

provided after they completed the experiment.

As a manipulation check, we included a single-choice question

in the post-experiment questionnaire asking participants to select

how the information they viewed during the experiment was

filtered: “Algorithmically filtered” or “Randomly filtered.” This

was used to verify whether the participants correctly understood

the experimental instructions. We also used a seven-point Likert

scale “To what extent did you believe the information was

algorithmically filtered?” as a measure of participants’ level of

algorithmic awareness.

The data of 7 participants were excluded because they

provided incorrect responses (i.e., participants in the algorithm

awareness group who answered “randomly filtered” and those in

the no algorithm awareness group who answered “algorithmically

filtered”), resulting in a final sample of 68 participants, with 10male

participants (15.6%) and 58 female participants (84.4%).

4.2 Experimental procedure and materials

4.2.1 Experimental procedure
The experimental procedure is shown in Figure 1. The

participants were first guided to sign an informed consent form

upon entering the laboratory. Since users may also be influenced

by their own emotions during the behavior process (Geber et al.,
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the exact same experimental procedure

fill in informed consent and emotional scale (pretest)

Algorithmic Awareness Group

informed that information is

recommended by algorithm

NoAlgorithmic Awareness Group

informed that the information is

presented completely at random

browse randomly

(no purpose)

find a film suitable for the class

meeting (with a purpose)

fill in the post-test scale (emotion scale, resistance scale, control scale)

explain the purpose of the experiment

FIGURE 1

Formal experimental operational flow chart.

2021), that is, there are irrational triggers for users’ algorithmic

compliance or resistance behaviors, the emotional levels of the

participants were measured both before and after the experiment.

After the participants had calmed their emotions, they completed

an emotional scale based on their current emotional state.

After completing the form, the participants were randomly

assigned to the “algorithmic awareness” group or the “no

algorithmic awareness” group. They were then led into the

eye-tracking laboratory by the experimenter, where they began

the information browsing task using an identical experimental

procedure. However, the “algorithmic awareness” group was

informed by the experimenter that “the information is pushed

based on your behavioral habits according to the algorithm,”

to activate algorithmic awareness, whereas the “no algorithmic

awareness” group was told by the experimenter that “the

information is presented completely randomly.”

Both groups of participants were required to complete

“purposeful” and “purposeless” information browsing tasks, with

the order of presentation and the number of tasks being random

for both of these tasks. Specifically, during the “purposeless” task,

the experimenter asked the subject to “wait a few minutes first,

the responsible teacher will be here soon. Feel free to browse the

information on the screen, press the J key to go to the next page.”

This was followed by another experimenter entering the laboratory

and instructing the subject to “find a movie suitable for screening at

a class meeting, press the J key to go to the next page” to complete

the “purposeful” task. The other half of the participants were first

informed to find a movie suitable for a class meeting; then, they

waited for a few minutes and browsed information randomly.

After the experiment, the experimenter asked the participants

to complete the post-experiment emotional rating scale,

algorithmic compliance scale, and sense of control scale, among

others. Finally, the experimenter explained the purpose of the

experiment to the participants and carefully inquired about their

experiences to ensure that the experiment had not caused any

harm to the participants.

The experimental procedure was developed using E-Prime 3.0

and consisted of 15 trials with a browsing purpose and 15 trials

without a browsing purpose. The materials in each trial were the

neutral reading materials selected from the pilot study. After the

subjects completed browsing the material, they pressed the J key to

proceed to the next page. Both the trials with a browsing purpose

and those without a browsing purpose were randomly presented in

blocks, with each having an equal probability of 50% in terms of

their sequence of appearance.

4.2.2 Experimental materials
4.2.2.1 Emotional scale

Based on the revised emotional assessment scale by Li et al.

(2013), a secondary revision was conducted. The scale includes

seven emotional words: excitement, calmness, happiness, tension,

relaxation, anxiety, and sadness. The scoring method uses a seven-

point Likert scale, with 1 indicating “none” and 7 indicating “very

much.” The scale has good reliability indicators (Cronbach’s α =

0.85) and satisfactory validity.

4.2.2.2 Level of compliance

The compliance level of the participants during the “purposeful

browsing” and “purposeless browsing” stages was measured using

a self-developed scale. The scale consists of 5 items scored with

a seven-point Likert scale, with 1 indicating “Strongly Disagree”
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TABLE 1 Di�erences in emotion level measured before and after the

intervention.

Emotion Pre-test
(SD)

Post-test
(SD)

Significance
level

Excitement 2.49 (±1.45) 2.47 (±1.44) t(67) = 0.06, p= 0.95,

Cohen’s d = 0.01

Pleasure 4.65 (±1.24) 4.91 (±1.24) t(67) =−1.25, p= 0.22,

Cohen’s d =−0.15

Peace 5.12 (±1.40) 5.13 (±1.38) t(67) =−0.07, p= 0.95,

Cohen’s d =−0.01

Relaxation 5.02 (±1.40) 5.43 (±1.32) t(67) =−1.65, p= 0.10,

Cohen’s d =−0.20

Tension 2.18 (±1.33) 1.78 (±1.21) t(67) = 1.90, p= 0.06,

Cohen’s d = 0.23

Anxiety 2.13 (±1.33) 1.93 (±1.35) t(67) = 0.90, p= 0.37,

Cohen’s d = 0.11

Sadness 1.37 (±0.84) 1.28 (±0.81) t(67) = 0.64, p= 0.52,

Cohen’s d = 0.08

and 7 indicating “Strongly Agree.” The specific items include (1)

“I like the browsing materials presented;” (2) “If time permits, I

would continue browsing;” (3) “I want to see more materials;” (4)

“I like this information push method;” and (5) “I like this part of

the experimental procedure.”

4.2.2.3 Level of perceived power

The subjective sense of power of individuals was measured

using the revised General Perceived Power Scale by Anderson

and Galinsky (2006). The scale was scored with a seven-point

Likert scale, with 1 indicating “Strongly Disagree” and 7 indicating

“Strongly Agree.” The specific items include statements such as “I

feel I have a great deal of power,” “I canmake others do what I want,”

“I can get others to listen to me,” and “As long as I want to, I can

make decisions on my own.”

4.2.2.4 Levels of internal and external control

Based on Levenson’s (1981) Perceived Control, Chance, and

Luck Scale, which categorizes psychological control into three

components—internal control, other control, and chance—and

corresponds to three subscales, the study adjusted some of the

wording to fit the experimental context and used these subscales

to assess the levels of internal and external control. The internal

control subscale was used to measure the sense of internal control,

while the other control subscale was used to measure the sense

of external control. Both were evaluated with a seven-point Likert

scale, with 1 indicating “Strongly Disagree” and 7 indicating

“Strongly Agree.”

5 Results

5.1 Level of emotion

First, a paired samples t-test was conducted to statistically

analyze the differences in emotional levels before and after testing

the 68 participants. The results, as shown in Table 1, indicate

that there were no significant differences in positive emotions

(happiness and excitement), neutral emotions (calmness and

relaxation), or negative emotions (anxiety, sadness, and tension)

between the pre-test and post-test, ps > 0.05.

5.2 Level of algorithmic awareness

We conducted an independent sample t-test to check whether

the level of algorithmic awareness was different between the two

groups. Participants in the algorithmic awareness group reported

they are more believe the information was algorithmically filtered

in the algorithmic awareness group (M = 4.69, SD = 1.85) than

those in the no algorithmic awareness group (M= 2.50, SD= 1.08),

t(66) = 5.882, p < 0.001, Cohen’s d > 1, which suggested that the

algorithmic awareness had been successfully activated.

5.3 Level of compliance

A two-way mixed ANOVA was conducted with the level

of compliance, with information as the dependent variable

and “algorithmic awareness” and “browsing purpose” as the

independent variables.

The results, as shown in Figure 2, indicate a significant main

effect for browsing purpose, F(1,66) = 7.83, p = 0.01, η² = 0.11.

When people browse information without a specific purpose, their

level of compliance with the information (M = 5.09, SD = 0.13)

is significantly lower than when they have a specific purpose

(M = 5.37, SD = 0.14). There is also a significant main effect

for algorithmic awareness, F(1,66) = 10.61, p < 0.01, η² = 0.14.

When people believe that the information is recommended by

algorithms, their level of compliance with the information (M =

5.36, SD = 0.18) is significantly higher than when they believe

that the information is randomly pushed (M = 4.83, SD = 0.18).

The interaction effect between browsing purpose and algorithmic

awareness is not significant, F(1,66) = 1.28, p= 0.26, η²= 0.02.

A simple effects analysis was conducted on the interaction

between having or not having a browsing purpose and being

aware or not being aware of being manipulated. When people

believe that the information is pushed by algorithms, their level

of compliance with the information obtained during purposeful

browsing (M = 5.83, SD = 0.19) is significantly higher than

their level of compliance with the information obtained during

purposeless browsing (M = 5.44, SD = 0.19), F(1,66) = 7.72, p =

0.01, η² = 0.11. When people believe that information is randomly

pushed, the difference in compliance levels between purposeful

browsing (M = 4.75, SD = 0.19) and purposeless browsing (M =

4.91, SD= 0.19) is not significant, F(1,66) = 1.39, p= 0.24, η²= 0.02.

5.4 The mediating e�ects of perceived
power and sense of control

5.4.1 Compliance with information during
purposeful browsing

By using the regression-based mediation process analysis

method proposed by Preacher and Hayes, with Hayes’ bootstrap

test procedure developed in the SPSS Process plugin, and setting
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FIGURE 2

The e�ect of algorithmic awareness on compliance level scored with or without a browsing purpose. Error bars represent ±1 SEM.

0.62+
0.23*

0.78** 0.14
Algorithm Awareness Compliance Level

Perceived Power

FIGURE 3

The mediating e�ect of sense of power on algorithmic consciousness and compliance level (purposeful). **p < 0.01, *p < 0.05, +p < 0.1.

the sample size (bootstrap samples) to 5,000, the theoretical Model

4 pre-set in the plugin was tested.

With algorithmic awareness as the independent variable, the

level of compliance with information during purposeful browsing

as the dependent variable, and perceived power as the mediating

variable, the results show that the following (Figure 3). (1)

Algorithmic awareness has a significant positive effect on the

level of compliance with information during purposeful browsing,

β = 0.78, SE = 0.27, p = 0.01. Consistent with the results of

the two-way ANOVA, compared with when people believe that

the information is randomly presented, the compliance level is

higher when people are aware that the information is pushed by

algorithms. (2) Algorithmic awareness has a marginally significant

positive effect on the level of perceived power, β = 0.62, SE = 0.32,

p= 0.06. Compared with when people believe that the information

is randomly presented, the level of perceived power is higher when

people are aware that the information is pushed by algorithms. (3)

The level of perceived power has a significant positive effect on the

level of compliance with information during purposeful browsing,

β = 0.23, SE = 0.10, p = 0.03. When the level of perceived power

is higher, the compliance level is higher with information obtained

during purposeful browsing.

Using the bias-corrected non-parametric percentile bootstrap

method, the mediating effect of perceived power on the influence

of algorithmic awareness on compliance level was tested, with a

confidence interval set at 95%. The mediating effect of “algorithmic

awareness→ perceived power→ compliance level” was significant

(Effect = 0.14, SE = 0.10, 95% CI = [0.00, 0.42]), which

indicates that perceived power partially mediated the influence of

algorithmic awareness on the level of compliance with information

during purposeful browsing and the mediating effect of perceived

power accounted for 18% of the total effect.

According to the locus of control theory of power (Rotter,

1966), the perceived sense of power that individuals have further

influences their sense of internal control and external control.

Therefore, the bootstrap test procedure developed by Hayes

was used to test the pre-set theoretical Model 6 in the SPSS

Process plugin. The sampling sample size (bootstrap samples)

was set at 5,000, and chain mediating effects were tested for

“algorithmic awareness→ perceived power→ internal control→

compliance level” and “algorithmic awareness→ perceived

power→ external control→ compliance level,” with the results

shown in Figures 4a, b.

The results indicate that the chain mediating effect of

“algorithmic awareness→ perceived power→ internal control→

compliance level” is established, with Effect = 0.09, SE = 0.07,

95% CI = [0.01, 0.29], whereas the chain mediating effect of

“algorithmic awareness→ perceived power→ external control→

compliance level” is not established, with Effect = −0.00, SE =

0.01, 95% CI = [−0.06, 0.01]. Therefore, when people believe that

information is pushed by algorithms, their level of perceived power

increases, which, in turn, enhances their sense of internal control

rather than external control, thereby leading to compliance with

algorithmic information.

Ind1 represents the mediating effect of “algorithmic

awareness→ perceived power→ compliance level,” Ind2 indicates
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Algorithm Awareness Compliance Level

Internal ControlPerceived Power

0.41***

0.08

0.60*

Ind1=0.05, Ind2=0.09, Ind3=0.17

0.37**0.62+

0.47+

Algorithm Awareness Compliance Level

External ControlPerceived Power

0.76**

Ind1=0.14, Ind2=-0.00, Ind3=0.02

0.28 0.23*

0.070.62+

A

B
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FIGURE 4

(A) An analysis of the chain mediating e�ects of sense of power and internal control. (B) An analysis of the chain mediating e�ects of sense of power

and external control. ***p < 0.001; **p < 0.01; *p < 0.05; +p < 0.1.

0.62+
0.12

0.62* 0.08
Algorithm Awareness Compliance Level

Perceived Power

FIGURE 5

The mediating e�ect of perceived power on the influence of algorithmic awareness on compliance level (purposeless). *p < 0.05; +p < 0.1.

the chain mediating effect of “algorithmic awareness→ perceived

power→ internal (external) control→ compliance level,” and Ind3
denotes the mediating effect of “algorithmic awareness→ internal

(external) control→ compliance level.”

5.4.2 Compliance with information during
purposeless browsing

Using the regression-based mediation process analysis method

(Hayes, 2013), the bootstrap test procedure developed was

employed to test the pre-set theoretical Model 4 in the SPSS Process

plugin, with the sample size (bootstrap samples) set at 5,000 for

testing (Figure 5).

With algorithmic awareness as the independent variable, the

level of compliance with information during purposeless browsing

as the dependent variable and perceived power as the mediating

variable, the results show that the following. (1) Algorithmic

awareness has a significant positive effect on the level of compliance

with information during purposeless browsing, β = 0.62, SE

= 0.27, p = 0.02. Consistent with the results of the two-way

ANOVA, compared with when people believe that the information

is randomly presented, the compliance level is higher when people

are aware that the information is pushed by algorithms. (2) The

level of perceived power does not have a predictive effect on the

level of compliance with information during purposeless browsing,

β = 0.12, SE= 0.10, p= 0.22.

Using the bias-corrected non-parametric percentile bootstrap

method, the mediating effect of perceived power on the influence

of algorithmic awareness on compliance level was tested, with a

confidence interval set at 95%. The mediating effect of “algorithmic

awareness→ perceived power→ compliance level” was not

significant (Effect = 0.08, SE = 0.09, 95% CI= [−0.04, 0.33]). This

result indicates that the mediating role of perceived power in the

influence of algorithmic awareness on the level of compliance with

information during purposeful browsing is not established.

6 Discussion and conclusion

This study revealed that when individuals browse online

information recommended by algorithms, whether or not there

is a purpose, algorithmic awareness significantly affects an

individual’s compliance level with algorithms. That is, when an

individual’s algorithmic awareness is stronger, an individual is

more willing to use algorithmic recommendation mechanisms to
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assist in information decision-making activities. In particular, when

individuals purposefully browse information, they experience a

sense of power over their browsing behavior at a psychological level.

6.1 Algorithmic awareness and the shifting
boundaries of resistance and compliance

Based on the fundamental role of algorithmic awareness, the

sense of power within individuals triggers a strong sense of internal

control, which leads them to believe that they have the ability to

control algorithms and use them as tools to assist in decision-

making. Therefore, individuals exhibit high levels of algorithmic

compliance and are willing to continuously browse information

recommended by algorithms. In this experiment, there was no

significant difference in the emotional measurements of individuals

before and after reading the experimental materials, indicating

that the experimental materials did not produce a noticeable

positive or negative stimulus on the participants’ emotions. Positive

emotions such as happiness, calmness, relaxation, and neutral

emotions remained at high levels. Whether individuals browse

algorithmically recommended information with a purpose or

not, their perception of algorithms facilitates their algorithmic

compliance behavior, and high levels of positive or neutral

emotions are not negatively affected by algorithms and their

recommended content.

This study found that when individuals face task-driven

purposeful browsing and perceive the existence of algorithmic

recommendations, under the influence of their sense of power and

the resulting sense of internal control, individuals do not experience

strong anxiety or resistance toward algorithms but, on the contrary,

exhibit high compliance with the information recommended

by algorithms. The recommendation algorithms themselves and

the information that they provide do not cause significant

emotional fluctuations in individuals. Instead, algorithms are seen

as rational tools, and the information recommended by algorithms

is considered the result of self-screening. Based on the previously

high levels of positive and neutral emotions, individuals exhibit

continuous browsing behavior, which reflects a compliant attitude

toward algorithms.

Under the condition of purposeful browsing, individuals’

perceived power plays a role, and their high sense of internal

control over algorithms reflects emotions such as happiness

and relaxation. At the practical level, individuals delegate their

decision-making power to algorithms, which promotes the

occurrence of compliant behavior. The content filtering function

and recommendation mechanism of algorithms, with their high

efficiency and convenient operation, meet people’s needs for

purposeful browsing, stimulate the motivation for the continuous

reading of algorithm-recommended information, and lead to a high

level of compliant psychology in people. By strategically embedding

explanatory cues during purposeful browsing, such as displaying

“Recommended based on your history” when users revisit curated

content, platforms may transform passive algorithmic experiences

into conscious reflection moments. Under the condition of

purposeless browsing, the mediating effect is not significant.

Users may rely more on external cues (e.g., information order),

weakening internal control mechanisms (Zarouali et al., 2021).

This passive mode of engagement reflects a reduced threshold for

heuristic processing: algorithmic recommendations function less as

decision aids and more as cognitive substitutes, diminishing users’

critical evaluation of content. Consequently, behavioral compliance

stems not from delegated agency, but from cognitive offloading

and attentional inertia, wherein algorithmic pathways default into

low-effort browsing trajectories.

This study also revealed that when individuals engage in

random information browsing activities, their awareness of

algorithms still triggers a sense of power. However, at this time,

perceived power does not have a significant effect on individuals’

level of compliance with algorithms. This is because people’s

perception of external control is at play, with algorithms becoming

intruders that affect people’s information decisions, which leads

to psychological alertness and a shift from compliance to caution.

This study synthesizes algorithmic awareness, perceived power,

and locus of control, highlighting their interplay in shaping

users’ power negotiation within algorithmic contexts. Collectively,

their integration refines theoretical frameworks by capturing the

reciprocal dynamics between individual agency and systemic

power structures.

6.2 How perception of power acts on
algorithmic awareness

As users of the internet, whether they are reading social media,

searching for information via search engines, or browsing shopping

websites, people are constantly influenced by recommendation

algorithms and exist in a virtual environment constructed

of algorithmically recommended information. This information

shapes people’s cognition and attitudes and deeply intervenes in

their daily lives. With the development of the new media era,

the power of the “gatekeeper” has undergone a transformation,

shifting from traditional editors and gradually becoming mediated

by algorithms that determine the types of content and information

that people will encounter on the internet. In the long-term

practice of media use and the enhancement of media literacy,

people have gradually developed direct or indirect awareness of

the existence and mechanisms of recommendation algorithms.

Algorithms predict individuals’ interest preferences based on

their past browsing content and behavior or filter information

collaboratively according to the common behavioral characteristics

of a group of people, enabling people to have personalized

experiences in information consumption. When people browse

internet information, their awareness of the existence of algorithms

leads to judgments about perceived power: is the power to screen

information controlled by self-determination or by algorithms? At

the same time, people evaluate the value and utility of algorithms

and consider whether algorithms can serve as a tool to assist in

achieving goals efficiently when people have browsing purposes,

thus influencing their compliance with or resistance to algorithms.

Although recommendation algorithms can provide certain

conveniences for people, they have predictable negative impacts

that can subtly change people’s cognitive and behavioral habits.

Algorithms create a unique, bizarre bubble world for every user
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on the internet by filtering out content that users prefer from the

vast amount of overloaded information while immersing people

and making them enjoy it. The information that individuals

encounter within their bubbles is meticulously customized by

recommendation algorithms, and everything that users see and

hear aligns with their interests. However, individuals find it

difficult to gain a true and comprehensive understanding of

the real overall environment and appearance of the world and

society, and they gradually develop a cognitive pattern centered on

themselves. A more extreme result is that people become obsessed

with homogenized information and emotions and become rigid

and fanatical. They are repeatedly stimulated by homogenized

content within an echo chamber, which leads to the polarization

of thought and the radicalization of behavior. Therefore, people

should treat recommendation algorithms with caution. Faced

with the convenience of algorithms, when people delegate the

control of information filtering to algorithms, they should strike

a balance and maintain a proper scale between human subjective

initiative and the instrumental nature of algorithms. Moderate

compliance with algorithms does not mean that one’s judgment

and decision-making ability are completely abandoned. People

need to be vigilant against the inertia of thought and avoid

excessive reliance on algorithms or even sinking into “algorithmic

unconsciousness.” To resist or comply with the utopian world

constructed by algorithms, people should firmly uphold the

principles of human subjectivity and consciousness. They should

strike a balance between the instrumental and value rationalities

of recommendation algorithms by enabling algorithms to better

meet people’s needs for efficient and accurate information browsing

while also having a positive and proactive impact on society,

culture, and people’s values.

6.3 Reflections on the barriers between
instrumental rationality and value
rationality in algorithmic recommendation

As ethical issues associated with artificial intelligence and big

data have become prominent, algorithmic power has emerged

as a hot topic of academic research (Bucher and Mølster,

2013; Ferrari and Graham, 2021; Van and Scully, 2024). As

intermediaries, algorithms not only influence people’s cognition

and behavior but also construct, regulate, and control various

relationships to gradually become a form of power. From an

ontological perspective, the existence and dominion of algorithms

seem to be invisible and impenetrable, triggering what some

refer to as a “control crisis” (Bodó et al., 2018). Technological

trust mediators function as black boxes, prioritizing platform

objectives over user agency. This dynamic leads users to

confuse algorithmic filtering with autonomous choice, eroding

genuine decision-making autonomy under the pretense of

control. Du and Zhou (2022) began their discussion on user

autonomy from the perspective of privacy issues in algorithmic

recommendations. In an era of coexistence with algorithms,

“information empowerment” aims to form a user-led information

flow mechanism by ensuring the subjective rights and interests

of individuals in their information acquisition, processing, and

TABLE 2 The e�ect of gender on several key outcome variables.

Variables Male Female Significance
level

Perceived

Power

3.53 (±1.41) 3.31 (±1.36) t(66) = 0.45, p= 0.65,

Cohen’s d = 0.11

Internal

control

4.57 (±1.57) 3.95 (±1.15) t(66) = 1.49, p= 0.14,

Cohen’s d = 0.37

External

control

3.98 (±0.89) 4.05 (±0.75) t(66) =−0.29, p= 0.77,

Cohen’s d =−0.07

Purposeless

compliance

4.96 (±0.99) 5.12 (±1.16) t(66) =−0.41, p= 0.69,

Cohen’s d =−0.10

Purposeful

compliance

5.20 (±1.15) 5.40 (±1.22) t(66) =−0.48, p= 0.63,

Cohen’s d =−0.12

usage. This is intended to “compel” algorithmic mechanisms

and information processing to be transparent and open through

the self-control and self-determination of personal information.

In the digital age, the impact of algorithmic recommendation

mechanisms on human autonomy is manifested primarily as a

“loss of power” crisis over personal information. However, the

current “information empowerment” mechanisms have not yet

been effectively established and implemented, which leads to

personal information freedom being manipulated by algorithmic

power (Du and Zhou, 2022). Platform algorithms establish

connections between people and content, essentially configuring

visibility. Compared with local visibility and media visibility, the

configuration of algorithmic visibility is more covert, random, and

uncertain (Yi, 2022). Algorithmic recommendations enhance users’

instrumental rationality by efficiently matching their preferences

with relevant content, thereby facilitating goal-oriented decision-

making. However, they may undermine value rationality by

narrowing informational exposure and shaping choices based

on opaque criteria, potentially diluting critical engagement with

broader societal values.

6.4 Limitation and future research

While this study employed a controlled experimental design

to rigorously test the causal relationships between algorithmic

awareness, perceived power, sense of control, and compliance

behavior, the limitation of this study must also be considered.

Although the results of the independent samples t-test showed that

the effect of gender on perceived power, internal control, external

control, purposeless compliance and purposeful compliance

behavior was not significant (see Table 2), participants were

predominantly female undergraduate students. This is partly

limited by the higher female-to-male ratio in the sampled school,

and partly given that the user base of the modeled social

media platform, Rednote, is mostly female (Zhao and Zhou,

2023; Chen and Jiang, 2025; Lu and University of Georgia.

Music - MA, 2022; Han, 2025). Thus, it necessitates caution

in generalizing findings to broader populations with diverse

gender representation, ages, occupations, cultural backgrounds,

and baseline levels of algorithmic literacy. Future research should
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actively incorporate these diverse groups to establish the wider

applicability and potential boundary conditions of the observed

psychological mechanisms.

The use of carefully curated, affectively neutral reading

materials was a deliberate strength to minimize confounding

emotional responses and isolate the target variables. However,

neutral materials may underestimate users’ emotional responses

to personalized content. These materials differ from the

personalized, often affectively charged content typical of real-

world algorithmic feeds. Furthermore, although laboratory

controls ensure internal validity, the artificial lab setting suggests

opportunities for improving ecological validity. Future studies

could replicate experiments with high-involvement content,

including incorporating diverse materials, such as simulated

short-video platform or news app recommendation interfaces,

and content with varying levels of personal relevance, emotional

valence, and stakes. This will test the robustness of the effects in

environments closer to actual user experience.
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