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Introduction: Socioeconomic disadvantage has been linked to neurocognitive
alterations in reward and loss processing, which may contribute to adverse
psychological outcomes. However, the mechanisms through which itinfluences
reinforcement learning remain unclear.

Methods: This study employed a Probabilistic Reversal Learning Task to examine
how two distinct indicators of disadvantage—material hardship and low
household income—affect reward and punishment-based learning in a sample
of Chinese undergraduate students. Behavioral responses were analyzed
through computational modeling within a reinforcement learning framework,
estimating three key parameters: reward learning rate, punishment learning
rate, and inverse temperature.

Results: Results revealed that material hardship uniquely predicted individual
differences in punishment learning rate, whereas household income showed no
independent association with any of the model parameters.

Discussion: The findings suggest that material hardship may specifically impair
the ability to learn from negative outcomes. Furthermore, the study underscores
the importance of distinguishing between material hardship and income-
based adversity in research examining the cognitive impacts of socioeconomic
disadvantage.

KEYWORDS

material hardship, socioeconomic disadvantage, reinforcement learning, punishment
learning, computational modeling

1 Introduction

In the field of cognitive science, reinforcement learning (RL) refers to a fundamental
cognitive process by which individuals optimize their behavior based on environmental
feedback (Shteingart and Loewenstein, 2014; Subramanian et al., 2022). This process operates
via two dissociable pathways: (1) reward learning, where actions may be strengthened by
positive outcomes (Daniel and Pollmann, 2014)—for example, an employee works harder
after receiving a bonus—and (2) punishment learning, where behaviors may be modified to
avoid adverse consequences, such as a driver slowing down after receiving a speeding ticket.
Neuroscience research indicates that these pathways engage distinct neural substrates
(Yacubian et al., 2006; Xue et al., 2013). Critically, extensive research has demonstrated that
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reward and punishment learning plays a crucial role in everyday
decision-making (Lee et al., 2012), influencing behaviors across
diverse contexts ranging from risk-taking (Marshall and Kirkpatrick,
2017) to social interactions (Heininga et al., 2017). This framework
helps explain socioeconomic disparities in behavior; for instance,
higher socioeconomic status has been linked to risky driving
behaviors (Atombo et al., 2017), potentially because the punitive
impact of fines is attenuated, disrupting the typical balance of
punishment learning. While the behavioral and neural mechanisms
of RL are well-documented, few studies investigate how individual
differences, such as early-life experiences, influence these
mechanisms. Investigating such factors may clarify the determinants
of lifelong learning tendencies, thereby integrating cognitive models
of decision-making with developmental psychology.

Given the established role of RL in daily life, a critical yet
understudied question is how socioeconomic factors—particularly
socioeconomic disadvantage—may shape these cognitive processes.
Socioeconomic disadvantage exerts profound and far-reaching
influences on human development, with measurable effects across
multiple life domains including physical health (Torpy et al., 2007),
mental well-being (Marbin et al., 2022), cognitive functioning (Mani
etal, 2013), and economic decision-making (De Bruijn and Antonides,
2022). Notably, emerging neuroimaging evidence indicates that
socioeconomic disadvantage may alter neurocognitive mechanisms
relevant to RL, such as reward and loss processing. For example, White
etal. (2022) found that a lower income-to-poverty ratio was associated
with heightened neural responses to reward and loss cues during a
passive avoidance task. Romens et al. (2015) demonstrated that
increased neural activity during reward anticipation mediated the
association between childhood poverty and depression symptoms,
suggesting a potential neural pathway linking socioeconomic
disadvantage to mental health outcomes. However, despite these
advances, direct evidence on whether and how socioeconomic
disadvantage modulates RL processes remains scarce. Addressing this
gap could not only bridge cognitive science with developmental
psychology but also inform interventions to mitigate the long-term
behavioral impacts of socioeconomic disadvantage.

Over the past two decades, researchers have increasingly
examined material hardship as a proximal measure of socioeconomic
disadvantage (Gershoff et al., 2007; Thomas and Waldfogel, 2022).
Unlike conventional income-based measures, material hardship
reflects tangible deficits in meeting basic needs—such as food
insecurity, unstable housing, and lack of medical care—providing a
proximate framework to examine how acute scarcity shapes cognition
and behavior (Beverly, 2001). Recent studies suggest that these
experiences may influence economic decision-making, potentially
altering how individuals evaluate risks and rewards. For example, He
et al. (2024) reported that individuals with higher material hardship
exhibited more loss-averse behavior in a mixed gambling task.
Additionally, neuroimaging evidence demonstrates associations
between material hardship and functional changes in frontal-limbic
circuit (Chen et al., 2023), which is also a neural network critically
involved in RL processes. These observations raise the possibility that
material hardship, as a concrete manifestation of socioeconomic
disadvantage, may directly modulate RL mechanisms, exacerbating
maladaptive decision-making. By integrating material hardship into
cognitive psychology, we can bridge the gap between macro-level
socioeconomic factors and micro-level cognitive processes, ultimately
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clarifying how specific deprivation experiences shapes long-
term behavior.

To empirically examine RL processes, researchers often employ
probabilistic learning tasks (Koch et al., 2008; Daniel et al., 2020). In
these paradigms, participants learn through trial and error to associate
actions with probabilistically delivered rewards or punishments,
thereby capturing adaptive learning under uncertainty (Soltani and
[zquierdo, 2019). Computational RL models are then used to quantify
the latent learning processes and individual differences (Schaaf et al,
2023). These models mathematically describe how individuals update
their expectations based on feedback received, enabling the estimation
of parameters reflecting distinct cognitive components. Key
parameters include the learning rate, which determines how quickly
expectations adjust to new feedback, and inverse temperature, which
indicates the degree of randomness in decision-making (Katahira,
2015). Critically, while standard RL models apply a single learning rate
to both reward and punishment outcomes, evidence from cognitive
neuroscience research suggests dissociable neural substrates for these
processes (Gueguen et al., 2021). This supports the use of a three-
parameter model decoupling reward and punishment learning (den
Ouden etal,, 2013): the reward learning rate determines how rapidly
expectations increase following gains, the punishment learning rate
governs how rapidly expectations decrease following losses, and the
inverse temperature parameter captures choice stochasticity.

Building upon this foundation and addressing the identified research
gap, the current study employs a probabilistic reversal learning task
coupled with the three-parameter computational RL model to
empirically test whether socioeconomic disadvantage modulates core RL
mechanisms. Specifically, we examine how two established indicators of
disadvantage—material hardship and low household income—influence
the efficiency of learning. These indicators are included as independent
variables in regression analyses to assess their effects on two key
computational parameters: the reward learning rate and the punishment
learning rate. Based on emerging neurocognitive evidence linking
socioeconomic adversity to heightened neural sensitivity to rewards and
punishments (White et al, 2022), we hypothesized that greater
socioeconomic disadvantage will be associated with elevated learning
rates for both rewarding and punishing outcomes. This accelerated
behavioral adaptation to feedback represents a potential cognitive
mechanism through which socioeconomic disadvantage could shape
long-term decision-making tendencies. By employing computational
modeling within this well-established RL paradigm, our study moves
beyond behavioral correlations to directly probe how disadvantage
modulates these learning mechanisms, thereby illuminating cognitive
pathways linking socioeconomic context to adaptive decision-making.

2 Materials and methods
2.1 Participants

The study protocol received ethical approval from the Research
Ethics Committee of the author’s affiliated university. A priori power
analysis using G*Power (Faul et al., 2007) indicated that a sample size
of 84 provided 95% power to detect small effects (0.2) in multiple
regression with up to 4 predictors at @ = 0.05. A total of 100 first-year
undergraduates were recruited from a public comprehensive university
in China, where the average scores on the National College Entrance
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Examination (Gaokao) of admitted students fall within the mid-to-
upper range nationally. Following exclusions for incomplete data or
task accuracy below chance level, 95 participants (57 females, 38 males;
aged 18-20 years, M + SD = 18.44 + 0.58) comprised the final sample.
All participants reported normal or corrected-to-normal vision, and
none reported a history of psychotropic medication use. Written
informed consent was obtained prior to participation. Participants
received ¥30-50 (approximately 5-6 USD) as compensation for
their time.

2.2 Measures

Material hardship. Material hardship was assessed using the
Chinese version of the Family Economic Hardship Questionnaire
( ). The 4-item scale evaluates the frequency of material
hardships across four domains: food insecurity, clothing affordability,
access to entertainment, and housing stability. It has demonstrated
strong psychometric properties in Chinese adolescent samples, with a
Cronbach’s « of 0.84 in the original study and 0.83 in our sample.
Participants rated each item on a 5-point Likert scale (1 = never, 5 = all
the time). A composite score was calculated by averaging responses,
with higher scores indicating greater material hardship.

Household income. Household income was self-reported using a
7-point ordinal scale: 1 (monthly income < ¥4,000 [~5,060 USD]), 2
(¥4,000-7,999 [~560-1,100 USD]), 3 (¥8,000-11,999 [~1,100-1,680
USD]), 4 (¥12,000-15,999 [~1,680-2,230 USD]), 5 (¥16,000~19,999
[~2,230-2,800 USD]), 6 (¥20,000-39,999 [~2,800-5,600 USD]), to 7

10.3389/fpsyg.2025.1665380

(>¥40,000 [~5,600 USD]), with lower scores indicating lower
household income.
Probabilistic reversal learning task. Participants performed a
computerized probabilistic reversal learning task (adapted from
) designed to measure reinforcement learning
mechanisms under uncertainty. In this task, participants repeatedly
selected between two visual stimuli—a square and a circle—
presented simultaneously on each trial, with the goal of maximizing
monetary rewards. They were explicitly informed that accumulated
winnings would supplement their base compensation. Each trial
followed a structured sequence: Following stimulus onset,
participants had 1,500 ms to select one option; failure to respond
within this window triggered an automatic random selection by the
computer, with reaction time recorded as 1,500 ms. The chosen
stimulus was then highlighted for 500 ms. After a variable delay
(500-1,500 ms), the outcome (WIN ¥0.5 or LOSS ¥0) was displayed
for 1,000 ms. Critically, stimulus-outcome contingencies were
probabilistic: One stimulus was designated “correct” (75%
probability of WIN; 25% probability of LOSS), while the other was
“incorrect” (25% WIN; 75% LOSS). The “LOSS” outcome was coded
as ¥0.00 (instead of a negative value) to avoid negative earnings
throughout the task. This design was implemented to maintain
participant motivation and engagement, and although the outcome
is numerically zero, it is psychologically perceived as a loss relative
to the winning outcome. A variable inter-trial interval (500-
1,500 ms) followed, resulting in a mean trial duration of
approximately 5,000 ms (see for schematic). To assess
adaptive learning, the contingencies reversed randomly after 5 or 6

FIGURE 1
The procedure of a single trial in the probabilistic reversal learning task
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consecutive correct choices (this variability prevented anticipation
of reversals). Participants needed to learn the new contingencies
before another reversal could occur. Across the 60-trial task, up to
10 reversals were possible, with the total number of achieved
reversals serving as a behavioral index of adaptive learning capacity.
The computational model was fitted to each participant’s trial-by-
trial choice data (i.e., which stimulus was selected on each trial),
along with the corresponding outcomes (win or loss). Aggregate
measures such as accuracy and reversal frequency were used solely
as behavioral indices of task performance.

2.3 Computational modeling of
reinforcement learning

While several computational frameworks exist for modeling
reinforcement learning, we selected the three-parameter model (den
Ouden et al,, 2013) for its theoretical alignment with our research
questions. This model distinguishes between reward and punishment
learning rates, capturing dissociable mechanisms in belief updating.
The model operates on a trial-by-trial basis. First, the prediction error
(PE,) is calculated as shown in Equation (1):

PE¢=R{—-EV;, 1)

where R; is the outcome (scaled to 1 for win, —1 for loss) and EV;_; is
the expected value from the previous trial (initialized to 0 at ¢ = 1).
Then, the expected value for the chosen stimulus at trial t (EVy) is
updated using this prediction error according to Equation (2):

EVi =EV,_; +a xPE; )

This update is governed by separate learning rates ( @ ) for positive
and negative prediction errors; specifically, specifically, the reward
learning rate (" ) is applied when the PE; >0, while the punishment
learning rate (@ ) is applied when PE <0. This follows the approach
in the hBayesDM package (Ahn et al.,, 2017) for this class of models,
where a prediction error <0 (outcome is worse than or equal to
expectation) engages the punishment learning system for updating.
Subsequently, the probability (P) of choosing options A and B is
determined by a softmax function defined in Equation (3):

1
W,P(Bt):l—P(At) 3)

P(At): 1+e_BX(

where the inverse temperature parameter (p) governs the stochasticity
of choices, with higher values indicating more deterministic, value-
driven decision-making. Parameters (a*, a, ) were estimated
for each participant using a hierarchical Bayesian approach
implemented in the hBayesDM package (Ahn et al., 2017) in R. This
method was chosen because it provides more robust estimates by
simultaneously modeling individual and group-level parameters,
using the group distribution to constrain improbable individual
estimates through partial pooling. Model parameters were estimated
using Markov Chain Monte Carlo (MCMC) sampling, and
convergence was successfully confirmed by R-hat values < 1.01.
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2.4 Statistical analysis

Linear regression models examined how material hardship and
household income independently predicted reward learning rate,
punishment learning rate, and inverse temperature. Age and gender
were included as covariates. Significance was evaluated at p < 0.05,
with effect sizes reported as standardized coefficients (b). To ensure
robustness, we also applied False Discovery Rate (FDR) correction for
multiple comparisons across the three primary dependent variables
(Benjamini and Hochberg, 1995). However, in interpreting the results,
we focus on the pattern of effect sizes and their confidence intervals,
as these provide more meaningful information than dichotomous
significance testing alone.

We estimated three separate linear regression models. In each
model, one of the computational parameters (reward learning rate,
punishment learning rate, or inverse temperature) served as the
dependent variable. The key independent variables of interest—
hardship and household
simultaneously into each model, along with the covariates of age and

material income—were entered
gender. This approach allowed us to test the unique association of each
socioeconomic indicator with the learning parameters, while
controlling for the other. In follow-up analyses, we examined the four
subdomains of material hardship (food insecurity, clothing
affordability, access to entertainment, and housing stability) in a
separate regression model, with computational parameters as the
dependent variable and household income, age, and gender included
as covariates.

3 Results

Participants completed 60 trials of the probabilistic reversal
learning task, achieving a mean accuracy of 69.4% (SD =6.7%,
Table 1). A one-sample f-test confirmed that the overall accuracy
(69.4%) was significantly above chance level (50%), #(94) = 28.22,
P <0.001, Cohen’s d = 2.895, indicating successful learning throughout
the task (Figure 2 shows the trial-by-trial accuracy profile). The
average number of successful reversals was 3.2 (SD=1.5).
Computational modeling using a hierarchical Bayesian approach
estimated individual parameters for reward learning rate (M = 0.72,
SD =0.01), punishment learning rate (M = 0.54, SD = 0.09), and
inverse temperature (M = 1.36, SD = 0.62). Model convergence was
confirmed by R-hat values < 1.01.

Significant correlations emerged between task performance and
model parameters: reward learning rate was positively associated with
reversal frequency (r = 0.283, p = 0.006, 95% CI [0.089, 0.457]) but not
significantly associated with accuracy (r = 0.050, p = 0.632, 95% CI
[—0.124, 0.224]). While punishment learning rate showed positive
correlation with accuracy (r = 0.298, p = 0.003, 95% CI [0.133, 0.438]),
it was negatively associated with reversal frequency (r=—0.352,
p<0.001, 95% CI [-0.511, —0.180]). The inverse temperature
parameter positively correlated with both accuracy (r=0.579,
P <0.001, 95% CI [0.441, 0.699]) and reversal frequency (r = 0.513,
p<0.001,95% CI [0.362, 0.649]).

Bivariate analyses revealed that material hardship (M = 8.14,
SD =3.65) and household income (M =3.63, SD=1.62) were
inversely correlated (r = —0.417, p < 0.001, 95% CI [-0.554, —0.251]).
Material hardship correlated positively with punishment learning rate
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TABLE 1 Descriptive statistics and bivariate correlations among study variables.

Variable 1 2 3 4 ) 6 7 8
Mean 8.14 3.63 69.4% 603 ms 3.2 0.719 0.542 1.362
Standard deviation 3.65 1.62 6.7% 95 ms 1.5 0.008 0.089 0.619
1. Material hardship —

2. Household income —0.417%%% —

3. Accuracy —-0.109 —0.041 —

4. Reaction time 0.014 —0.004 —0.211% -

5. Reversal frequency —0.209* 0.125 0.518%# —0.086 —

6. Reward learning rate —-0.073 0.103 0.050 —0.048 0.283%* —

7. Punishment learning rate 0.261* —0.144 0.298%* —0.219% —0.352%%% —0.316%* —

8. Inverse temperature —0.077 0.072 0.579%* —0.189 0.513%** 0.280%* 0.085 —

#p <0.05, #*p < 0.01, **¥p < 0.001.

Trial-by-Trial Accuracy in Reversal Learning Task

1.0 1 —e— Average Accuracy

0.9 1 +SE

0.8 === Chance Level (50%)
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FIGURE 2
Trial-by-Trial accuracy in reversal learning task.

(r=0.261, p=0.011, 95% CI [0.080, 0.435], Figure 3) and negatively
with reversal frequency (r=—0.209, p =0.042, 95% CI [—-0.382,
—0.032]). Household income showed no significant correlations with
reward learning rate (r = 0.103, p = 0.323, 95% CI [—0.068, 0.273]),
punishment learning rate (r = —0.144, p = 0.164, 95% CI [—0.330,
0.042]), or inverse temperature (r = 0.072, p = 0.490, 95% CI [—0.125,
0.277]). Among hardship subdomains, housing instability (M = 2.38,
SD = 1.40) showed the strongest correlation with reversal frequency
(r=-0.218, p = 0.034, 95% CI [—0.408, —0.014]) and punishment
learning rate (r = 0.274, p = 0.007, 95% CI [0.062, 0.460]).

Multiple which included both
socioeconomic indicators while controlling for age and gender,

regression  analyses,
revealed a distinct pattern of associations. Of primary theoretical
interest, material hardship showed a positive association with
punishment learning rate (b=0.240, 95% CI [0.016, 0.464],
uncorrected p = 0.036, FDR-corrected p = 0.108, Table 2). Although
this association did not survive FDR correction, the medium effect
size and the confidence interval excluding zero suggest a meaningful
pattern consistent with the hypothesis that economic hardship
sensitizes individuals to negative outcomes. In contrast, household
income was not meaningfully associated with punishment learning
rate (b = —0.046, p = 0.685) or any other model parameters (reward
learning rate: b = 0.090, p = 0.439; inverse temperature: b = 0.038,
p = 0.739). Material hardship itself demonstrated specificity, as it
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Partial association between material hardship and punishment
learning rate after controlling for age, gender, and household
income.

was not associated with reward learning rate (b = —0.034, p = 0.773)
or inverse temperature (b = —0.067, p = 0.560). Neither age nor
gender predicted any learning parameters (all p>0.05). In
exploratory follow-up regression models that examined hardship
subdomains individually, only housing instability emerged as the
unique predictor of punishment learning rate (b = 0.255, p = 0.022).
Multicollinearity diagnostics indicated no concerns (all variance
inflation factors < 1.3).

4 Discussion

This study directly addresses the critical gap concerning how
socioeconomic disadvantage shapes RL mechanisms. By implementing
a probabilistic reversal learning paradigm with a computational model
that dissociates three core parameters—reward learning rate,
punishment learning rate, and inverse temperature—we systematically
evaluated the unique contributions of material hardship versus
household income. Our findings reveal a targeted learning impairment:
individuals experiencing material hardship, characterized by direct
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TABLE 2 Multiple regression analyses predicting reinforcement learning parameters.

Predictors Reward learning rate Punishment learning rate Inverse temperature
b 95% Cl p b 95% ClI p b 95% Cl p

[-0.263, [~0.296,

Material hardship —0.034 0.773 0.240 [0.016, 0.464] 0.036 ~0.067 0.560
0.196] 0.161]
[~0.140, [~0.270, [~0.190,

Household income 0.090 0.439 —0.046 0.685 0.038 0.739
0.319] 0.178] 0.267]
[-0.258, [~0.203, [~0.198,

Age —0.045 0.673 0.005 0.965 0.014 0.895
0.167] 0.212] 0.226]
[~0.098, [-0.257, [-0.365,

Gender 0.114 0.288 —0.051 0.624 —0.155 0.148
0.325] 0.155] 0.056]

b = standardized beta coefficient. CI, confidence interval.

deprivation of basic needs, specifically exhibit heightened behavioral
responsiveness to negative outcomes while maintaining intact reward
processing. In contrast, household income demonstrated no significant
relationship with any learning parameter. Among specific hardship
subtypes, housing instability emerged as the strongest driver of this
punishment sensitivity effect. Collectively, these results demonstrate
how immediate deprivation experiences reconfigure fundamental
learning mechanisms independently of financial constraints.

Our findings suggest a potential dissociation between
socioeconomic indicators. Specifically, material hardship was associated
with an elevated punishment learning rate, indicating heightened
sensitivity to negative feedback, while reward learning remained
unaffected. Although this association should be interpreted with caution
as it did not survive strict correction for multiple comparisons, the
observed effect size suggests a pattern worthy of further investigation.
We propose that this hypersensitivity to punishment could become
maladaptive in the current task by directly obstructing the acquisition
of the latent task structure. Specifically, during learning phases which
require ignoring occasional negative feedback to persist with the correct
option, excessive reactivity to punishments causes premature
abandonment of advantageous choices. Rather than tolerating
probabilistic losses to maintain correct responding, they over-interpret
negative outcomes as signals to switch strategies. This pattern reflects a
failure to integrate feedback in a context-appropriate manner, ultimately
obstructing the learning of latent task structure. The tendency to
prioritize reactive switching over stable goal-directed behavior aligns
with previous accounts of how adversity can bias decision-making
under uncertainty (Lisi et al., 2025). Thus, socioeconomic disadvantage
may recalibrate cognitive processes toward heightened reactivity to
negative outcomes, perpetuating disadvantage cycles through
maladaptive behavioral patterns.

Critically, our analyses demonstrate that material hardship, not
household income, is the decisive socioeconomic factor driving
alterations in punishment learning. While household income and
material hardship are closely correlated, material hardship uniquely
predicted both heightened punishment learning rates and poorer
behavioral adaptation (i.e., reduced reversals). This dissociation aligns
with longitudinal evidence showing material hardship independently
predicts cognitive deficits beyond income effects (Daniel et al., 2024).
We propose this occurs because immediate hardship generates perceived
stress (Huang et al., 2021), which disproportionately overburdens
neurocognitive systems governing threat response. Consequently,
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individuals become hyper-responsive to losses at the expense of adaptive
flexibility. This pattern supports theoretical frameworks positing that
distal variables shape the current life situation (Martin and Martin,
2002). Future research should prioritize measuring direct adversity
experiences—such as unstable housing—as the critical pathways
connecting socioeconomic disadvantage to cognitive changes.

Examining the subdomains of material hardship more closely,
we found that housing instability emerged as the strongest predictor
of impaired punishment learning. Longitudinal research showed that
housing instability had a stronger effect on cognitive development
than child maltreatment, poverty, and other risks (Fowler et al,
2015). A scoping review highlighted cognitive impairment as both a
risk factor for and a consequence of homelessness (Stone et al., 2019).
Unlike other financial pressures, housing insecurity uniquely
compromises fundamental safety needs, keeping individuals in
survival-mode cognition. Neuroimaging evidence confirms such
adversity amplifies amygdala reactivity to stress (Tottenham, 2009),
which partly explaining our findings. Critically, interventions that
stabilizing housing—like housing vouchers—showed measurable
psychological benefits (Finnie et al., 2022), making housing stability
interventions a highly effective policy approach to reduce harmful
cognitive effects linked to socioeconomic disadvantage.

Our identification of material hardship—particularly housing
instability—as a primary mechanism driving maladaptive punishment
learning necessitates structural policy interventions. Critically,
approaches focused exclusively on income supplementation might
be less effective in addressing the cognitive consequences of direct
deprivation experiences. Effective solutions must instead target the
tangible manifestations of material hardship through comprehensive
social safety nets. These should include: (1) housing stabilization
programs with eviction protection, (2) expanded food assistance, (3)
universal healthcare access, and (4) guaranteed utility support. Such
interventions directly reduce the chronic stress and perceived scarcity
stemming from unmet basic needs—precisely the mechanism through
which hardship amplifies neural sensitivity to negative outcomes in our
study. By ensuring environmental stability, these policies create
conditions conducive to neurocognitive recovery. As our findings
demonstrate that secure housing specifically mitigates punishment
hypersensitivity, prioritizing these multi-faceted supports will foster
improved learning flexibility and adaptive decision-making in
disadvantaged communities,

ultimately  disrupting cycles of

socioeconomic disadvantage.
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While this study advances our understanding of how
socioeconomic disadvantage shapes learning, several limitations
should be acknowledged. First, the cross-sectional design limits
causal inference. Future longitudinal research should track how
socioeconomic disadvantage influence learning mechanisms across
development and examine whether interventions can modify these
pathways. Second, our participant sample limits generalizability.
Replication studies with more diverse populations and age groups are
needed, particularly in understanding how socioeconomic
disadvantage affects neurodevelopment in children and adolescents.
Third, our computational modeling approach employed a
parsimonious three-parameter model that dissociates reward and
punishment learning rates. While this model choice was appropriate
for our sample size, it does not capture all aspects of reinforcement
learning, such as separate scaling parameters for reward and
punishment sensitivity. Future studies with larger samples could
employ more complex models to provide a more comprehensive
account. Fourth, although computational modeling provides
relatively precise parameter estimates, it cannot fully capture complex
cognitive processes. Future work should therefore combine
computational modeling with neuroimaging techniques, in order to
map model-derived cognitive processes to their neural substrates and
identify how hardship exposure affects neural systems underlying
RL. Finally, future intervention research should empirically evaluate
cognitive and behavioral strategies specifically designed to mitigate
maladaptive patterns in punishment learning among disadvantaged
populations—strategies that directly target the neurocognitive
mechanisms identified here—with rigorous measurement of their
efficacy in disrupting cycles of socioeconomic disadvantage.
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