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Green growth is an exceptional strategy for sustainable development. It provides a pathway to combat environmental issues and the use of natural resources. This study investigates the effects of green technology and environmental factors on green growth in high-gross domestic product (GDP) countries from 2000 to 2020. In addition, it also probes the linear and nonlinear effects of GDP on green growth. To do so, we employ an advanced econometric approach, e.g., a cross-sectional autoregressive distributed lags estimator for long and short runs. The outcomes demonstrate that the linear effect of GDP is positive for green growth. On the contrary, the nonlinear effect of GDP has a negative magnitude for green growth. Besides, green technology substantially increases green growth. Energy consumption is found to be an important influencer, and it decreases green growth. Environmental factors such as emissions, according to the findings, also reduce green growth in the sample countries. It is worth noting that the joint effects of energy consumption and emissions deteriorate green growth in countries. Based on empirical findings, for policy makers, this study suggests that high-GDP countries should manage their economic and environmental activities in order to increase the amount of green growth that may protect the ecological environment.
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INTRODUCTION

The term “green growth” has been used to refer to ecological protection. An American marine biologist (R. Carson) published an article entitled “Silent Spring” in 1987, demonstrating that excessive pesticide input would have a detrimental effect on the environment and people's understanding of the harmful effects caused by pollution on human development. It has had significant global ramifications. Besides, a British economist, namely Pierce, introduced the notion of “green economy” for the first time in 1989 with the publication of the “Green Economy Blue Book.” The author explains that natural resource depletion will cause economic growth to permanently stagnate if economic expansion exceeds the limit of available natural resources (1, 2).

Green growth has received a lot of attention since the consideration of climate change and environmental degradation. Several organizations, including the World Bank, the Organization for Economic Cooperation and Development (OECD), and the United Nations Economic and Social Commission for Asia and the Pacific (UNESCAP), are taking the green economy seriously.The reason for the continuous rise in global temperature and its concomitant effect on the planet is that it has been prioritized in the intergovernmental panel on climate change (3, 4). In order to address the climate change issues, the Paris Agreement and the 2030 Sustainable Development Agenda have renewed the actions toward a better environment (5). Indeed, the (5) suggests that Agenda 2030 for Sustainable Development is the norm for all countries, developed or developing. There are substantial discrepancies between which countries have a concentration on environmentally sustainable economic development. However, high-gross domestic product (GDP) countries are committed to an eco-friendly environment. The high-GDP countries are experiencing a significant increase in green growth, but lower-income countries are stagnant or declining in green growth. Therefore, with a rise in continuous economic activity, it indicates that there are multifaceted environmental issues that cannot be solved by all the strategies.

We assess the environmental factors and green technology that affect green growth. According to the (5), green growth indicates whether economic growth is becoming greener with more efficient use of natural capital. The green growth indicator [environmentally adjusted multifactor productivity (EAMFP)] measures advancements concerning the sustainable and greener economy (5). Several researchers have started investigations into green growth and its influencers. For instance, (6) argue that advancements in green technology could play a supportive role in green growth. Cao and Bai (7) analyze that there is a relationship between green growth and the environment. Subsequently, (6, 8, 9) concluded that technological innovation, technological progress related to the environment, and green industrial development have a remarkable impact on green growth (10). Besides, (11) studied the environmental factors that substantially affect green growth.

This article addresses the challenges regarding green growth that still exist and vary from country to country due to the diverse economic system and environmental policies. Thus, countries need to identify the factors that influence green growth and provide better strategies to tackle the issues. More analytically, environmental taxes (ENTs) have a substantial impact on green growth. In explaining, such factors encourage the market's concern over economic activities (12). Similarly, emissions are also imperative in playing a productive role in green growth. Some high-GDP countries have the potential to spend a larger amount of national income on the environment in order to tackle the undesired outputs and preserve the natural base assets, whereas poor countries are lagging behind in tackling the environmental issues due to the lack of funds. Besides, energy consumption also deteriorates green growth through the use of fossil fuels (oil, coal, and gas), which are discovered from natural resources. Ultimately, the inverse impact of environmental factors on energy consumption and the rapidly increasing burden of ENTs appear.

This study investigates whether environmental factors and green technology affect green growth in high-GDP countries. In addition, we question how environmental factors, e.g., emissions, influence green growth through the use of energy consumption. Furthermore, does green technology influence green growth? What strategies should be adopted to avoid the reduction of green growth in order to make it environmentally friendly?

Why high-GDP economies? For some reasons, the research concentrates on high-GDP economies. For instance, economies significantly contribute to the world's GDP. These economies are highly responsible for deteriorating green growth due to continuous economic growth. Economies have an abundance of financial resources to invest in mega projects. Their economic complexity index is high compared with low-GDP economies. Because of a lack of evidence in the current literature, the exclusion of significant factors requires further investigation to explicitly understand the association between green growth and environmental factors. Last, whether environmental factors affect the relationship between energy consumption and green growth is still unclear.

This article motivates by making several contributions to the existing literature: first, examining the role of green technology in green growth, e.g., patents. Second, we included the environmental factors in order to investigate the impact on green growth, i.e., (i) environmental productivity, e.g., carbon dioxide (CO2), sulfur dioxde (SO2), nitrogen dioxide (NO2), and phosphorus (PH15). Previous studies did not emphasize environmental productivity, particularly sulfur dioxide, nitrogen, and phosphorus, but we explored simultaneously the exact identification of challenges for the concerned countries and (ii) ENTs. Third, this study also estimates the linear and nonlinear effects of GDP on green growth. Furthermore, the joint effect of energy consumption and emissions is also investigated in the current model. Last, this research employs an advanced econometric approach, e.g., Cross-Sectionally Augmented Autoregressive Distributed Lag (CS-ARDL), for long-run and short-run estimation.

The findings are documented: green technology enhances green growth by approximately 13.8% in the long run. Likewise, primarily, GDP has substantially impacted green growth. In contrast, the nonlinear effect of GDP reduces green growth. Furthermore, environmental factors, such as emissions, harmed green growth in high-GDP countries. Based on empirical findings, countries should focus on economic activities rather than environmental concerns. Finally, high-GDP countries can tackle the issues related to green growth by decoupling economic growth from GDP growth.

The structure of this article is described as follows: after the introduction, we explained the concept, model estimation, and econometric approaches, including data sources, in the next section, “methodology.” Subsequently, empirical results and interpretations are described in the section titled “Empirical Results.” Section 4 provides discussions of the findings. Finally, we concluded the discussions by identifying limitations and making recommendations for policy implications and future research.



REVIEW OF PRIOR STUDIES

The impact of green growth on sustainable development, employment, climate change, and environmental quality has received a lot of attention. However, there is contradictory evidence to back up these assertions (1, 2, 13–16). Also, there are enormous factors that influence green growth, which are considered in the literature (17–19). GDP, ENTs, energy consumption, emissions, and green patents are all imperative determinants of green growth. However, there is a lack of research on the influence of green patents and environmental factors on green growth.


The Relationship Between Green Technology and Green Growth

Earlier studies, e.g., Hongo's (20), Nassiry (21), Huang et al. (22), Azhgaliyeva et al. (23), considered production-based emissions and consumption-based emissions as proxies of green growth. In contrast, our model considers EAMFP as green growth. A number of previous studies, including Lee and Chou (24), Hao et al. (25), Wang et al. (1, 2), Yang et al. (26), and Fernandes et al. (27), support EAMFP as a green growth indicator for investigating the empirical model.Their arguments support the notion that green growth is strongly influenced by green technology in developed and developing economies.A few studies have examined the impact of green patents on green growth (28–30). Wang et al. (1, 2) investigated the impact of technological innovation (green patents) on green growth (e.g., EAMFP) by using the Bayer-Hanch Cointegration test for sample G7 countries. The authors analyzed that GDP and technological innovation (green patents) have remarkable impact on green growth in the long run. Furthermore, green growth primarily depends on technological innovation and GDP.

Another study, e.g., Nosheen et al. (31), estimated the impact of green technology on green growth for European Union countries by employing the cross-sectional dependence and Westerlund cointegration approach. The results demonstrated that green technology substantially increases green growth. However, outcomes indicate that other factors such as energy consumption and production-based technologies have a negative impact on green growth. Sohag et al. (32) also analyzed the association among green growth, energy, and technological innovation for sample OECD countries. Their findings concluded that there is a positive association between technological innovation and green growth in the long run, as estimated by the CS-ARDL approach. Furthermore, militarization is antagonistic to green growth. Ulucak (29) also researched the association between green technology and green growth by using sample emerging economies. The author found that green technology drastically upsurges green growth. For instance, patents (e.g., new technologies) reduce the harmful effects related to the environment and evade the use of natural resources in unsustainable development.



Green Growth and the Environment

Besides, carbon emissions also have remarkable impacts on green growth. In order to support such assertion, Koondhar et al. (33) considered the agricultural production as a proxy of green growth in order to investigate the impact of carbon emissions. The authors examined the time-series data by employing the ARDL approach. The findings concluded that an increase in carbon emissions substantially reduce the green growth. In addition, unidirectional exists from green growth to carbon emissions. In contrast, Yang et al. (26) investigated the impact of green growth on carbon emissions. The authors also included the energy consumption in affecting the CO2 emissions. They argue green growth and energy consumption have substantial impact on carbon emissions in the long run. Moreover, there is unidirectional causal relationship from green growth and energy consumption to carbon emissions exist in the long run. Subsequently, Hao et al. (25) also debated that green growth has a remarkable impact on carbon emissions. It means that carbon emissions could be reduced due to improvement in EAMFP. In addition, Fernandes et al. (27) argued that green growth decouples natural resource use and environmental impacts from the continuation of economic growth. However, the Paris Agreement and the United Nations Sustainable Development Goals presume the continuation of economic growth (34, 35). In future prospects, continuous economic growth is not a substantial factor for sustainable use of natural resources. The reason behind this is that continuous economic growth substantially increases unsustainable production and consumption in high-GDP countries. Other studies, e.g., O'Neill (36), D'Alessandro et al. (37), Banerjee et al. (38), also examine whether economic growth has a remarkable impact on green growth. Furthermore, the initially positive trend in economic growth leads to increased green growth by utilizing natural resources. Thereafter, a continuation in economic growth declines the green growth concern over the sustainable use of natural resources. Hickel and Kallis (39) debate that continuation of economic expansion is not compatible with the global environment. However, absolute decoupling of GDP growth from natural resource use and carbon emissions is conceivable along with technological changes. In addition, Schreiner and Madlener (40) also found that green growth is substantially influenced by economic growth. However, their narrative reveals that macroeconomic growth improves green growth via key variables, e.g., income level, fiscal policies, and value added. Thus, the provision of such variables is a cope for green growth. In contrast, macroeconomic growth varies in each economy due to its diverse economic system (41–43).



The Relationship Between Green Growth and Energy Consumption

Considering the outcome of energy consumption on green growth, a substantial number of studies found that energy consumption has a remarkable impact on green growth. However, energy consumption from fossil fuels adversely affects green growth, which leads to the deterioration of natural resources. In this context, Kirikkaleli and Adebayo (44) argued that renewable energy consumption increases green growth by reducing emissions in the atmosphere. Likewise, (45, 46) found that energy consumption incredibly impacts environmental quality. Furthermore, nonrenewable energy consumption deteriorates environmental quality because natural resources are being shrunk gradually with a rise in environmental pressure. Some upshots are also documented by numerous studies such as Baniya et al. (47), Sohag et al. (37), and Ulucak (29) for high-income countries concerning the relationship between energy consumption and green growth. Despite the negative effect of renewable energy consumption on green growth, studies, e.g., Farhani and Shahbaz (48) and Bulut (49), reported a positive effect of energy consumption (renewable and nonrenewable) on green growth. Lu et al. (50) also endorsed the positive effect of renewable energy on green growth.

This study fills the research gap by quantifying the impact of joint effect of environmental factors and green technology in green growth in high-GDP countries. The above literature lacks to give distinct explanations on the association with green growth. Thus, green technology is included in the current investigation. Also, the inclusion of joint effect of environmental factors plays a vital role in analyzing the influencers of green growth. More interestingly, previous studies merely considered the energy consumption excluding the fossil fuel. However, this study considers energy consumption from fossil fuel. The reason is that emissions are directly released from the fossil fuel used by different sectors of the economy. Furthermore, the current study assesses the role of linear, nonlinear, and joint effects of the GDP and environmental factors, which are ignored by previous studies in the literature.




METHODOLOGY


Theoretical Framework and Estimation Strategy

We develop a theoretical framework based on the review of literature. Figure 1: The framework illustrates that green growth (GGR) is a function of GDP, energy consumption (ENC), ENTs, green technology (GTN), and emissions (EMS). Therefore, GDP may affect green growth through several economic activities such as trade, investment, agricultural and industrial productivity, etc. Economic activities require enormous natural resources, e.g., agricultural resources, which directly influence green development. More precisely, the environmental Kuznets curve (EKC) theory reveals that there are three effects, e.g., scale effect, composition effect, and technique effect. A scale effect suggests that an increase in GDP reduces green growth at an initial level because it requires more resources, such as natural resources (energy and raw materials). Besides, the composition effect reveals that the country's structural transformation from industrial to the service sector is anticipated to reduce the harmful consequences of economic growth on the environment. The technique effect shows that economies adopt advanced technologies along with growth in income, which makes progress in productivity related to the environment (51, 52).


[image: Figure 1]
FIGURE 1. Theoretical framework.


Theoretical notion reveals that energy consumption is a critical factor for green growth. Green growth provides a wide-ranging concept of natural resources specific environmental services (OECD). It integrates the value of capital natural resources concerning the economic decisions for development planning. In addition, green growth also prevents the depletion of capital natural resource's value. However, energy consumption (EC) may affect the green growth (53–55).



Model Specification

This study proposes the following model:

[image: image]

Where β′s indicate the slope of explanatory variables, and cross sections are denoted by “i”, (e.g., high-GDP countries), whereas, “t” show time period from 2000 to 2020. In addition, the terms: GGR, GDP, ENC, ENT, GTN, and EMS indicate green growth, GDP, energy consumption, ENTs, patents, and emissions.

The Equation (1) reveals that green growth is a function of GDP, ENC, ENT, GTN, and EMS. Previous arguments indicate that GDP has an expected positive or negative sign for green growth. It is anticipated that GDP has a positive sign [image: image] or negative sign [image: image]. Similarly, energy consumption may also have a negative sign [image: image]. In addition, ENTs are anticipated to positively affect or negatively affect the green growth [image: image]. It is worth to mention that green technology has also expected positive effect on green growth [image: image]. Lastly, the emissions are anticipated to have negative effect on green growth [image: image].

[image: image]

Additionally, we extend Equation (1) by including the square of GDP (GDP2) to estimate the nonlinear effect on green growth. The square of GDP also has expected positive or negative effect on green growth [image: image].

[image: image]

Besides, Equation (3) shows that the interaction term of emissions and energy consumption (EMS*ENC) is included in the based model in order to estimate the joint effect on green growth. Thus, the interaction term is also anticipated to have negative effect on green growth [image: image].



Operational Definition of the Variables

The green growth is defined as the level of natural assets that provide environmental services. Furthermore, it corresponds to the decoupling of economic growth from resources and environmental harmful impacts (56). Numerous researchers agree that green growth is a good and appropriate corridor for diverse economies and invoke it as a proper future route toward a low-carbon world (25, 57, 58). Conventionally, green growth is measured by EAMFP. Moreover, EAMFP also measures the residual growth in the joint production of desirable and undesirable items. Considering the influencers of GGR, GDP is the most important factor, defined as the value added of all commodities produced by the economy within a specific time period and measured in dollars. Energy consumption is also a crucial factor for green growth. It refers to the consumption of fossil fuels (coal, oil, and gas) by all sectors of the economy in millions of tons (59, 60). Subsequently, ENTs also effectively made significant changes in green growth. Therefore, it is defined as green taxes, ecotaxes, and pollution taxes, which are broad forms of governmental duties on entities (firms and companies) aimed at protecting the environment (45, 46, 61–63). Besides, patents also play a productive role in green growth. It indicates that the output of environmental innovation or new technologies can be used to combat environmental issues (64–66). In addition, emissions are also an important factor in influencing green growth. Crippa et al. (67); Yuping et al. (68) and Reisinger et al. (69) define it as the amount of substance released into the atmosphere. Table 1 provides the variable, measure, code, and source.


Table 1. Variables, measure, and source.

[image: Table 1]



Data and Source

To estimate the effect of green technology, energy consumption, GDP, emissions, and ENTs on green growth, balanced panel data are used from period 2001 to 2020 for the top 20 high-GDP countries, namely USA, China, Japan, Germany, India, UK, France, Italy, Brazil, Canada, Russia, South Korea, Spain, Australia, Mexico, Indonesia, Netherlands, KSA, Turkey, and Switzerland. GGR, GTN, ENT, and EMS data are obtained from the website OECD, while GDP and ENC data are collected from the website of World Bank Indicator (WDI). Table 1 provides the variables, measure, and source. In addition, the descriptive statistics are reported in Table 2.


Table 2. Descriptive statistics.

[image: Table 2]



Estimation Methods
 
Slope Homogeneity Test

Swamy (70) developed the framework to find if slope coefficients of the cointegration equation are homogeneous. Pesaran and Yamagata (71) improved Swamy's slope homogeneity test and formed two “delta” test statistics; [image: image] and [image: image].

[image: image]

Where, N denotes number of cross-section unit; S denotes the Swamy test statistic; k denotes independent variables. If p value of the test is larger than 5%, then the null hypothesis is accepted at a 5% significance level and the cointegrating coefficients are considered homogenous. [image: image] and [image: image] are suitable for large and small samples, respectively, where [image: image] is “mean-variance bias adjusted” version of [image: image]. Therefore, standard delta test ([image: image]) requires error not to be autocorrelated. By relaxing the assumptions of homoscedasticity and serial independence of (71, 72), developed a Heteroscedasticity and Autocorrelation Consistent (HAC) robust version of slope homogeneity test; ΔHAC and (ΔHAC )adj:

[image: image]

The null hypothesis of slope homogeneity can be rejected in all cases because the probability values are smaller than 0.05 in all of the cases. The slope coefficients are not homogeneous. Heterogeneity exists across sample countries; we should employ heterogeneous panel techniques.



Cross-Sectional Dependence Tests

In order to detect the cross-dependency among the selected variables, the outcomes from cross-dependence (CD) test are reported in Table 3. Chudik and Pesaran (73) and Bailey, Kapetanios, and Pesaran (74) along with Bailey, Kapetanios, and Pesaran (75) versions of (76) CD tests are estimated to scrutinize the presence of cross-sectional dependence in residuals of estimable model. Both of the tests are statistically significant at 1%, supporting the assumption of cross-sectional dependence in the residuals of estimable model.


Table 3. Tests for cross-sectional dependence in residuals.

[image: Table 3]

Tests for Cross-Sectional Dependence in Residuals


[image: Table 12]

Tests for Cross-Sectional Dependence in the Variables.

[image: image]

Based on Bailey, Kapetanios, and Pesaran (74) and Bailey, Kapetanios, and Pesaran (75), Table 4 delves deeper by estimating the cross-sectional dependence statistic for relevant variables (GGRi, t, GDPi, t, ENCi, t, ENTi, t, GTNi, t & EMSi, t). Most of the variables show statistically significant at 1%, showing cross-sectional dependence in the variables of estimable model.


Table 4. Tests for cross-sectional dependence in variables.

[image: Table 4]



Second Generation Unit Root Test

To test for stationarity, in the presence of cross-sectional dependence, we use second generation unit root tests. The cross-sectional dependence has a strong presence in residuals (and in variables) as shown in Table 5. It calls for checking stationarity using second generation of unit root tests since first generation of unit root tests (77, 78) do not account for cross-sectional dependence in testing for stationarity. Considering the evident cross-sectional dependence, we use second generation unit root tests proposed by Pesaran to shed light on the findings. Mathematically:

[image: image]

Where ai is a deterministic term, [image: image] is the cross-sectional mean at time t, and ρ is the lag order. ti(N, T) denotes the corresponding t ratio of αi and is known as cross-sectional Augmented Dickey Fuller (ADF) [CADF, attributed to Pesaran (79)]. The average of the t ratios gives the cross-sectional IPS (IPS) [cross sectional augmented IPS (CIPS), attributed to (80)]. In Table 6, these tests are estimated with a constant term at level and first difference. Mutual consensus, of both CADF and CIPS tests, reveals that all variables are stationary at first difference i.e. I(1).


Table 5. Second generation unit root tests for individual variables.

[image: Table 5]


Table 6. Slope homogeneity tests.

[image: Table 6]



Augmented Autoregressive Distributed Lag

After checking the stationarity of the variables, we apply the CS-ARDL model. Attributed to (73), CS-ARDL is used to study the long-run and short-run relationship among GGT, GDP, ENC, ENT, GTN, and EMS. The equation is given as:

[image: image]

To solve the issue of cross-sectional dependency and slope heterogeneity, the extended version of the last equation is given as:

[image: image]

In the last equation, [image: image] provides the averages, similarly lags are shown through pD, pX, pZ: Dit is dependent variable (here GGT), followed by Xi, t for all the independent variables (here GDP, ENC, ENT, GTN, and EMS. [image: image] is dummy for time period. The long-run coefficients are generally represented as:

[image: image]

Whereas, the following equation shows the mean group coefficients:

[image: image]

Similarly, the short-run coefficients are expressed with the following four equations:

[image: image]





EMPIRICAL ANALYSIS AND DISCUSSION


Descriptive Statistics

Table 2 reports the descriptive statistics on the selected variables. The results reveal that mean value and SD value of green growth (GGR) are 0.926 and 1.326 respectively, indicating narrow variation in observations from mean. The mean value of emissions (EMS), while SD value is 1.336, which means that observations vary within a narrow range over a period of time across the high-GDP countries. Most of the SD values are found lower, indicating that observation varies from the mean within a small range. The results also suggest that there is little variation in the energy consumption (EC) in the sample countries.

Table 3 provides the estimate of CD in residuals, the outcomes suggest that the existence of cross-dependence issue is validated. Furthermore, in order to check the consistent outcomes, we detect the CD issues in each variable for the sample countries. Table 4 reports the summary of the CD test, which indicates that selected variables have CD issues. Moreover, absolute value ranging from −1.241 to 50.909 confirm the CD. This suggests that high-GDP countries are dependent to each other concerning green growth, green technological, and environmental factors within the time period. Besides, the variables of high-GDP countries can influence the other countries by any shock with regards to CD issues. The outcomes are reported in Table 6, which unveils that heterogeneity exists in their slope coefficients. Moreover, high-GDP countries panel contains varying rates of growth level. Additionally, Table 5 provides the outcomes of CIPS and CADF unit root test. Some variables, e.g., GGR, GDP, EC, EMS, and GTN, indicate the nonstationarity at the level, while most of the variables show complete at first difference for CADF. However, the outcomes from CIPS show that variables are statistically significant at first difference.



Estimating the Long-Run and Short-Run Relationship

After the evaluation of cross-dependence among the variables, we estimate the long-run and short-run relationship between green growth and its influencers by using CS-ARDL approach. Therefore, Table 7 reports the outcomes of CS-ARDL estimation. The results reveal that GDP, energy consumption, ENTs, patents, and emissions have statistically significant relationship with green growth. The positive values in the short and long run (CS-ARDL) of coefficient of GDP and patents show that the increase in these variables helps green growth in sample countries. i.e., [image: image] and [image: image]. On the other hand, negative values in the short and long run (CS-ARDL) of coefficients of energy consumption, ENTs, and emissions suggest that if there is increase in these variables there will be decrease in green growth in sample countries. i.e., [image: image], [image: image] and [image: image]. More analytically, a 1% increase in GDP upsurges GGR to around 42.4% and 33.8% in the long run and short run, respectively.


Table 7. CS–ARDL estimations.

[image: Table 7]

The reason is that high-GDP countries spend larger amount on economic activities, particularly sustainable development, which aimed to protect the environment by diminishing the undesirable outputs. Consequently, green growth is improved in progressive inclination. This finding can be a supportive evidence for the findings of Fernandes et al. (27), Savin et al. (81), and Hao et al. (25). Concerning the effect of energy consumption (EC), the coefficient magnitude indicates that a 64.2% decrease in GGRT is due to energy consumption in the long run. Moreover, in the short-run, a 175.1% decrease in green growth is due to EC. It is worth mentioning that energy consumption from fossil fuel (coal, oil, and gas) has an adverse effect on green growth, excluding electricity or hybrid and biomass (82, 83).

Besides, the progressive effect of green patents on green growth is shown in current analysis for the OECD countries. It implies that a 13.8% increase in green growth is due to a 1% change in GTN in the long run. On the contrary, the short-run outcomes show that a 1% change in GTN upsurges 131.6% green growth. Former studies, e.g., Fernandes et al. (27), Urbaniec et al. (84), and Wang et al. (1, 2), also confirm our findings over positive association between green patents and green growth. Therefore, the results demonstrate that green patents may affect in distinctive perspective: for instance, reduce the harmful effects on environment, expansion in agro-industrial output, preserve the natural resources, and augment the capital accumulation in high-income countries. The reasons behind those high-income countries are enriched wide-ranging economic activities, which cause the deterioration of nature-based assets and release the greenhouse emissions. Simultaneously, these countries have the potential to utilize the resources to preserve the natural resources, increase green growth, and protect the environment (31).

In addition, emissions have negative impact on green growth. It implies that a 4.3% decrease in green growth is due to a 1% change in emissions in the long run. On the contrary, the short-run outcomes also validate that there is a negative correlation between GGR and EMS. In contrast, Hao et al. (25) argue that an increase in green growth reduces the emissions in the environment, because EAMFP (e.g., green growth) drastically preserve the natural resources and impede the greenhouse emissions. Thus, our findings contradict that emissions reduce the green growth (e.g., EAMFP) through agriculture and industrial framework. Besides, the results for ECM(−1) show that around 7.9% disequilibrium is corrected every year.

Considering the nonlinear effect of GDP, the coefficient of GDP2 has a negative impact on green growth in the sample countries, e.g., [image: image], as shown in Table 8. It is an indication of u-shaped relationship between GGT and GDP. More analytically, an increase in GDP upsurges the green growth (e.g., EAMFP) at initial level. It means that countries require enormous nature-based assets for economic activities. Under such circumstance, green growth has a tendency to increase through nature-based resource augmentation. However, after reaching a specific level, green growth began to decline with a rise in GDP due to higher aggregate demand, which shortens the supply of nature-based assets. The results demonstrate that a 1% increase in GDP2 reduces 22.1% green growth in the long run. On the contrary, the short-run results also validate that a 33% decrease in green growth is due to a 1% change GDP2.


Table 8. CS–ARDL estimations.

[image: Table 8]

Concerning over the joint effect of energy consumption and emissions (EC*EMS), the coefficient magnitude of EC*EMS is negative and statistically significant in the sample countries e.g., [image: image]. It implies that a 26.1% decrease in green growth is due to a 1% change in interaction term of energy consumption and emissions in the long run. The short-run results also confirm that a 1 % change in interaction term of EC*EMS reduces the 63.3% green growth. Thus, there is a negative correlation among the interaction of EC, EMS, and GGR.



Robustness Check Using CCEMG and AMG Estimators

To check the robustness of the results obtained by CS-ARDL, we deploy two additional techniques that cater cross-sectional dependence. Pesaran (85) forwarded Common Correlated Effects Mean Group (CCEMG) model with estimator βj(= β+ωj), which implies a common parameter β across the countries while ωj~IID(0, Vω). CCEMG has the tendency to asymptotically eliminate CD. Moreover, it allows heterogeneous slope coefficients across group members, which are captured simply by taking the average of each country's coefficient.

Attributed to (86), augmented mean group (AMG) is a surrogate to CCEMG, which also captures the unobserved common effect in the model. Moreover, AMG estimator also measures the group-specific estimator and takes a simple average across the panel. The highlight of Augmented Mean Group (AMG) is that it follows first difference Ordinary Least Squares (OLS) for pooled data and is augmented with year dummies.

The estimable model can be written as follows:

[image: image]

where, i stands for cross-sectional dimension i=1,…,n and time period t=1,…,t and αi represents country specific effects and dit denotes heterogeneous country specific deterministic trends. αi is related with the coefficient of respective independent variables [image: image], [image: image]and [image: image] that are considered as heterogeneous across the countries. It is also assumed that the short run dynamics and their adjustment toward long run take place via error term [image: image]. ft characterizes the vector of unobserved common shocks. ft can be either stationary or nonstationary, which does not influence the validity of the estimation (87). AMG estimation finds an explicit estimate for ft, which renders [image: image] (common dynamic process) economic meaningfulness. Total factor productivity (TFP) is one of the plausible interpretations of [image: image]. Its coefficient di represents the implicit factor loading on common TFP. In addition, the cross-sectional specific errors εi, t are permissible to be serially correlated over time and weakly dependent across the countries (88). However, the regressors and unobserved common factor have to be identically distributed.

Table 9 reports estimate, yield positive relationship between GGR and GDP. According to CCEMG estimates, positive and significant relationship exists between GGR and GDP, i.e. [image: image]. Similarly, using AMG estimation technique, GGR and GDP show a positive relationship, i.e. [image: image]. Moreover, the slope parameters for energy consumption are negative for the two estimation techniques, i.e. [image: image] and [image: image], respectively. In addition, the slope parameters for ENTs are [image: image] and [image: image], respectively. Relationship of green technology with green growth is evident through their slope parameters, i.e. [image: image] and [image: image], respectively. Furthermore, the slope parameters for emissions are [image: image] and [image: image], respectively. The model has withstood the robustness check, as the additional estimations are done using CCEMG and AMG techniques. These results are in lines with that of CS-ARDL estimates. Signs are unchanged, both in CCEMG and AMG, while statistical significance is between 1% and 10%. The Common Dynamic Process (CDP) is also significant at 1%, [image: image]. It essentially means that the role of some unobserved variables such as regional and international agreements, common policies toward other countries, and technological diffusion across countries also have a positive effect on green growth.


Table 9. CCEMG and AMG estimations.

[image: Table 9]



What Causes What?
 
Panel Granger Causality Test

Since green growth relationship is empirically established, it is important to know the cause-effect role in this relationship. Following statistical tools shall help us in furnishing it. Work of (89) laid the foundation of causality test that uses the bivariate regressions in a panel data context:

[image: image]

Depending on the assumptions about homogeneity of the coefficients across cross-sections, there are two forms of panel causality test. First and conventional type treats the panel data as one large stacked set of data and performs the causality test in the standard way, that assumes all coefficients same across all cross-sections.

[image: image]

Results of panel Granger causality are shown in Table 10.


Table 10. Panel granger causality test results.

[image: Table 10]

Bi-causality between GDP (GDPi, t), EMS (EMSi, t), EC(ECi, t), and Green Growth (GGRi, t) are evident from results in Table 10 as both statistics are statistically significant at 1%. Any policy shock in GGR may affect GDP. More precisely, green growth may affect the GDP though policies implications by the governmental bodies. It means that policies over EAMFP can made drastic changes in GDP. Comparably, bi-causality between EMS and GGR is also evident that any policy shock in emissions may directly affect the green growth. In addition, bi-causality between energy consumption (ECi, t) and green growth (GGRi, t) also shows that any policy in energy consumption may affect the green growth. The reason behind that green growth is also influenced by the energy consumption (fossil fuels-coal, oil, and gas), which was discovered from nature-based assets.



Rationale for Dumitrescu-Hurlin Causality

This article, primarily, uses the conventional type of Granger causality. However, one of the main issues specific to panel data models refers to the specification of the heterogeneity between cross-sections. To consider the heterogeneity across cross-sections, Dumitrescu-Hurlin (90) made an assumption of allowing all coefficients to be different across cross-sections. In this causality context, the heterogeneity can be between the heterogeneity of the regression model and/or in terms of causal relationship from GDP, EC, EMS to GGR. Indeed, the model considered may be different from an individual to another, whereas there is a causal relationship from GDP, EC, EMS to GGR for all individuals.

Table 11 shows statistical significance of [image: image] test statistic, which shows that null hypothesis can be rejected, that is, GDPi, t, EMSi, t, and ECi, t do not homogeneously cause GGRi, t. Same holds for the null hypothesis that GGRi, t do not homogeneously cause GDPi, t, EMSi, t, and ECi, t. Therefore, it can be inferred that a bi-causal relationship exists between GDP and GGR. This specialized form of causality provides the insights into the causal relationship without contradicting the primary result of bi-causal Granger causality in Table 10. “Homogenous causality” can be attributed to “universal concern” for sustainable development and hence green economy.


Table 11. Dumitrescu–Hurlin causality test results.

[image: Table 11]





CONCLUSIONS

This study investigates the effects of green technology and environmental factors on green growth for high-GDP countries. For this purpose, we choose twenty high-GDP countries as a sample size period from 2000 to 2020. Second-generation models such as (71, 76) are used to test the cross-dependence and slope heterogeneity, respectively. In addition, this study employed the unit roots test (CIPS and CADF) of (80). The outcomes suggest that the model has CD and slope heterogeneity issues. Moreover, the findings from CS-ARDL test reveal that GDP upsurges green growth in the long run and short run for high-GDP countries. In contrast, the square of GDP deteriorates the green growth, because of excess use of natural resources. The estimated coefficient of energy consumption reveals that green growth is substantially declined by the use of energy consumption, particularly fossil fuel (oil, coal, and gas). Besides, emissions have negative impact on green growth in the sample countries.

More interestingly, ENTs have also negative impact on green growth. The reason may behind that imposition of aggressive taxes on environmental institutions failed to increase the green growth. The findings also suggest that the green technology has positive impact on green growth in the long run and short run. The joint effect of energy consumption and emissions reveals that emissions reduce the green growth through energy consumption, which comes from fossil fuel. Finally, Dumitrescu and Hurlin (D&H) causality outcomes suggest that any policy to target gross domestic product (GDP), energy consumption (EC), and emissions (EMS) significantly changes growth (GGR) and vice versa. On the contrary, any policy related to green technology significantly affects the GGT, while policy change in GGT does not affect the GTN.



POLICY IMPLICATIONS

Based on empirical findings, this study recommends some policy implications: (1) the findings highlight that continuous economic growth in high-GPD countries is not favorable to green growth. However, it is noteworthy that linear effect of economic growth is positive. The policymakers should consider the economic planning concern over green growth. (2) High-GDP countries should adopt alternative strategies of energy consumption such as fossil fuels (oil, coal, and gas). More precisely, countries must reduce the consumption level of energy in order to increase the green growth that may protect ecological environment. (3) Policymakers should focus on green technology by innovating the new methods or products related to environmental, which directly enhance the green growth. (4) High-GDP countries should manage their economic activities in order to reduce the emissions that pollute the environment and decrease the green growth. (5) Countries should avoid the imposition of aggressive ENTs on environmental institutions. On the contrary, the progressive ENTs should be imposed on environmental institutions, because such taxes enhance the green growth.

The scope of this study is limited to high-GDP countries and only a few variables are considered in the model. This study emphasizes on energy consumption that comes from fossil fuel such as oil, coal, and gas. Likewise, it also considers the patent related to environment. Furthermore, total emissions from all sector of the economy are included. Lastly, ENTs are considered to be analyzed. Thus, future studies can be extending the model by including economic complexity, green financing, and industrialization. Besides, the study can be assessed by covering the geographical areas such as BRICS, OECD, EU, and OBOR.
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