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Development of a machine learning tool to predict the risk of incident chronic kidney disease using health examination data
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Background: Chronic kidney disease (CKD) is characterized by a decreased glomerular filtration rate or renal injury (especially proteinuria) for at least 3 months. The early detection and treatment of CKD, a major global public health concern, before the onset of symptoms is important. This study aimed to develop machine learning models to predict the risk of developing CKD within 1 and 5 years using health examination data.

Methods: Data were collected from patients who underwent annual health examinations between 2017 and 2022. Among the 30,273 participants included in the study, 1,372 had CKD. Demographic characteristics, body mass index, blood pressure, blood and urine test results, and questionnaire responses were used to predict the risk of CKD development at 1 and 5 years. This study examined three outcomes: incident estimated glomerular filtration rate (eGFR) <60 mL/min/1.73 m2, the development of proteinuria, and incident eGFR <60 mL/min/1.73 m2 or the development of proteinuria. Logistic regression (LR), conditional logistic regression, neural network, and recurrent neural network were used to develop the prediction models.

Results: All models had predictive values, sensitivities, and specificities >0.8 for predicting the onset of CKD in 1 year when the outcome was eGFR <60 mL/min/1.73 m2. The area under the receiver operating characteristic curve (AUROC) was >0.9. With LR and a neural network, the specificities were 0.749 and 0.739 and AUROCs were 0.889 and 0.890, respectively, for predicting onset within 5 years. The AUROCs of most models were approximately 0.65 when the outcome was eGFR <60 mL/min/1.73 m2 or proteinuria. The predictive performance of all models exhibited a significant decrease when eGFR was not included as an explanatory variable (AUROCs: 0.498–0.732).

Conclusion: Machine learning models can predict the risk of CKD, and eGFR plays a crucial role in predicting the onset of CKD. However, it is difficult to predict the onset of proteinuria based solely on health examination data. Further studies must be conducted to predict the decline in eGFR and increase in urine protein levels.

Keywords
 chronic kidney disease; health examination; estimated glomerular filtration rate; proteinuria; recurrent neural network


1 Introduction

Chronic kidney disease (CKD) is characterized by a decreased glomerular filtration rate or renal injury (especially proteinuria) for at least 3 months and is a significant global public health concern. The number of patients with CKD worldwide reached 697.5 million in 2017, yielding a prevalence rate of 9.1% (1). The number of patients with CKD has been increasing in Japan. Approximately 14.8 million individuals in Japan had CKD in 2015, with a prevalence rate of 14.6% (2).

Symptoms such as edema and abnormal urine are usually not observed during the early stages of CKD. Notably, irreversible decline in renal function has already occurred in most patients by the time they experience symptoms. Dialysis is indicated in patients with a significant decline in renal function. Dialysis leads to a decline in quality of life. Furthermore, it creates social burden by increasing medical expenses. Thus, early detection and treatment of CKD before symptom onset are important.

Hypertension, diabetes, dyslipidemia, hyperuricemia, metabolic syndrome, and obesity are known risk factors for CKD (3–7) that are strongly associated with undesirable lifestyle habits, such as lack of exercise and physical activity, inappropriate eating habits, smoking, excessive drinking, and inadequate sleep (8–13). Many of these lifestyle factors affect the risk of developing CKD (3, 14–17).

Previous studies explored the development of CKD prediction models using machine learning. Shih et al. (18) predicted the risk of early CKD using a classification and regression tree (area under the receiver operating characteristics curve [AUROC]: 0.779), C4.5 decision tree (decision tree algorithm; AUROC: 0.788), linear discriminant analysis (AUROC: 0.773), and neural network (NN) (AUROC: 0.692). A lifestyle scoring system for identifying CKD risk was established using a light-gradient boosting machine algorithm in a previous study that investigated the relationship between CKD and lifestyle habits (19). The AUROC for predicting the incidence of CKD based on lifestyle scores was 0.710. Recurrent neural network (RNN), which is suitable for analyzing time-series data, was used to predict disease progression among patients with CKD in another study (20).

This study aimed to develop machine learning models to predict the risk of CKD onset within 1 and 5 years using health examination data. Many previous studies that predicted the risk of CKD attempted to predict only the risk of a decline in eGFR, which is not considered a strict predictor of the risk of CKD. Thus, three outcomes were analyzed in this study: decline in eGFR, presence of renal injury, and decline in eGFR or presence of renal injury. These outcomes were compared to determine their contribution to predicting renal function decline and renal injury toward CKD screening. Lifestyle questionnaire data were used along with demographic characteristics, physical measurements, and laboratory data to predict the risk of CKD. Individuals are expected to implement ideal lifestyle habits and avoid undesirable lifestyle habits when the risk of developing CKD is predicted using these variables. Finally, annual health examination data were used to determine the importance of undergoing annual health examinations.



2 Methods


2.1 Study participants

The Niigata Association of Occupational Health has multiple health examination centers in Niigata Prefecture, Japan, and provides routine health and complete medical examinations. The health examination data of individuals who underwent annual health examinations at the Niigata Association of Occupational Health between 2017 and 2022 were used in this study. Data that met the following criteria were extracted from the Niigata Association of Occupational Health database.

Figure 1 illustrates the participant selection process. Participants who underwent health examinations every year for 6 years and had an eGFR of ≥60 mL/min/1.73 m2 and negative proteinuria from 2017 to 2021 were included in the study (N = 40,021). They had complete data on eGFR, proteinuria, and the use of antihypertensive, antidiabetic, and anti-cholesterol drugs. Participants with a history of antihypertensive, antidiabetic, or anticholesterol drug use were excluded (N = 9,748). Therefore, 30,273 participants were included in the final analysis. Risk prediction models were created for the following outcomes (21): (i) incident eGFR of <60 mL/min/1.73 m2 in 2022, (ii) development of proteinuria in 2022, and (iii) incident eGFR of <60 mL/min/1.73 m2 or development of proteinuria in 2022.
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FIGURE 1
 Flow diagram for the selection of study participants eGFR, estimated glomerular filtration rate; CKD, chronic kidney disease.


In addition, participants with and without CKD were matched according to age and sex in a 1:1 ratio. Each patient with CKD was matched with an age-and sex-matched participant without CKD, selected randomly and non-restoratively.



2.2 Data collection

Data regarding the following parameters were collected: (i) demographic characteristics, including age and sex; (ii) clinical parameters, such as body mass index (kg/m2), systolic blood pressure (mmHg), and diastolic blood pressure (mmHg); (iii) biochemical indicators, including fasting plasma glucose levels (mg/dL), hemoglobin A1c levels (%), total cholesterol levels (mg/dL), triglyceride levels (mg/dL), high-density lipoprotein cholesterol levels (mg/dL), low-density lipoprotein cholesterol levels (mg/dL), uric acid levels (mg/dL), serum creatinine levels (mg/dL), eGFR (mL/min/1.73 m2; calculated using a formula for Japanese individuals (22)), and proteinuria (dipstick urinalysis); (iv) information obtained from a questionnaire, such as the use of antihypertensive drugs (yes or no), the use of antidiabetic drugs (yes or no), the use of anti-cholesterol drugs (yes or no), smoking status, exercise (yes or no), physical activity (yes or no), late dinner (eating dinner <2 h before bedtime) (yes or no), snacking (yes or no), skipping breakfast (yes or no), adequate sleep, i.e., getting enough rest through sleep (yes or no), eating speed, i.e., eating faster than others (fast or normal or slow), drinking frequency (seldom [cannot drink], sometimes, or every day), and alcohol intake (<20 g/day, 20–40 g/day, 40–60 g/day, or ≥ 60 g/day).



2.3 Statistical analysis and machine learning

Missing data were imputed using a multiple imputation method based on random forest (23).

The machine learning methods, RNN and NN, and the traditional statistical methods logistic regression (LR) and conditional logistic regression (CLR) were used to construct the prediction models.

The NN and LR models were used for predictions based on unmatched data for 2017 and 2021. The RNN, NN, and LR models were used for predictions based on unmatched 5-year data from 2017 to 2021. The LR model was substituted with the CLR model when the matched data were analyzed.

The outcome variables included incident eGFR <60 mL/min/1.73 m2 in 2022, proteinuria in 2022, and incident eGFR <60 mL/min/1.73 m2 or proteinuria in 2022. The candidate variables, except proteinuria, were treated as explanatory variables.

The training and testing samples used in this study comprised 80 and 20% of the entire analyzed dataset, respectively. The prediction models were developed using training samples. The accuracy, sensitivity, specificity, and AUROC of the testing sample were used to evaluate the performance of the model.

The NN models were trained using three hidden layers with 256 nodes in each hidden layer. The RNN models were trained using four hidden layers with 16 nodes in each hidden layer.

Tensorflow 2.15.0 and scikit-learn 1.3.2 (24) were used to implement the procedures for the development of the models.




3 Results

Tables 1–3 present the baseline characteristics (data from 2017) of the participants. Continuous variables are presented as mean ± standard deviation, whereas categorical variables are presented as frequencies and proportions. All participants had a dipstick urinalysis score of (−); consequently, proteinuria was not included as an explanatory variable.



TABLE 1 Baseline characteristics in the prediction of eGFR <60 mL/min/1.73 m2.
[image: Table1]



TABLE 2 Baseline characteristics in the prediction of proteinuria.
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TABLE 3 Baseline characteristics in the prediction of eGFR <60 mL/min/1.73 m2 or proteinuria.
[image: Table3]

Tables 4–6 present the predictive performance of the models. Figures 2–7 present the ROC curves of the models.



TABLE 4 Comparison between the predictive performance of models for the prediction of eGFR <60 mL/min/1.73 m2.
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TABLE 5 Comparison between the predictive performance of models for the prediction of proteinuria.
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TABLE 6 Comparison between the predictive performance of models for the prediction of eGFR <60 mL/min/1.73 m2 or proteinuria.
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FIGURE 2
 ROC curves of the models for the prediction of eGFR <60 mL/min/1.73 m2 in non-matched data analysis. (A) When all candidate variables are used as explanatory variables. (B) When eGFR was excluded from the explanatory variables. ROC, receiver operating characteristics; eGFR, estimated glomerular filtration rate; RNN, recurrent neural network; NN, neural network; LR, logistic regression.
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FIGURE 3
 ROC curves of the models for the prediction of eGFR <60 mL/min/1.73 m2 in matched data analysis. (A) When all candidate variables are used as explanatory variables. (B) When eGFR was excluded from the explanatory variables. ROC, receiver operating characteristics; eGFR, estimated glomerular filtration rate; RNN, recurrent neural network; NN, neural network; CLR, conditional logistic regression.
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FIGURE 4
 ROC curves of the models for the prediction of proteinuria in non-matched data analysis. ROC, receiver operating characteristics; RNN, recurrent neural network; NN, neural network; LR, logistic regression.


[image: Figure 5]

FIGURE 5
 ROC curves of the models for the prediction of proteinuria in matched data analysis. ROC, receiver operating characteristics; RNN, recurrent neural network; NN, neural network; CLR, conditional logistic regression.
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FIGURE 6
 ROC curves of the models for the prediction of eGFR<60 mL/min/1.73 m2 or proteinuria in non-matched data analysis. (A) When all candidate variables are used as explanatory variables. (B) When eGFR was excluded from the explanatory variables. ROC, receiver operating characteristics; eGFR, estimated glomerular filtration rate; RNN, recurrent neural network; NN, neural network; LR, logistic regression.
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FIGURE 7
 ROC curves of the models for the prediction of eGFR<60 mL/min/1.73 m2 or proteinuria in matched data analysis. (A) When all candidate variables are used as explanatory variables. (B) When eGFR was excluded from the explanatory variables. ROC, receiver operating characteristics; eGFR, estimated glomerular filtration rate; RNN, recurrent neural network; NN, neural network; CLR, conditional logistic regression.



3.1 Prediction of eGFR <60 mL/min/1.73 m2

The mean age of the participants with CKD was 50.1 years before matching, and 58.9% were men. The mean age of the participants without CKD was 44.5 years before matching, and 63.3% were men.

The accuracies, sensitivities, and specificities of all models were > 0.8 for predicting the onset of CKD in 1 year. The AUROCs of the models were > 0.9. However, the accuracy and specificity of the models were lower for predicting the onset of CKD within 5 years (<0.8). The models failed to attain AUROCs of 0.9, although the sensitivities were high (>0.9). The RNN and NN models with 5-year data and the NN model with 2021 data achieved AUROCs of >0.9 for matched data analysis; however, the AUROCs of all models were lower than those achieved for non-matched data analysis. All models exhibited accuracies of >0.8 for predicting the onset of CKD in 1 year. However, the sensitivity of the NN model with the 2021 data and the specificities of the models, except for this model, failed to reach 0.8. Both models exhibited lower sensitivity for predicting the onset of CKD within 5 years. The accuracy, sensitivity, specificity, and AUROC of the models, except for those of the CLR model with 2017 data in the matched data analysis, decreased when eGFR was not included as an explanatory variable. The NN model with the 2017 data exhibited a sensitivity of <0.5 in non-matched data analysis. The NN model with 2021 data, CLR model with 5-year data, CLR model with 2021 data, NN model with 2017 data, and CLR model with 2017 data exhibited a sensitivity of <0.5 in matched data analysis.



3.2 Prediction of proteinuria

The mean age of the participants with CKD was 44.3 years before matching, and 65.7% were men. The mean age of the participants without CKD was 44.7 years before matching, and 63.2% were men.

The AUROCs of all the proteinuria prediction models were lower than those of the models for the prediction of eGFR <60 mL/min/1.73 m2. The AUROCs of all models, except for those of the LR model with 5-year data and the LR model with 2021 data in the non-matched data analysis, were < 0.6. The sensitivity and specificity were also low. The sensitivities of the NN model with 5-year data, NN model with 2021 data, LR model with the 5-year data, LR model with 2021 data, LR model with 2017 data in the non-matched data analysis, and NN model with the 5-year data in the matched data analysis were < 0.5. The specificities of the NN model with 2021 data, the NN model with 2017 data, the CLR model with 2021 data, and the CLR model with 2017 data in the matched data analysis were < 0.5. The accuracy of the NN model with 5-year data in the matched data analysis was the highest (0.800).

These results indicated that the predictive performance of the models for proteinuria was worse than that of the models for eGFR <60 mL/min/1.73 m2.



3.3 Prediction of eGFR <60 mL/min/1.73 m2 or proteinuria

The mean age of the participants with CKD was 47.0 years before matching, and 62.2% were men. The mean age of the participants without CKD was 44.5 years before matching, and 63.3% were men.

Most models exhibited sensitivities of <0.6 and low AUROCs of approximately 0.65 in non-matched data analysis, even when all candidate variables were explanatory variables. The accuracies of the following models failed to reach 0.5 when eGFR was not included as an explanatory variable: the NN model with the 2017 data, LR model with the 5-year data, and LR model with the 2021 data in non-matched data analysis. The sensitivities of the following models failed to reach 0.5 when eGFR was not included as an explanatory variable: the RNN model, NN model with 2021 data in the non-matched data analysis, NN model with 2017 data, and CLR model with 2017 data in the matched data analysis. The specificities of the following models failed to reach 0.5 when eGFR was not included as an explanatory variable: the NN model with the 2017 data, LR model with the 5-year data, and LR model with the 2021 data in the non-matched data analysis.

These results indicate that the models for the prediction of eGFR <60 mL/min/1.73 m2 or proteinuria performed better than those for the prediction of proteinuria and worse than those for the prediction of eGFR <60 mL/min/1.73 m2.




4 Discussion

In this study, prediction models for the risk of incident CKD within 1 and 5 years were developed based on health examination data using RNN, NN, LR, and CLR. The predictive performances of the models were evaluated in terms of accuracy, sensitivity, specificity, and AUROC.

The predictive performance of the models using non-matched data was better than that of the models using age-and sex-matched data. This finding indicates that the distribution of factors varied between the CKD and non-CKD groups before matching and that the power of each factor improved significantly with an increase in the number of cases.

The RNN model performed similarly to the commonly used LR and NN models. The predictive performance of the RNN model was good even when age-and sex-matched data were analyzed. In particular, the AUROC of the RNN model was 0.917 in the prediction of eGFR <60 mL/min/1.73 m2. In the NN model, the weights of the variables were calculated between the input and hidden layers, between the hidden layers, and between the hidden and output layers. In the RNN model, in addition to the above weights, the weights between the hidden layer of a time step before and that of the next time step were calculated because the hidden layers were used repeatedly. This enables the RNN model to capture the changes in time-series data without using summary statistics such as the mean, slope of the regression line, and standard deviation. Thus, it is implied that the RNN model could capture the changes in health examination data and achieve a good predictive performance, similar to other models that require the calculation of summary statistics. Zhu et al. (20) used longitudinal electronic health records from patients with CKD. An RNN model was developed based on demographic characteristics, physical measurements, laboratory test results, and health behaviors to predict the risk of CKD progression from stages II/III to IV/IV. This model achieved an AUROC of 0.967 for predicting CKD progression within 1 year. These findings indicate that the RNN model and time-series data are highly effective tools for predicting future disease risk.

The predictive performance for predicting eGFR <60 mL/min/1.73 m2 was the best, followed by that for predicting eGFR <60 mL/min/1.73 m2 or proteinuria. The predictive performance for proteinuria was the worst. Thus, the predictive performance worsened when proteinuria was included as an outcome. The low sensitivity of dipstick tests used for the evaluation of proteinuria in health examinations was revealed by investigating the accuracy of the diagnosis of proteinuria using the dipstick test among Japanese workers (25). In addition, some individuals develop proteinuria without kidney injury (26). Therefore, many participants may have had false negatives on the dipstick test. Furthermore, as some participants developed proteinuria without kidney injury, it may be difficult to identify the differences between participants with kidney injury and those without kidney injury when developing proteinuria was the outcome.

The NN and LR models with 2021 (fifth-year) data demonstrated predictive performances similar to those of the RNN, NN, and LR models, which used longitudinal data for 5 years. In addition, when using all explanatory variables, the predictive performances of the NN and LR models with the 2017 (5 years before) data were similar to those of the NN and LR models in predicting the incidence of CKD within 1 year. In contrast, the predictive performances of all the models worsened significantly when eGFR was not included as an explanatory variable. These findings indicate that the patients had remarkably lowered eGFR values at least 5 years before the onset of CKD. Nelson et al. (27) developed risk prediction equations for incident CKD using the data from over 5 million individuals across 34 multinational cohorts and predicted the risk of a decline in estimated glomerular filtration rate (eGFR) to <60 mL/min/1.73 m2 within 5 years, based on demographic and clinical factors. The risk equations achieved a median C-statistic of 0.845, indicating good discrimination. Additionally, the findings indicated a significant association between low eGFR values and the incidence of eGFR falling to ≤60 mL/min/1.73 m2 in 5 years. These findings also suggest that the risk of developing CKD cannot be accurately predicted without eGFR. Miyakoshi et al. identified risk factors for CKD in Japan and reported that lowered eGFR (especially eGFR ≤70 mL/min/1.73 m2) was an overwhelmingly strong risk factor for predicting the incidence of CKD (28). In the present study, the predictive performances of models that predicted the risk of developing eGFR <60 mL/min/1.73 m2 within 5 years were inferior to those of models that made predictions within 1 year (for example, AUROCs of 5-year risk predicting models were < 0.9). Some people with high eGFR values may develop eGFR <60 mL/min/1.73 m2 in 5 years because of acutely decreasing eGFR, while some people with low eGFR values may maintain these low eGFR values without developing eGFR<60 mL/min/1.73 m2.

This study has three strengths. First, a large amount of health examination data that were accurately recorded every year were used. Second, the risk of developing CKD can be predicted well without the calculation of summary statistics using the RNN model, which has rarely been used. Third, the risk of CKD was predicted from the perspectives of both eGFR decline and proteinuria development, which revealed that predicting the risk of developing proteinuria was challenging.

However, this study had some limitations. First, whether eGFR <60 mL/min/1.73 m2 or the presence of proteinuria persisted over 3 months could not be confirmed in this study. Second, the information obtained through health examinations was limited. This study could not obtain information on some factors [e.g., family history of diseases (29, 30) and dietary intake (20)] suggested to be associated with the incidence of CKD in a previous study. Third, the proteinuria test conducted during the health examination was semi-quantitative, making it difficult to include proteinuria as an explanatory variable. Finally, the analysis period was short.

Machine learning models can predict the risk of CKD, and eGFR is a crucial factor in predicting the onset of CKD. However, predicting the incidence of proteinuria based solely on health examination data is difficult. The prediction models developed in this study may lead to awareness of risks and help individuals manage their health. However, further studies must be conducted to predict the decline in eGFR and increase in urine protein levels.



Data availability statement

The datasets presented in this article are not readily available because of patient privacy concerns. Interested researchers should contact the corresponding authors to inquire about access. The data have been made available with ethical approval. Requests to access the datasets should be directed to Kohei Akazawa, akzwkh0917@gmail.com.



Ethics statement

The studies involving humans were approved by the Ethics Committee of Niigata University (2023-0225). The studies were conducted in accordance with the local legislation and institutional requirements. Written informed consent for participation was not required from the participants or the participants’ legal guardians/next of kin because all participants were provided with the means to opt out as follows: a notification to opt out was displayed on the homepage of the Niigata University School of Medicine, Faculty of Medicine/Graduate School of Medical and Dental Sciences (Medicine).



Author contributions

YY: Writing – original draft, Conceptualization, Formal analysis, Methodology, Writing – review & editing. KK: Data curation, Methodology, Writing – review & editing. KF: Writing – review & editing, Methodology. HS: Conceptualization, Methodology, Writing – review & editing. KA: Conceptualization, Project administration, Supervision, Writing – review & editing.



Funding

The author(s) declare that no financial support was received for the research, authorship, and/or publication of this article.



Acknowledgments

The authors thank the Niigata Association of Occupational Health for providing data on the individuals who underwent annual health examinations. The authors would also like to thank Minoru Tashiro for assistance with data collection. We would like to thank Editage (www.editage.jp) for the English language editing.



Conflict of interest

The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.



Publisher’s note

All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.



References

 1. GBD Chronic Kidney Disease Collaboration. Global, regional, and national burden of chronic kidney disease, 1990-2017: a systematic analysis for the global burden of disease study 2017. Lancet. (2020) 395:709–33. doi: 10.1016/S0140-6736(20)30045-3 

 2. Nagai, K, Asahi, K, Iseki, K, and Yamagata, K. Estimating the prevalence of definitive chronic kidney disease in the Japanese general population. Clin Exp Nephrol. (2021) 25:885–92. doi: 10.1007/s10157-021-02049-0 

 3. Fox, CS, Larson, MG, Leip, EP, Culleton, B, Wilson, PW, and Levy, D. Predictors of new-onset kidney disease in a community-based population. JAMA. (2004) 291:844–50. doi: 10.1001/jama.291.7.844 

 4. Yamagata, K, Ishida, K, Sairenchi, T, Takahashi, H, Ohba, S, Shiigai, T , et al. Risk factors for chronic kidney disease in a community-based population: a 10-year follow-up study. Kidney Int. (2007) 71:159–66. doi: 10.1038/sj.ki.5002017 

 5. Li, L, Yang, C, Zhao, Y, Zeng, X, Liu, F, and Fu, P. Is hyperuricemia an independent risk factor for new-onset chronic kidney disease?: a systematic review and meta-analysis based on observational cohort studies. BMC Nephrol. (2014) 15:122. doi: 10.1186/1471-2369-15-122 

 6. Wang, J, Niratharakumar, K, Gokhale, K, Tahrani, AA, Taverner, T, Thomas, GN , et al. Obesity without metabolic abnormality and incident CKD: a population-based British cohort study. Am J Kidney Dis. (2022) 79:24–35.e1. doi: 10.1053/j.ajkd.2021.05.008 

 7. Thomas, G, Sehgal, AR, Kashyap, SR, Srinivas, TR, Kirwan, JP, and Navaneethan, SD. Metabolic syndrome and kidney disease: a systematic review and meta-analysis. Clin J Am Soc Nephrol. (2011) 6:2364–73. doi: 10.2215/CJN.02180311 

 8. Valenzuela, PL, Carrera-Bastos, P, Gálvez, BG, Ruiz-Hurtado, G, Ordovas, JM, Ruilope, LM , et al. Lifestyle interventions for the prevention and treatment of hypertension. Nat Rev Cardiol. (2021) 18:251–75. doi: 10.1038/s41569-020-00437-9

 9. Bi, Y, Wang, T, Xu, M, Xu, Y, Li, M, Lu, J , et al. Advanced research on risk factors of type 2 diabetes. Diabetes Metab Res Rev. (2012) 28:32–9. doi: 10.1002/dmrr.2352

 10. Pirillo, A, Casula, M, Olmastroni, E, Norata, GD, and Catapano, AL. Global epidemiology of dyslipidaemias. Nat Rev Cardiol. (2021) 18:689–700. doi: 10.1038/s41569-021-00541-4

 11. Masood, B, and Moorthy, M. Causes of obesity: a review. Clin Med. (2023) 23:284–91. doi: 10.7861/clinmed.2023-0168 

 12. Rus, M, Crisan, S, Andronie-Cioara, FL, Indries, M, Marian, P, Pobirci, OL , et al. Prevalence and risk factors of metabolic syndrome: a prospective study on cardiovascular health. Medicina. (2023) 59:1711. doi: 10.3390/medicina59101711 

 13. Kuwabara, M, Fukuuchi, T, Aoki, Y, Mizuta, E, Ouchi, M, Kurajoh, M , et al. Exploring the multifaceted nexus of uric acid and health: a review of recent studies on diverse diseases. Biomol Ther. (2023) 13:1519. doi: 10.3390/biom13101519 

 14. Guo, C, Tam, T, Bo, Y, Chang, LY, Lao, XQ, and Thomas, GN. Habitual physical activity, renal function and chronic kidney disease: a cohort study of nearly 200000 adults. Br J Sports Med. (2020) 54:1225–30. doi: 10.1136/bjsports-2019-100989 

 15. Bo, Y, Yeoh, EK, Guo, C, Zhang, Z, Tam, T, Chan, TC , et al. Sleep and the risk of chronic kidney disease: a cohort study. J Clin Sleep Med. (2019) 15:393–400. doi: 10.5664/jcsm.7660 

 16. Costa, NA, Pereira, AG, Dorna, MS, Rodrigues, HCN, Azevedo, PS, Paiva, SAR , et al. Meal timing and frequency implications in the development and prognosis of chronic kidney disease. Nutrition. (2021) 91-92:111427. doi: 10.1016/j.nut.2021.111427

 17. van Westing, AC, Küpers, LK, and Geleijnse, JM. Diet and kidney function: a literature review. Curr Hypertens Rep. (2020) 22:14. doi: 10.1007/s11906-020-1020-1 

 18. Shih, CC, Lu, CJ, Chen, GD, and Chang, CC. Risk prediction for early chronic kidney disease: results from an adult health examination program of 19, 270 individuals. Int J Environ Res Public Health. (2020) 17:4973. doi: 10.3390/ijerph17144973

 19. Luo, W, Gong, L, Chen, X, Gao, R, Peng, B, Wang, Y , et al. Lifestyle and chronic kidney disease: a machine learning modeling study. Front Nutr. (2022) 9:918576. doi: 10.3389/fnut.2022.918576 

 20. Zhu, Y, Bi, D, Saunders, M, and Ji, Y. Prediction of chronic kidney disease progression using recurrent neural network and electronic health records. Sci Rep. (2023) 13:22091. Published 2023 Dec 13. doi: 10.1038/s41598-023-49271-2 

 21. Kidney Disease: Improving Global Outcomes (KDIGO) CKD Work Group. Chapter 1: definition and classification of CKD. Kidney Int Suppl. (2013) 3:19–62. doi: 10.1038/kisup.2012.64

 22. Matsuo, S, Imai, E, Horio, M, Yasuda, Y, Tomita, K, Nitta, K , et al. Revised equations for estimated GFR from serum creatinine in Japan. Am J Kidney Dis. (2009) 53:982–92. doi: 10.1053/j.ajkd.2008.12.034 

 23. Stekhoven, DJ, and Bühlmann, P. Miss Forest--non-parametric missing value imputation for mixed-type data. Bioinformatics. (2012) 28:112–8. doi: 10.1093/bioinformatics/btr597

 24. Pedregosa, F, Varoquaux, G, Gramfort, A, Michel, V, Thirion, B, Grisel, O , et al. Scikit-learn: machine learning in Python. J Mach Learn Res. (2011) 12:2825–30.

 25. Usui, T, Yoshida, Y, Nishi, H, Yanagimoto, S, Matsuyama, Y, and Nangaku, M. Diagnostic accuracy of urine dipstick for proteinuria category in Japanese workers. Clin Exp Nephrol. (2020) 24:151–6. doi: 10.1007/s10157-019-01809-3 

 26. Wingo, CS, and Clapp, WL. Proteinuria: potential causes and approach to evaluation. Am J Med Sci. (2000) 320:188–94. doi: 10.1097/00000441-200009000-00010

 27. Nelson, RG, Grams, ME, Ballew, SH, Sang, Y, Azizi, F, Chadban, SJ , et al. Development of risk prediction equations for incident chronic kidney disease. JAMA. (2019) 322:2104–14. doi: 10.1001/jama.2019.17379 

 28. Miyakoshi, T, Nakasone, Y, Sato, Y, Yamauchi, K, Hashikura, R, Takayama, M , et al. Primacy of lowered baseline glomerular filtration rate as a risk for incident chronic kidney disease: a longitudinal study in Japanese subjects. Nephrology. (2017) 22:684–9. doi: 10.1111/nep.12836 

 29. Devarajan, P, Chertow, GM, Susztak, K, Levin, A, Agarwal, R, Stenvinkel, P , et al. Emerging role of clinical genetics in CKD. Kidney Med. (2022) 4:100435. doi: 10.1016/j.xkme.2022.100435 

 30. Lunyera, J, Mohottige, D, Von Isenburg, M, Jeuland, M, Patel, UD, and Stanifer, JW. CKD of uncertain etiology: a systematic review. Clin J Am Soc Nephrol. (2016) 11:379–85. doi: 10.2215/CJN.07500715 


Copyright
 © 2024 Yoshizaki, Kato, Fujihara, Sone and Akazawa. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.

OPS/images/fpubh-12-1495054-t006.jpg
Non-matched data analysis

Explanatory Accuracy Sensitivity Specificity

variables

Al 0779 0509 0.792 0.690
RNN

€GFR was excluded 0642 0.480 0.649 0.582

Al 0811 0516 0.825 0.699
NN with 5-year data

€GFR was excluded 0572 0.600 0571 0585

Al 0827 0.465 0.844 0.690
NN with 2021 data

€GFR was excluded 0.686 0444 0.698 0.589

All 0742 0575 0.750 0673
NN with 2017 data

€GFR was excluded 0267 0.796 0.242 0514

Al 0811 0524 0825 0.700
LR with 5-year data

€GFR was excluded 0463 0.709 0.451 059

All 0.746 0.585 0753 0.701
LR with 2021 data

€GFR was excluded 0438 0716 0.425 0.594

All 0.708 0615 0713 0.680
LR with 2017 data

€GFR was excluded 0621 0538 0.625 0.600

Matched data analysis
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Models with 5-year data are models with the summary satistis of data from 2017 to 2021.
AUROC, area under the receiver operating characteristic; RNN, recurrent neural network; eGFR, estimated glomerular filration rate; NN, neural network; LR, logistic regression; CLR,
conditional logistic regression.
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Non-matched data analysis
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variables
RNN Al 0.588 0.584 0.588 0590
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Models with 5-year data are models with the summary statistics of data from 2017 t0 2021,
AUROC, area under the receiver operating characteristic; NN, recurrent neural network; NN, neural network; LR, logistic regression; CLR, conditional logistic regression.
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Matched data analysis
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Models with 5-year data are models with the summary satistis of data from 2017 to 2021.
AUROC, area under the receiver operating characteristic; RNN, recurrent neural network; eGFR, estimated glomerular filration rate; NN, neural network; LR, logistic regression; CLR,
conditional logistic regression.
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After matching

Variables .372)
Age, years 470492
Male, n (%) 854(622)
€GER, mL/min/m* 803138
Body mass index, kg/m’ 28435
Systolic blood pressure, mmHg 1212£141
Diastolic blood pressure, 759+106
mmHg

Fasting plasma glucose, mg/dL. 921490
Hemoglobin Alc, % 55502
Total cholesterol, mg/dL 20804330
Triglycerides, mg/dL. 1076836
HDL-C, mg/dL 6372164
LDL-C, mg/dL 12264308
Uricacid, mg/dL 54114
Smoking, n (%)

Yes 467 (34.0)
Exercise, n (%)

Yes 250(18.2)
Physical activity, n (%)

Yes 449 (32.7)
Eating speed, n (%)

Slow 376 (27.4)
Normal 876 (63.8)
Fast 120(8.7)
Late dinner, n (%)

Yes 405 (29.5)
Snacking, n (%)

Yes 256 (18.7)
Skipping breakfast, n (%)

Yes 288 (21.0)
Drinking frequency, n (%)

Seldom (cannot drink) 553 (40.3)
Sometimes 430 (31.3)
Every day 389 (28.4)
Alcohol intake, n (%)

<20g/day 824 (60.1)
20-40g/day 389 (28.4)
40-60g/day 116 (8.5)
260g/day 433.1)
Adequate sleep, n (%)

Yes 872(63.6)

Non-CKD (n =28,901) CKD (n=1,372) Non-CKD (n=
44594 47092 470492
18,200 (63.3) 854(62.2) 854 (622)
88.4x14.1 803£138 866+14.1
21433 28435 22432
1932134 1212£14.1 11954133
7432102 759£106 7524103
91.0£84 92190 917484
55502 55802 55802
20494333 20804330 20814338
983+77.4 1076836 10042766
65.0£16.1 637+164 6542165
11984297 12262308 12164297
54114 54x14 54x14
10,052 (34.8) 467 (34.0) 469 (34.2)
4895 (16.9) 250 (18.2) 224(16.3)
9,991 (34.6) 449 (32.7) 432(315)
8123 28.1) 376 (27.4) 371(27.0)
18,144 (628) 876(63.8) §72(63.6)
2,634 (9.1) 120(8.7) 129 (94)
8,928 (30.9) 405 (29.5) 404 (29.4)
5464 (18.9) 256 (18.7) 265 (19.3)
6450(22.3) 288 (21.0) 289 (21.1)
10,511 (36.4) 553 (40.3) 478 (34.8)
9,063 (31.4) 430 (31.3) 402(29.3)
9,327 (32.3) 389 (28.4) 492(359)
16,555 (57.3) 824 (60.1) 777 (56.6)
8449(29.2) 389 (28.4) 403 (29.4)
3,061 (10.6) 116(8.5) 153 (11.2)
836 (29) $BG1) 39(28)
18,422 (63.7) 872(63.6) §71(635)

Continuous variablesare expressed as mean standard deviation. Categorical variables are expressed as frequencies and proportions.

CKD, chronic kidney disease; eGER, estimated glomerular filtration rate; HDI

high-density lipoprotein cholesterol; LDL-C, low-density lipoprotein cholesterol
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Before matching After matching

Variables CKD (n=743) Non-CKD (n =29,530) CKD (n=743) Non-CKD (n =743)
Age, years 443£91 447494 443291 443591
Male, n (%) 488 (65.7) 18,656 (63.2) 488 (65.7) 488(65.7)
€GER, mL/min/m? 88.0413.6 88.04142 880136 8844137
Body mass index, kg/m’ 29:36 22433 229436 22434
Systolic blood pressure, mmHg 12115140 11945134 12114140 1196140
Diastolic blood pressure, mmHg 7554108 7442102 7554108 746+10.0
Fasting plasma glucose, mg/dL. 921295 91084 921495 9132103
Hemoglobin Alc, % 5502 5502 5502 5502
Total cholesterol, mg/dL 20504337 20514333 20504337 20374330
Triglycerides, mg/dL 106.5578.2 9854777 10654782 10554927
HDL-C, mg/dL, 6294163 65.0+16.1 629+163 6412165
LDL-C, mg/dL 12115313 11994298 12114313 1189288
Uricacid, mg/dL 53:13 5414 53113 5414

Smoking, n (%)
Yes 287 (38.6) 10,232 (34.6) 287 (38.6) 278 (37.4)

Exercise, n (%)

Yes 122(164) 5023(17.0) 122 (164) 124 (167)
Physical activity, n (%)

Yes 245 (33.0) 10,195 (34.5) 245 (33.0) 257 (34.6)
Eating speed, n (%)

Slow 198 (26.6) 8301 (28.1) 198 (26.6) 223(30.0)
Normal 478 (64.3) 18,542 (628) 478 (64.3) 455 (61.2)
Fast 67(9.0) 2687 9.1) 67 (9.0) 65(5.7)
Late dinner, n (%)

Yes 234 (31.5) 9,099 (30.8) 234 (315) 241 (324)

Snacking, n (%)
Yes 140 (18.8) 5,580 (18.9) 140 (18.8) 140 (18.8)

Skipping breakfast, n (%)

Yes 195(26.2) 6543 (22.2) 195 (26.2) 160(21.5)
Drinking frequency, n (%)

Seldom (cannot drink) 307 (41.3) 10,757 (36.4) 307 (41.3) 227(37.3)
Sometimes 227(30.6) 9.266 (31.4) 227 (30.6) 228 (30.7)
Every day 209 (28.1) 9,507 (322) 209 (28.1) 238(32.0)

Alcohol intake, n (%)

<20g/day 443 (59.6) 16,936 (57.4) 443 (59.6) 447 (60.2)
20-40g/day 200 (26.9) 8,638 (293) 200 (26.9) 193 (26.0)
40-60g/day 70(9.4) 3,107 (10.5) 70 (9.4) 83(11.2)
260g/day 30 (4.0) 849 (2.9) 30(40) 20(27)

Adequate sleep, n (%)

Yes 465 (626) 18,829 (63.8) 465 (62.6) 462(622)

Continuous variables are expressed as mean standard deviation. Categorical variables are expressed as frequencies and proportions
CKD, chronic kidney disease; eGFR, estimated glomerular fltration rate; HDL-C, high-density lipoprotein cholesterol; LDL-C, low-density lipoprotein cholesterol
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Before matching After matching

Variables CKD (n=672) Non-CKD (n =29,601) CKD (n=672) Non-CKD (n = 672)
Age, years 501481 445594 501481 501481
Male, 7 (%) 396 (58.9) 18,748 (63.3) 396 (58.9) 396 (58.9)
€GER, mL/min/m? 713566 8842141 713266 8564134
Body mass index, kg/m’ 27433 22433 27433 21431
Systolic blood pressure, mmHg 12165143 194134 1216£143 12004144
Diastolic blood pressure, mmHg 7674104 7434102 7674104 754102
Fasting plasma glucose, mg/dL 922485 910+8.4 922485 927490
Hemoglobin Alc, % 5502 5502 5502 5502
Total cholesterol, mg/dL 219£322 20494333 21194322 21104319
Triglycerides, mg/dL 11024893 9844774 11024893 9644647
HDL-C, mg/dL, 6464165 64916.1 6462165 660+15.7
LDL-C, mg/dL 12445305 11984298 12444305 12434284
Uricacid, mg/dL 56%14 54x14 56%14 52113

Smoking, n (%)
Yes 200 (29.8) 10,319 (34.9) 200 (29.8) 225(33.5)

Exercise, n (%)

Yes 133(19.8) 5012(169) 133 (19.8) 106 (15.8)
Physical activity, n (%)

Yes 218 (324) 10,222 (345) 218 (32.4) 232(34.5)
Eating speed, n (%)

Slow 188 (28.0) 8311 (28.1) 188 (28.0) 174(25.9)
Normal 426 (63.4) 18,594 (62.8) 426 (63.4) 438(65.2)
Fast 58 (8.6) 2,696 (9.1) 58(8.6) 60 (8.9)
Late dinner, n (%)

Yes 180 (26.8) 9,153 (30.9) 180 (26.8) 190 (28.3)

Snacking, n (%)
Yes 126 (18.8) 5,594 (18.9) 126 (18.8) 130 (19.3)

Skipping breakfast, n (%)

Yes 107 (15.9) 6,631 (224) 107 (159) 140 (208)
Drinking frequency, n (%)

Seldom (cannot drink) 265 (39.4) 10,799 (36.5) 265 (39.4) 251(37.4)
Sometimes 216 (32.1) 9,277 (31.3) 216 (32.1) 202(30.1)
Every day 191 (28.4) 9,525 (322) 191 (28.4) 219(32.6)
Alcohol intake, n (%)

<20g/day 410 (61.0) 16969 (57.3) 410 (61.0) 390 (58.0)
20-40g/day 197 (293) 8,641(292) 197(293) 191 (28.4)
40-60g/day 51(7.6) 3,126 (10.6) 51(7.6) 74(11.0)
260g/day 1421 865 (2.9) 14@1) 17(25)
Adequate sleep, n (%)

Yes 439.(65.3) 18,855 (637) 439 (65.3) 437 (65.0)

Continuous variables are expressed as mean standard deviation. Categorical variables are expressed as frequencies and proportions.
CKD, chronic kidney disease; eGFR, estimated glomerular filtration rate; HDL-C, high-density lipoprotein cholesterol; LDL-C, low-density lipoprotein cholesterol.
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Eligible participants: N=40,021
- underwent health checkups every year for 6 years
+ with complete data for eGFR, proteinuria, use of antihypertensive drugs,
use of antidiabetic drugs, and use of anti-cholesterol drugs
+ eGFR 260 mL/min/1.73 m? and negative proteinuria from 2017 to 2021

Ineligible participants: N=9,748
* with history of use of antihypertensive drugs
+ with history of use of antidiabetic drugs
- with history of use of anti-cholesterol drugs

N=30,273
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