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Introduction: The present study aimed to examine the relationship between 
depression and the use of conversational AI for companionship (UCAI-C) among 
college students. It further sought to investigate the mediating role of loneliness 
and the moderating roles of gender and mind perception in this association.

Methods: A cross-sectional survey was conducted with 1,379 college students 
(Mean age = 21.93 years; 616 females, 763 males) using four validated 
instruments. Structural equation modeling was employed for data analysis.

Results: Depression was found to be positively associated with UCAI-C. This 
relationship was significantly mediated by loneliness. Moreover, both gender 
and mind perception moderated the pathways between depression, loneliness, 
and UCAI-C.

Conclusion: The findings illustrate how individuals’ mental states can influence 
their use of companion AI. They highlight significant individual differences (gender 
and mind perception) in these relationships, contributing to the theoretical 
understanding of factors governing human interaction with AI chatbots.
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1 Introduction

Recent advancements in communicative artificial intelligence (AI) have paved the way for 
innovative approaches to mental health care, particularly through the deployment of social AI 
chatbots. Powered by sophisticated Large Language Models (LLMs) like GPT-4, these chatbots 
can mimic human behavior and become engaging and adaptive social companions (1). They 
are not only proficient in executing complex cognitive tasks but also excel at recognizing 
emotional states and generating empathetic responses (2). Substantial evidence suggests that 
AI-driven interactions can mirror the empathetic responses traditionally expected from 
human experts, providing a valuable resource in mental health support (3–5). Moreover, AI 
chatbots have proven effective in making users feel heard and understood, fulfilling a crucial 
component of companionship (6).

As these chatbots gain traction globally, their role extends beyond mere entertainment to 
address more profound psychological needs (7, 8). This shift is particularly relevant in the context 
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of mental health (9). The market has seen a proliferation of chatbots 
specifically designed for mental health purposes and those capable of 
assuming various roles to offer companionship. Popular companion 
conversational AI such as Replika, Pi, Character.ai, XiaoIce, and DouBao 
are not only backed by substantial investment but are also witnessing an 
expanding user base, underscoring an increased acceptance of 
technology and a growing demand for digital companionship (10, 11). 
This trend highlights the significant impact of these technologies in 
enhancing daily social interactions and fulfilling emotional needs.

In light of these technological advancements, recent studies 
have explored the antecedents of AI acceptance and use across 
various technology acceptance models (12, 13). However, a 
significant gap remains in understanding the specific relationship 
between depression and the use of conversational AI for 
companionship (UCAI-C), particularly among college students 
who exhibit higher acceptance of new technology alongside 
notable mental health challenges (14).

Although there is currently limited empirical research specifically 
addressing the relationship between depression and UCAI-C, significant 
attention has been devoted to understanding the association between 
depression and other forms of technology, such as social media (15), 
screen media (16), and games (17, 18). While much of this research 
focuses on how problematic technology use may exacerbate depressive 
symptoms, evidence also indicates that depression can act as a predisposing 
factor for increased engagement with technology. For example, there were 
several longitudinal studies that have demonstrated that depressive mood 
positively predict increased social media use (19, 20).

According to the theory of compensatory internet use (21), 
individuals may engage in online activities, such as social media and AI 
chatbots, as a means to alleviate negative emotions or fulfill unmet 
psychosocial needs. Conversational AI, as cutting-edge technological 
tools, provide virtual social interactions and demonstrate a level of 
empathetic responsiveness (10). They can also be personalized by users 
to have unique personalities, voices, and even appearances, enhancing 
their utility as interactive companions (22). A person suffering from 
depressive symptoms might turn to conversational AI for comfort, 
understanding and advice. Given these capabilities, it is plausible to 
suggest that individuals with depression might seek out conversational 
AI as a supportive resource for psychological needs, motivated by the 
chatbots’ ability to emulate human-like companionship.

However, it is hypothesized that individuals with depressive 
symptoms are more likely to use conversational AI for companionship 
rather than for learning or other functional tasks. AI chatbots have a wide 
range of applications, among which emotional companionship and 
educational assistance are common among college students. Considering 
this, it is expected that individuals with depression would particularly 
value the emotional support provided by conversational AI, using them 
primarily for companionship. This preference aligns with the companion 
chatbots’ ability to offer sustained, interactive engagement and empathetic 
responses (23, 24), features that are crucial for those seeking to mitigate 
feelings of loneliness and isolation associated with depression (25).

Loneliness may serve as a mediating variable in the association 
between depression and UCAI-C. Loneliness was defined as an aversive 
affective state that occurs when people experience a discrepancy 
between the relationship they wish to have and how they are currently 
perceived (26). Not only is loneliness a unique risk factor to contribute 
to the development of depression (27), but individuals with depression 
are also likely to experience heightened feelings of loneliness (28). 

Longitudinal studies have demonstrated that depressive symptoms 
predict increased social and emotional loneliness over time (29, 30).

The sociocognitive model of loneliness, rooted in evolutionary 
theory, proposes that the uncomfortable feelings associated with state 
loneliness drive individuals to seek reconnection with others (31), a 
phenomenon often referred to as the reaffiliation motive (32). 
Individuals experiencing loneliness often feel dissatisfied with their 
existing social relationships, fostering a robust desire to establish new 
social connections and companionship. In contemporary settings, 
digital platforms frequently serve as venues for those feeling lonely to 
seek either active social interaction or passive engagement (33, 34). 
Notably, high levels of loneliness are linked with increased 
participation in virtual communities and forums (35) and engagement 
on video platforms conducive to parasocial relationships (36).

In this digital age, companion AI may be an innovative approach 
to mitigating loneliness (37). Interaction with AI chatbots is often less 
demanding and complex than engaging with real people, which can 
be  particularly appealing to those grappling with loneliness. 
Furthermore, many AI chatbots are programmed to demonstrate 
empathy and offer advice, thereby satisfying users’ needs for belonging 
and social interaction (38). Empirical evidence supports this notion, 
showing that loneliness predicts the use of AI chatbots (14, 39).

However, the dynamics between depression, loneliness, and 
UCAI-C may be influenced by factors such as gender and individuals’ 
perceptions of the chatbots’ mental states. Research indicated 
significant gender differences in the acceptance and use of AI 
technologies, with men generally displaying higher acceptance and 
usage rates compared to women (40), which suggested that men might 
be more inclined to use conversational AI to satisfy psychological 
needs stemming from depression and loneliness.

The concept of mind perception refers to the attribution of 
human-like mental states to non-human agents (41). With 
advancements in Large Language Models, the anthropomorphism of 
conversational AI has increased, leading to a greater tendency for users 
to perceive these chatbots as having cognitive abilities and emotional 
states (42). During human-machine interactions, higher levels of mind 
perception might intensify individuals’ willingness to engage and 
potentially foster emotional connections with machines (43). Thus, it 
is posited that the level of mind perception also moderates the 
relationship between depression, loneliness, and UCAI-C.

Overall, the current exploration of the relationship between 
individual depression and UCAI-C, as well as the mechanisms 
underlying this process, remains limited. Focusing on the college student 
demographic, this study aims to investigate the relationship between 
depression and UCAI-C, how loneliness mediates this process, and how 
gender differences and perceptions of the chatbots’ minds influence 
these dynamics. This research seeks to elucidate the complex interplay 
between psychological factors and technology usage, potentially guiding 
the development of more effective digital interventions for mental health.

2 Methods

2.1 Participants and procedures

Participants were recruited via online advertisements in several 
universities in China. Informed consent was obtained from all 
participants, and the data collection process was conducted 
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anonymously to safeguard participants’ privacy and mitigate potential 
social desirability bias. After applying predefined quality control 
criteria—such as excluding incomplete responses or those exhibiting 
patterned or inconsistent answers—a total of 1,379 participants’ data 
was included in analyses (616 females, 763 males). The mean age was 
21.93 (range from 18 to 31, SD = 2.29).

2.2 Measures

2.2.1 Patient health questionnaire (PHQ-9)
The PHQ-9 is a widely used tool for assessing the level of 

depression in individuals (44). It consists of 9 items that participants 
respond to their feelings and experiences over the past 2 weeks. Each 
item is scored on a scale from 0 to 3, where 0 means “not at all” and 3 
means “nearly every day.” The total possible score on the PHQ-9 
ranges from 0 to 27. Scores between 10 and 19 suggest moderate 
depression, while scores of 20 and above indicate the possibility of 
severe depression. This scale is valuable in both clinical and research 
settings for diagnosing depression and monitoring treatment response 
(45). In the present study, the Cronbach’s α was 0.903.

2.2.2 University of California Los Angeles 
loneliness scale (UCLS-6)

The 6-item UCLAS is a simplified Chinese version of the UCLAS 
(46). Each item is rated on a 4-point Likert scale (1 = Never, 
4 = Often). The total score ranges from 6 to 24, with higher scores 
indicating greater loneliness. The UCLS-6 has been demonstrated as 
an effective tool for measuring loneliness among Chinese adults. In 
the present study, the Cronbach’s α was 0.898.

2.2.3 Mind perception scale
This concise scale includes 11 items to measure mind agency and 

mind experience towards AI chatbots (47, 48). Mind agency refers to 
the perceived capacity of the AI chatbots to recognize emotions, have 
thought, memory, self-control, plan and be moral. Mind experience is 
the perceived capacity of the AI chatbots to feel pleasure, hunger, pain, 
and have personality and consciousness. The possible range of scores 
was from 6 to 42 for mind agency, and from 5 to 35 for mind 
experience. The Cronbach’s α was 0.877 in this study.

2.2.4 Conversational AI use behavior
The use behavior of conversational AI for learning and 

companionship was assessed separately using a 7-point scale item 

adapted from Strzelecki’s research. While Strzelecki’s original item 
specifically measured engagement frequency with ChatGPT, 
we  modified it to assess the broader usage of conversational AI 
chatbots designed for learning and companionship purposes. 
Participants rated their frequency of interaction with AI chatbots from 
“1 = never” to “7 = several times a day,” providing a comprehensive 
measure of how often individuals engage with these tools in both 
educational and social-companion contexts. This modification 
allowed us to generalize beyond a single chatbot (e.g., ChatGPT) and 
capture a broader range of conversational AI interactions, such as 
those provided by companionship-specific platforms (e.g., Replika).

2.3 Statistical analyses

Descriptive statistics, correlation analysis, Harman’s single-factor 
test, and questionnaire reliability analysis were conducted using SPSS 
21.0. Mediation effects and moderated mediation effects were tested 
using the bruceR package (49) in R 4.4.2. Initially, variables were 
centered, and under the control for age, the bias-corrected bootstrap 
method with 5,000 resamples was employed to estimate 95% 
confidence intervals.

3 Results

All data in this study were derived from the self-reports of the 
subjects, which may introduce common method bias. The Harman’s 
single-factor test was employed to assess this bias. The results showed 
that the first extracted common factor accounted for 27.61% of the 
variance, which is less than 40%. Therefore, there is no significant 
common method bias present.

The correlations between variables are shown in Table  1. 
Depression was significantly correlated with the UCAI-C (r = 0.170, 
p < 0.001), while there is no significant correlation with the use of AI 
chatbots for learning purposes.

The standardized coefficients of the hypothesized paths are 
depicted in Figure  1. Depression was positively associated with 
loneliness (β = 0.668, SE = 0.021, p < 0.001) and UCAI-C (β = 0.090, 
SE = 0.036, p < 0.05). Loneliness significantly predicted an increase of 
UCAI-C (β = 0.134, SE = 0.035, p < 0.001). The mediating effect of 
loneliness as a mediator between depression and UCAI-C was 
significant (Estimate = 0.089, SE = 0.025, Z = 3.607, p < 0.001). The 
mediating effect accounted for 49.72% of the total effect 

TABLE 1 Descriptive statistics and Pearson correlation analysis results (N = 1,379).

Variable M (SD) Depression Loneliness UCAI-L UCAI-C Mind 
perception

Age Gender

1. Depression 8.94 (6.17) 1

2. Loneliness 13.76 (4.86) 0.658*** 1

3. UCAI-L 5.61 (1.56) 0.023 0.092*** 1

 4. UCAI-C 4.16 (1.88) 0.170*** 0.190*** 0.405*** 1

 5. Mind perception 28.59 (7.05) 0.243*** 0.104*** 0.264*** 0.387*** 1

 6. Age 21.93 (2.29) 0.185*** 0.070** −0.040 0.015 0.127*** 1

 7. Gender - −0.089*** 0.115*** 0.119*** 0.071** 0.061* 0.012 1

UCAI-L, the Use of conversational AI for learning; UCAI-C, the Use of conversational AI for companionship; *p < 0.05, **p < 0.01, ***p < 0.001.
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(Estimate = 0.179, SE = 0.026, Z = 6.911, p < 0.001). Even after 
excluding the mediating effects of loneliness, the direct effect from 
depression to UCAI-C was significant (Estimate = 0.090, SE = 0.036, 
Z = 2.460, p < 0.05).

To assess whether gender and mind perception moderates the 
indirect effect of depression on UCAI-C, a moderated mediation 
analysis was conducted (50). The results, presented in Table  2, 
demonstrated that both mind perception (β = 0.397, SE = 0.025, 
p < 0.001) and gender (β = 0.170, SE = 0.020, p < 0.01) significantly 
predicted UCAI-C. Additionally, interaction terms between gender 
and depression (β = 0.153, SE = 0.042, p < 0.001), as well as gender 
and loneliness (β = −0.112, SE = 0.044, p < 0.05), significantly 
predicted UCAI-C. Similarly, the interaction terms between mind 
perception and depression (β = 0.217, SE = 0.037, p < 0.001), and 
mind perception and loneliness (β = −0.155, SE = 0.036, p < 0.001), 
also significantly predicted UCAI-C. This pattern reveals the existence 
of a moderated mediation.

Further analysis of simple effects, as depicted in Figures 2a,b, 
revealed gender-specific differences. The relationship between 
depression and UCAI-C was stronger among females than among 
males. In contrast, the association between loneliness and UCAI-C 
was stronger among males than among males. Concerning conditional 
mediating effects, the mediating effect was significant among males 
(Estimate = 0.141, SE = 0.034, Z = 1.611, 95%CI: 0.074, 0.206) but not 
females (Estimate = −0.014, SE = 0.040, Z = −0.356, 95%CI: 
−0.097, 0.061).

Participants with high mind perceptions of conversational AI 
exhibited a positive direct effect of depression on UCAI-C; however, 
with lower mind perception of conversational AI, the predictive effect 
of loneliness on UCAI-C was stronger, as depicted in Figures 2c,d. 
Under conditions of low mind perception (−1 SD), the mediating 
effect was stronger (Estimate = 0.172, SE = 0.030, Z = 5.735, p < 0.001) 
(see Table 3).

4 Discussion

The advancement of large language models has substantially 
enhanced the deployment of companion AI technologies. Exploring 
the dynamics between individual mental states, such as depression, 
and the utilization of companion AI provides valuable insights into 
the intricacies of human-machine interactions. The results of this 
investigation demonstrated a significant correlation between 
depression and UCAI-C, with loneliness acting as a mediating 
variable. Furthermore, gender and the perceived mind-like qualities 

of conversational AI significantly moderated these relationships. This 
study enriches our understanding of the nuanced factors that shape 
interactions between humans and AI, highlighting the importance of 
personal differences in these technological engagements.

In the current study, results revealed that depression significantly 
correlated with UCAI-C, but not with UCAI-L. This observation 
implies that individuals with depression predominantly seek 
emotional comfort and understanding from conversational AI, rather 
than pursuing knowledge acquisition or skill enhancement. 
Supporting literature suggests that daily stress positively predicts 
individuals’ pursuit of social support via platforms like Facebook (51), 
and social anxiety is linked to problematic use of conversational AI 
(39). Individuals experiencing negative emotions such as depression, 
anxiety, and stress tend to be  uncomfortable with face-to-face 
interactions and encounter greater interpersonal challenges (52, 53), 
often resorting to online communication as a compensatory 
mechanism (54).

Loneliness mediated the relationship between depression and 
UCAI-C, indicating that higher levels of depression were associated 
with increased feelings of loneliness, which in turn led individuals to 
more frequently engage with conversational AI for companionship. 
Depression often led individuals to experience increased feelings of 
loneliness due to symptoms such as pessimism, low self-esteem, and 
social withdrawal, which in turn weakened social connections and 
satisfaction (55). In this context, loneliness may have prompted 
individuals to seek solace through AI chatbots as a means to alleviate 
these discomforts (56). Given that conversational AI provide 
immediate feedback and social interaction—even if superficial—this 
interaction could offer some relief from the loneliness exacerbated by 
depression (57). Recent research by Maples et al. (58) further supports 
the notion that university students experiencing loneliness actively 
turn to GPT3-enabled chatbots for emotional support and social 
connection, demonstrating the practical relevance of AI chatbots in 
mitigating loneliness and associated mental health risks among college 
populations (59).

When analyzing the moderating role of gender, distinct differences 
emerged between males and females in the relationship between 
loneliness, depression, and UCAI-C. According to the findings, male 
users were more inclined to utilize UCAI-C when experiencing 
loneliness, which may relate to the societal expectation for males to 
express emotional needs less frequently (60, 61). Traditionally, men 
may not be encouraged to express vulnerability or seek emotional 
support (62), thus, when confronted with loneliness and the need for 
social interaction, they might prefer to opt for low-risk, non-direct 

FIGURE 1

Mediation effects examined in this study.
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interpersonal methods, such as engaging with conversational AI to 
alleviate feelings of loneliness.

Conversely, females under depressive states were more likely to 
seek companionship through conversational AI. This behavior could 
be  understood in light of women’s generally higher emotional 
sensitivity and greater expectations for the quality of social interactions 
(63). Women are more likely to seek emotional support and 
understanding when feeling depressed, and AI chatbots offer a safe 
space free from judgment, where they can express their feelings and 
receive immediate feedback and comfort.

These gender disparities elucidate the influence of societal norms 
and expectations on technology utilization. Men might perceive 
conversational AI as a strategic method to mitigate feelings of 
loneliness without the necessity to overtly articulate their social needs 
or seek direct interpersonal assistance, thereby bolstering their 
perceptions of autonomy and self-efficacy. Conversely, women may 
employ these technologies as adjunctive resources for emotional 
articulation and social engagement, thereby augmenting their 
emotional connectivity and gratification derived from social 
interactions. This delineation underscores the nuanced manner in 
which gender roles shape the adoption and application of technological 
solutions in addressing individual psychological conditions (64).

The role of mind perception of conversational AI varies 
significantly under different psychological states. When mind 
perception is high, the relationship between depression and UCAI-C 
becomes more pronounced. This can be explained by the fact that 
when users perceive AI as having higher cognitive and emotional 
abilities, they are more likely to trust and rely on these systems for 
emotional support and understanding (65). A higher level of mind 
perception may create a more “human-like” interaction experience for 

individuals with depression, making them more inclined to use these 
technologies as a source of emotional relief (66).

In contrast, mind perception buffered the positive relationship 
between loneliness and UCAI-U. This suggests that, in situations 
where mind perception is lower, users may not expect AI to provide 
deep emotional or psychological understanding. Instead, they are 
more likely to seek basic social interaction or companionship (67). In 
this context, AI chatbots, while potentially offering surface-level or 
programmed interactions, serve as a readily available social option 
that provides continuous communication and interaction, which can 
be effective in alleviating feelings of loneliness (56).

However, given the correlational nature of the present findings, 
the directionality between mind perception and UCAI-C warrants 
careful consideration. Although we  interpreted mind perception 
primarily as a factor influencing the decision to engage with 
conversational AI for emotional support, alternative interpretations 
are equally plausible. For instance, it is possible that certain individuals 
attribute greater mental capacities and emotional intelligence to AI 
chatbots as a consequence of their unmet social needs, loneliness, or 
depression, thereby enhancing the perceived social value and 
attractiveness of these tools. Supporting this alternative interpretation, 
previous studies indicate that people experiencing loneliness or social 
deficits tend to anthropomorphize AI companions more readily to 
fulfill their social interaction needs (68). Similarly, recent research 
highlights that users may strategically ascribe higher consciousness 
and human-like qualities to AI companions, thereby enabling deeper 
emotional interactions that can mitigate loneliness and foster social 
health benefits (69, 70). Thus, the observed correlation between mind 
perception and increased companionship-oriented chatbot use might 
also reflect users’ active attempts to compensate for emotional and 
social deficits by enhancing their perception of AI’s social presence 
and empathetic capabilities. Future longitudinal and experimental 
studies are needed to further clarify these directional and potentially 
reciprocal relationships.

This difference may be closely tied to individual expectations and 
the purpose for using AI. Users with high mind perception of AI may 
seek more complex emotional feedback and psychological support 
from their interactions with AI, and are thus more likely to turn to AI 
for help when feeling down (71). Conversely, users with lower mind 
perception may view AI more as a simple communication tool, 
primarily used to supplement social interactions in daily life and 
mitigate loneliness, rather than to engage in deep emotional 
exploration or resolution.

The findings of this study have profound implications for the 
development and deployment of AI-driven mental health care, 
especially given the tendency of individuals with depression and 
loneliness to seek support from AI chatbots. By designing chatbot 
interactions to more convincingly mimic human empathy and 
support, these tools could become essential components of mental 
health management, especially in contexts where direct human 
interaction is limited. Moreover, recognizing the distinct needs based 
on gender and mind perception underscores the importance of 
personalizing chatbot interactions to match user preferences and 
emotional needs, enhancing their therapeutic potential. However, it is 
crucial to remain vigilant about the potential for problematic use of 
companion AI (39), which could exacerbate negative impacts on 
individuals already experiencing depression or loneliness. This calls 
for careful monitoring and the implementation of safeguards to 

TABLE 2 Regression models.

Predictor 
outcome

(1) UCAI-C (2) Loneliness (3) UCAI-C

Age −0.048 (0.027) −0.035* (0.020)
−0.068** 

(0.025)

Depression 0.179*** (0.027) 0.691*** (0.021) −0.101 (0.044)

Mind perception −0.049* (0.020) 0.397*** (0.025)

Gender 0.170*** (0.020) 0.081** (0.025)

Loneliness 0.190*** (0.044)

Depression: 

Mind Perception
0.217*** (0.037)

Mind 

Perception: 

Loneliness

−0.155*** 

(0.036)

Depression: 

Gender
0.153*** (0.042)

Gender: 

Loneliness
−0.112* (0.044)

R2 0.031 0.467 0.210

Adj. R2 0.030 0.465 0.205

Num. obs. 1,379 1,379 1,379

Standardized regression coefficients are displayed, with standard errors in parentheses; UCAI-C, 
the Use of conversational AI for companionship; * p < 0.05. ** p < 0.01. *** p < 0.001.
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prevent dependency and ensure that AI tools serve as beneficial 
supplements to traditional mental health care (72).

Despite the potential benefits, it is important to remain cautious 
regarding the problematic aspects of AI companionship use, 
particularly when loneliness and high mind perception drive 
dependence or excessive reliance on conversational AI. Recent studies 
have warned that individuals with higher social anxiety, loneliness, or 
a tendency toward rumination may be  particularly vulnerable to 
problematic chatbot use, wherein frequent AI interactions exacerbate 
rather than alleviate their psychological distress (39). Moreover, 
consumer–machine relationships driven by intense emotional 
engagement and anthropomorphic tendencies might pose ethical 

challenges, including dependency risks and reduced motivation for 
meaningful human interactions (73). Therefore, future developments 
and applications of AI chatbots must include mechanisms for 
monitoring usage patterns and providing safeguards against potential 
over-reliance or negative psychological outcomes.

5 Limitations

This study has several limitations. The reliance on self-reported 
measures introduces the possibility of response biases, which may 
affect the accuracy of the findings regarding AI usage and 

FIGURE 2

The moderating effects of gender and mind perception. (a) The moderating effect of gender on the association between depression and UCAI-C. (b) 
The moderating effect of gender on the association between loneliness and UCIA-C. (c) The moderating effects of mind perception on the relationship 
between depression and UCAI-C. (d) The moderating effect of mind perception on the relationship between loneliness and UCAI-C.

TABLE 3 Conditional indirect effect.

Moderator Level Estimate SE Z 95% CI

Gender Male 0.141 0.034 4.161*** 0.074, 0.206

Female −0.014 0.040 −0.356 −0.097, 0.061

Mind perception −1 SD MP 0.172 0.030 5.735*** 0.114, 0.229

Mean MP 0.094 0.022 4.177*** 0.051, 0.137

+1 SD MP −0.000 0.035 −0.010 −0.067, 0.068

*** p < 0.001.
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psychological states. Additionally, the cross-sectional nature of the 
study limits the ability to infer causality between depression, 
loneliness, and AI chatbot use. Longitudinal studies would 
be beneficial to establish temporal relationships and better understand 
the dynamics over time. Moreover, the study’s focus on a college 
student demographic may limit the generalizability of the findings to 
other age groups or populations with different socio-economic 
backgrounds. Future research could expand to include a more diverse 
population to validate these findings across various 
demographic profiles.

6 Future research directions

Future research could extend the current findings by adopting 
longitudinal and experimental designs, thereby clarifying the causal 
directions among depression, loneliness, mind perception, and 
conversational AI use. Such designs would help establish temporal 
dynamics and better identify mechanisms underlying these 
relationships. Additionally, investigating the specific conditions and 
psychological processes under which interactions with conversational 
AI transition from beneficial to problematic use would be particularly 
valuable (39, 73). Personalization of chatbot interactions based on 
individual differences—including gender, psychological state, and 
mind perception—represents another important area for future 
studies, potentially enhancing the effectiveness of AI interventions. 
Finally, expanding the demographic scope beyond college students to 
include different age groups, diverse cultural contexts, and varied 
socio-economic backgrounds would significantly improve the 
generalizability and ecological validity of research findings in 
this domain.

7 Conclusion

This study highlights how depression and loneliness influence 
the use of AI chatbots for companionship. We  found that 
depression significantly increases usage, with loneliness acting as 
a key mediator. Additionally, perceptions of the chatbots’ mental 
capabilities and gender differences also affect this usage. These 
insights suggest that AI chatbots could be tailored as supportive 
tools for those with depression, potentially offering a valuable 
resource for emotional support and social interaction. This 
research underscores the need to consider individual differences 
in the design and deployment of AI technologies for mental 
health support.
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