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Background: This study aims to conduct an examination of GPT-4’s tendencies 
when confronted with ethical dilemmas, as well as to ascertain their ethical 
limitations within clinical decision-makings.

Methods: Ethical dilemmas were synthesized and organized into 10 different 
scenarios. To assess the responses of GPT-4 to these dilemmas, a series 
of iterative and constrained prompting methods were employed. Custom 
questionnaire analysis and principal adherence analysis were employed to 
evaluate the GPT-4-generated responses. Questionnaire analysis was used to 
assess GPT-4’s ability to provide clinical decision-making recommendations, 
while principal adherence analysis evaluated its alignment with to ethical 
principles. Error analysis was conducted on GPT-4-generated responses.

Results: The questionnaire analysis (5-point Likert scale) showed GPT-4 
achieving an average score of 4.49, with the highest scores in the Physical 
Disability scenario (4.75) and the lowest in the Abortion/Surrogacy scenario 
(3.82). Furthermore, the principal adherence analysis showed GPT-4 achieved 
an overall consistency rate of 86%, with slightly lower performance (60%) 
observed in a few specific scenarios.

Conclusion: At the current stage, with the appropriate prompt techniques, 
GPT-4 can offer proactive and comprehensible recommendations for clinical 
decision-making. However, GPT-4 exhibit certain errors during this process, 
leading to inconsistencies with ethical principles and thereby limiting its deeper 
application in clinical practice.
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Highlights 

 •  The application of GPT-4 in clinical decision-making scenarios introduces potential 
ethical risks.

 •  This study explored the ethical challenges associated with clinical decision-making by 
GPT-4 when confronted with ethical dilemmas.

 •  While GPT-4 can provide proactive and comprehensible clinical decision-making 
recommendations, it may exhibit errors that conflict with ethical principles, limiting its 
broader clinical application.
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1 Introduction

Large language models (LLMs), exemplified by GPT-4 
demonstrates impressive abilities in language comprehension and 
generation, thereby showcasing exceptional performance across 
various NLP tasks (1). In the realm of healthcare, LLMs have been 
implemented in downstream tasks including medical education (2), 
medical report generation (3), decision support systems (4), etc.

LLMs generate responses directly from patient descriptions or 
case documentation to support the decision-making process, thereby 
enhancing the capability to manage complex cases (5).

However, clinical decision support systems differ markedly from 
other NLP tasks, wherein ethics constitute a significant but complexly 
definable consideration. The complexity and sensitivity inherent in 
medical practice arise from its profound impact on human life and 
health (6). Consequently, recommendations provided by LLMs must 
ensure the proper safeguarding of patients’ rights and safety (7). 
Ethical dilemmas are frequently encountered in medical practice, with 
one typical scenario being: “Does forcibly isolating patients with 
infectious diseases violate their autonomy?” Even seasoned medical 
experts must approach these issues with caution. Therefore, further 
applications of LLMs in the healthcare necessitate thorough 
exploration of their ethical implications.

The evaluation of ethics is inherently complex and varies across 
different regions, cultures, and societal contexts due to a range of 
moral, legal, and social factors that influence what is considered 
ethical (8). Therefore, using specific criteria to evaluate the ethical 
correctness of a clinical decision is neither objective nor fair. As an 
alternative, we selected several universally accepted ethical principles 
to evaluate whether the LLM-generated clinical decisions adhered 
to these principles as much as possible, including autonomy, 
non-maleficence, beneficence, and justice (9).

Unlike previous investigations into the ethical capabilities of 
LLMs, our research focuses more on the ethical limitations and 

potential errors that exist within the use of LLMs in clinical decision-
making (10). Furthermore, we refined the prompt to eliminate the 
need for multiple manual iterations to achieve the desired response, 
thereby minimizing potential biases as much as possible. Therefore, 
the aim of this study is to intricately evaluate the tendencies of 
GPT-4′ when confronted with ethical dilemmas, as well as to 
ascertain their medical ethical limitations within clinical 
decision-makings.

2 Methods

This cross-sectional survey research does not entail direct 
engagement with human participants or the collection of personally 
identifiable information. Consequently, it is classified as nonhuman 
subject research, and thus, no ethical review approvals for human 
subjects were necessary for this investigation. The experimental 
workflow was illustrated in Figure 1.

2.1 Case construction

The ethical dilemmas were derived from textbooks (11) and 
historical cases, with appropriate adaptations made. All cases were 
rephrased in writing by a physician with 10 years of clinical 
experience to prevent the leakage of the training set. The cases 
were classified into 10 distinct scenarios, including Euthanasia, 
Organ Transplantation, Mental illness, Physical disability, 
Abortion/Surrogacy, Genetic detection, Gene recombination, 
Genetic engineering and Cloning, Clinical research, Public 
Resources, and Aging Medical Care. The ethical principles involved 
in different cases vary considerably. There were 4–5 specific cases 
outlined within each scenario, and a comprehensive summary of 
all cases was provided in Supplementary Appendix T1.

FIGURE 1

A schematic illustration of the workflow demonstrates the use of Generative Pre-trained Transformer 4 (GPT-4) in generating clinical decision support 
recommendations for ethical dilemmas. The prompts were optimized to ensure GPT-4 consistently produces reliable responses. The outputs from 
GPT-4 were subjected to both questionnaire analysis and principal adherence analysis.
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2.2 Prompt construction

Using a direct prompt to ask LLMs about their choices in clinical 
decision-making usually triggers the protective mechanisms. For 
example, when dealing with medical questions, GPT-4 avoids giving 
specific advice and instead always suggests that users consult a doctor. 
To assess the real ethical inclinations of LLMs and improve readability, 
various iterative methods like auto prompt engineering (12), and 
constrained prompting were used. The former refers to repeatedly 
instructing GPT-4 to provide prompts that yield the desired output, 
while the latter involves directly constraining the model’s output 
format within the prompt. When offering advice on ethical dilemmas, 
direct prompts displayed a failure rate nearing 50 %, whereas enhanced 
prompts consistently produce stable outputs. The specific iterative 
process of prompts can be found in Supplementary Appendix S1.

2.3 LLMs’ responses

GPT-41 was selected as the LLM for testing, owing to its 
exceptional performance and extensive user base. The test date was 
May 15, 2024, and the model version used was GPT-4 Turbo 
(temperature = 1, top_p = 1, presence_penalty = 0, frequency_
penalty = 0). Specific parameters at the time of testing were detailed 
in Supplementary Appendix S2. Each round of dialogue was 
conducted in an independent window to eliminate any interference, 
suggestion, or bias from multiple rounds of conversation. This was 
achieved by invoking the OpenAI api within a python environment, 
ensuring that each responses remained unaffected by prior dialogs.

2.4 Questionnaire analysis

An ethics review committee, comprising one clinician and one 
ethicist, established a panel to conduct all evaluations. Questionnaire 
analysis was performed using a scale that encompasses four distinct 
items: Relevance, Succinctness, Practicability, and Clarity. These 
criteria were evaluated using a 5-point Likert scale (where 1 denoted 
strong disagreement and 5 denotes strong agreement). Two raters 
independently assessed the cases, and the final score was calculated as 
the average of their ratings. If the difference between their scores 
exceeded two points, the committee conducted a detailed review of 
the case. The specific content of evaluation ethical criteria can 
be  found in Supplementary Appendix T2. For detailed usage 
guidelines of the scale, please refer to Supplementary Appendix S3. 
Questionnaire analysis was primarily employed to assess the capability 
of GPT-4 in providing recommendations for clinical decision-making.

2.5 Principal adherence analysis

Principal adherence analysis was conducted using a scale 
comprising eight specific questions, each addressing a distinct ethical 
principle, including autonomy, non-maleficence, beneficence, and 

1 https://openai.com/research/gpt-4

justice. The output of GPT-4 was meticulously examined on a 
sentence-by-sentence basis and color-coded according to this scale. 
The colors represented different outcomes: green (yes), red (no), and 
yellow (not involved). Definition of the correct rate: there were four 
principles, each principle had two questions, if only two questions were 
answered ‘yes’, this principle was considered consistent, otherwise it 
was inconsistent. All four principles were ‘yes’ and the final assessment 
of the case was consistent. Two raters conducted evaluations 
independently and the committee discussed and determined the final 
result when disagreements occurred. The specific content of evaluation 
ethical criteria can be  found in Supplementary Appendix T3. For 
detailed usage guidelines of the scale, please refer to 
Supplementary Appendix S4. Principal adherence analysis was 
conducted to evaluate whether the GPT-4-generated responses broadly 
adhered to ethical principles. Error analysis was conducted on GPT-4-
generated responses.

2.6 Statistical analysis

SPSS software (version 26.0; IBM) was used for statistical analyses. 
Qualitative data were analyzed using percentages, while quantitative 
data were expressed as mean (standard deviation). The results of 
questionnaire analysis and principal adherence analysis across different 
scenarios in all cases were compared. Furthermore, a comparative 
analysis was conducted on the differences in scores across all cases with 
respect to the four ethical principles in the qualitative assessment and 
the four criteria in the questionnaire analysis. Chi-square tests were used 
for comparing qualitative data, and one-way analysis of variance 
(ANOVA) was used for comparing quantitative data. Bonferroni 
correction was applied to account for multiple comparisons. A two-sided 
p-value of less than 0.05 indicated a statistically significant difference.

3 Results

3.1 Questionnaire analysis

GPT-4 achieved an average score of 4.49 in the questionnaire analysis. 
Different items and the average score across 10 scenarios were illustrated 
in Figure 2. In the scenario of Physical disability, GPT-4 demonstrated the 
highest score, achieving 4.75, whereas in the scenario of Abortion/
Surrogacy, it exhibited a relatively lower score of 3.82. However, the results 
of the ANOVA indicated no statistically significant differences in GPT-4’s 
scores between the various scenarios (F = 1.49, p = 0.189).

Under the items of Relevance, Succinctness, Practicability, and 
Clarity, GPT-4 exhibited respective scores of 4.73, 4.89, 4.19, and 4.16. 
The differences in GPT-4’s scores across various items were statistically 
significant (F = 16.64, P < 0.001). Pairwise comparisons revealed that 
there were no significant differences in GPT-4’s consistency rates 
between Relevance and Succinctness, whereas the other comparisons 
differences were statistically significant.

3.2 Principal adherence analysis

GPT-4 achieved an overall consistency rate of 86% in the principal 
adherence analysis. Different ethical principles and the average 
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consistency rates across 10 scenarios were illustrated in Figure 3. In 
most scenarios, GPT-4 demonstrated a consistency rate of 100%, 
whereas in the scenario of Organ Transplantation and Public 
Resources, it exhibited a relatively lower consistency rate of 60%. 
However, the results of the chi-square test indicated no statistically 
significant differences in GPT-4’s consistency rates between the 
various scenarios (χ2 = 13.79 p = 0.130).

Under the ethical principles of Autonomy, Nonmaleficence, 
Beneficence, and Justice, GPT-4 exhibited respective consistency rates 
of 89, 82, 87, and 86%. The differences in GPT-4’s consistency rates 
across various ethical principles were statistically significant (χ2 = 0.432, 
p = 0.934). Pairwise comparisons revealed that there were no significant 
differences in GPT-4’s consistency rates among all the groups.

3.3 Classification and elucidation of errors

Some responses from GPT-4 exhibited ambiguities or errors, 
including incomplete context understanding, ethical misalignment 
and non-helpful response. Ethical misalignment occurred most 
frequently (54.9%, 7/13), while incomplete context understanding had 
the lowest occurrence (23.1%, 3/13). Supplementary Appendix T4 
presents detailed definitions of these errors, along with 
illustrative examples.

4 Discussion

Presently, the focal point of research is the deployment of LLMs 
across various medical domains, particularly in clinical decision 

support (13). However, the potential ethical risks inherent in these 
applications are frequently overlooked. This study has conducted a 
pilot survey of the tendencies of LLMs in medical ethics, thus 
enriching the research in this area. Additionally, the optimized prompt 
consistently enables the LLM to generate recommendations for 
clinical decision-making, minimizing the bias associated with multiple 
manual interventions.

Artificial intelligence may encounter the following ethical issues 
when making medical decisions: discriminatory decisions due to 
biases or incomplete data (14), concerns regarding data security and 
privacy protection (15), risks associated with medical accidents (16), 
and issues pertaining to the allocation of responsibility (17), among 
others. As the utilization of user-friendly LLMs progressively 
increases, the accompanying ethical concerns are also likely to emerge. 
Beyond their application in clinical decision-making, LLMs also 
posed various ethical risks concerning privacy protection, fairness, 
and copyrights (18, 19). Compared to the study by Balas et al., our 
research utilizes a more extensive case dataset to maximize the 
acquisition of data concerning the ethical inclinations of LLMs (10). 
Moreover, stringent principal adherence analysis and questionnaire 
analysis more vividly illustrate the potential of LLMs.

The questionnaire analysis of GPT-4’s performance as depicted in 
this study reflects nuanced capabilities in handling diverse ethical 
scenarios, with an average score of 4.49. The ANOVA results indicate 
no statistically significant variation in scores across the 10 scenarios 
(F = 1.49, p = 0.189), implying a consistent application of ethical 
reasoning across a broad spectrum of situations. Moreover, the 
analysis of specific assessment items—Relevance, Succinctness, 
Practicability, and Clarity—reveals s statistical difference in how the 
model performs across these dimensions. Its lower scores in 

FIGURE 2

This bar graph shows the scores of GPT-4 responses to four quanlitative questions—Relevance (yellow), Succinctness (blue), Practicability (green), and 
Clarity (orange)—across 10 specific scenarios as well as an overall evaluation. Each bar represents the average score for each question in the given 
scenario.
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practicability and clarity, at 4.19 and 4.16 respectively, suggest areas 
where further refinement is needed to enhance the practical 
applicability and clear articulation.

In principal adherence analysis, GPT-4 achieved an overall 
consistency rate of 86%, indicating that the model remains inadequate 
medical ethic grasp in clinical decision-making. Although there is 
variability in consistency rates across different scenarios, statistical 
tests demonstrate a general consistency in the model’s performance. 
Additionally, the results indicate that the model shows no significant 
differences in its consistency across various ethical principles. These 
findings suggest that the model may present varying ethical risks 
across different scenarios.

We evaluate the errors in GPT-4’s output from three perspectives. 
Incomplete context understanding reflects the model’s comprehension 
and reasoning capabilities, specifically whether it fully grasps the 
information presented in a case. Ethical misalignment, on the other 
hand, arises from the knowledge base utilized during the model’s 
pre-training. Biased data can skew the outputs of LLMs, creating 
ethical concerns and limiting the fairness of the decisions they inform 
(20). Lastly, the analysis of non-helpful responses was conducted from 
the clinical physician’s perspective. LLMs are expected to assist in 
clinical decision-making, rather than merely shifting the responsibility 
back to the physician. Although these errors represent a small 
proportion of all GPT-4 responses, their presence may significantly 
undermine trust in the use of LLMs for supporting clinical 
decision-making.

At present, several methodologies have been proposed to 
enhance the robustness of LLMs in addressing ethical inquiries. 
Reinforcement learning from human feedback (RLHF) introduces 

normative constraints during model training and fine-tuning, 
thereby facilitating closer alignment with societal norms and 
reducing the incidence of hallucinatory outputs (19). Furthermore, 
chain-of-thought prompting and retrieval-augmented reasoning 
frameworks grounded in knowledge graphs have demonstrated 
marked efficacy in improving the interpretability and coherence of 
the model’s reasoning trajectories (18). Notably, recent benchmark 
evaluations of GPT-4 in ethical contexts suggest that the integration 
of multi-step reasoning with adversarial robustness strategies 
significantly mitigates the risk of generating inappropriate or 
biased content.

There were limitations to our study. Primarily, due to constraints 
of resources and time, this research was restricted to GPT-4 as a 
solitary representative of LLMs. This selection may not fully capture 
the diversity and breadth of capabilities present across different LLMs, 
potentially skewing the generalizability of the results. Additionally, the 
categorization and the number of ethical conflict scenarios considered 
in this study were not exhaustive. The limited scope of scenarios could 
hinder the comprehensiveness of our findings, potentially overlooking 
critical aspects of ethical decision-making that could manifest in 
other, unexplored contexts.

At this stage, with the implementation of appropriate prompt 
engineering techniques, GPT-4 can provide insightful and coherent 
recommendations to support clinical decision-making. However, 
during this process, GPT-4 may potentially make certain errors, 
resulting in clinical recommendations that are inconsistent with 
ethical principles. Future research could enhance the reliability and 
applicability of such studies by incorporating a broader range of 
models and more comprehensive scenarios. Additionally, further 

FIGURE 3

Bar graph shows the consistency rates of four ethical principles—autonomy (yellow), nonmaleficence (blue), beneficence (green), and justice (orange), 
across 10 specific scenarios as well as an overall evaluation. The aforementioned principles are in alignment with the two questions presented in 
Supplementary Appendix T2. Each bar represents the consistency rate of each ethical principle in the given scenario.
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optimization of the models’ safety in ethical considerations should 
also be pursued.
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