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Unoccupied aerial systems (UAS) are an established technique for collecting data on cold region phenomenon at high spatial and temporal resolutions. While many studies have focused on remote sensing applications for monitoring long term changes in cold regions, the role of UAS for detection, monitoring, and response to rapid changes and direct exposures resulting from abrupt hazards in cold regions is in its early days. This review discusses recent applications of UAS remote sensing platforms and sensors, with a focus on observation techniques rather than post-processing approaches, for abrupt, cold region hazards including permafrost collapse and event-based thaw, flooding, snow avalanches, winter storms, erosion, and ice jams. The pilot efforts highlighted in this review demonstrate the potential capacity for UAS remote sensing to complement existing data acquisition techniques for cold region hazards. In many cases, UASs were used alongside other remote sensing techniques (e.g., satellite, airborne, terrestrial) and in situ sampling to supplement existing data or to collect additional types of data not included in existing datasets (e.g., thermal, meteorological). While the majority of UAS applications involved creation of digital elevation models or digital surface models using Structure-from-Motion (SfM) photogrammetry, this review describes other applications of UAS observations that help to assess risks, identify impacts, and enhance decision making. As the frequency and intensity of abrupt cold region hazards changes, it will become increasingly important to document and understand these changes to support scientific advances and hazard management. The decreasing cost and increasing accessibility of UAS technologies will create more opportunities to leverage these techniques to address current research gaps. Overcoming challenges related to implementation of new technologies, modifying operational restrictions, bridging gaps between data types and resolutions, and creating data tailored to risk communication and damage assessments will increase the potential for UAS applications to improve the understanding of risks and to reduce those risks associated with abrupt cold region hazards. In the future, cold region applications can benefit from the advances made by these early adopters who have identified exciting new avenues for advancing hazard research via innovative use of both emerging and existing sensors.
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1 INTRODUCTION
Abrupt hazards in cold regions often result in direct exposures which impact people, society, and/or the environment, and may disrupt an individual or community’s way of life through travel limitations, infrastructure damage, or loss of life (Markon et al., 2018). These impacts pose an even greater risk in areas most vulnerable to the effects of climate change. By the mid-century, it is predicted that the Arctic will be nearly sea ice-free for most of the year, altering fish and wildlife habitats and leaving coastal regions vulnerable to storm surge, flooding, and erosion (Markon et al., 2018; Druckenmiller, Thoman, and Moon, 2022). Increased temperatures and precipitation are expected to impact snowpacks, river discharge, and water quality (Markon et al., 2018; Lee et al., 2023). The future of some impacts is less certain, such as the evolving risk from glacial lake outburst floods (GLOFs), snow avalanches, and winter storms. These areas require further research to assess how their frequency and extent will change. Risks resulting from climate change are expected to increase threats to human health (e.g., food and water security, infectious diseases), resulting in possible habitat loss and relocation of rural coastal communities (Markon et al., 2018; Druckenmiller, Thoman, and Moon, 2022; Lee et al., 2023).
Cold regions are characterized by below freezing temperatures, cold weather precipitation (e.g., snow, freezing rain), the presence of permafrost, and the formation of sea, lake, or river ice (Markon et al., 2018; Bates and Bilello, 1966; Gerdel, 1969; Shen, 1992; “Cold Region Operations” 2011). In cold regions, abrupt hazards and their associated impacts are particularly challenging to monitor using traditional data collection techniques. Field-based data collection activities in cold regions are commonly limited by weather conditions and lack of accessibility to sample sites. Satellite remote sensing allows for the collection of data over large areas in remote, hard-to-reach places (Gaffey and Bhardwaj, 2020). Despite the advances in high-resolution satellite data for cold region imaging (e.g., Sentinel, PlanetScope, WorldView, SPOT, etc.) (Leigh et al., 2019), observations may be available infrequently due to satellite revisit times, have coarse spatial resolutions, have different illumination conditions over time, or be constrained by darkness or cloud cover which limits their effectiveness for assessing rapid changes (Marshall, Dowdeswell, and Rees, 1994; Andreassen et al., 2008; Markon et al., 2018; He et al., 2023). Crewed aircraft also collect high-resolution data, but flights are limited by high operation costs, lack of operational infrastructure, extreme weather, and intrusion on wildlife. Thus, while satellite and airborne remote sensing are extremely useful, data collection at the required frequency and resolution may not be possible, making assessment of rapidly evolving hazards a challenge (Markon et al., 2018; Gaffey and Bhardwaj, 2020).
Unoccupied aerial systems (UAS) have emerged as a reliable method for collecting data in cold regions at higher spatial resolutions (centimeter scale) than satellites and are not limited by orbital revisit times. Although their areal extent is typically smaller than satellites and crewed aircraft, UASs can operate beneath clouds, giving them an advantage in cloudy regions. UAS platforms are low cost compared to aerial surveys and allow for more flexibility because they can carry a suite of light-weight sensors tailored to the needs of a particular study (Gaffey and Bhardwaj, 2020). The high spatial and temporal resolution of UAS data means that it can also bridge the gap between satellite-based and field-scale observations.
Many studies have focused on remote sensing applications for monitoring long-term changes in cold regions, but the role of UAS for detection, monitoring, and response to rapid changes and exposures resulting from abrupt hazards in cold regions is still emerging. As the frequency and intensity of abrupt cold region hazards changes (Druckenmiller, Thoman, and Moon, 2022; Lee et al., 2023), it will become increasingly important to document and understand these changes to support scientific advances and hazard management. The increasing accessibility and decreasing costs of UASs will likely make them a standard part of acquiring this data (Du et al., 2019; Quirk and Haack, 2019; Gaffey and Bhardwaj, 2020). This review provides an overview of UAS remote sensing limitations, details recent applications of UAS for abrupt cold region hazards and concludes with a summary of future directions (Figure 1).
[image: Figure 1]FIGURE 1 | Summary of review paper topics and UAS applications1–7.
2 DEFINITIONS OF COLD REGIONS
In the Northern Hemisphere, cold regions are often defined by temperature and may be delineated based on the 0°C isotherm in the coldest month of the year (Bates and Bilello, 1966; Gerdel, 1969) or using the annual average temperature (Shen, 1992). Cold regions may also be defined by areas where lakes, rivers, harbors, or coastal waters become un-navigable for 100 days or more per year (Gerdel, 1969). Permafrost (i.e., frozen ground) is also used to define cold regions and may exist in an unbroken fashion across an entire region as continuous permafrost or may be patchy and discontinuous. Bates and Bilello (1966) defined cold regions as those that experience 30.5 cm of frost penetration. However, since the actual depth of frost penetration is not regularly observed, a freezing index is most frequently used as a measure of potential frost penetration into the ground (Gerdel, 1969). Compared to other cold regions, polar regions often experience more severe conditions, contain a unique environment and geology, and are subject to increased climate change impacts (IPCC, 2019a).
A cold region may also be defined by its impacts on engineering design, built infrastructure, and/or human activity (e.g., mobility, military operations). For example, a cold region may exist wherever frost affects engineering systems; snow load must be considered in design of structures; low temperatures affect efficiency of humans or machines; or safety of roadways and power lines are a consideration (Shen, 1992). The U.S. military defines cold regions as any region where “cold temperatures, unique terrain, and snowfall significantly affect military operations for 1 month or more each year” (“Cold Region Operations” 2011).
In this review, we broadly include studies and activities that were conducted in cold regions that are inclusive of these definitions.
3 APPLICATIONS OF UAS SAMPLING TECHNIQUES FOR UNDERSTANDING ABRUPT COLD REGION HAZARDS
The following sections review examples and benefits of UAS observations for snowmelt flooding, GLOFs, ice jams, coastal and river erosion, abrupt permafrost collapse and event-based thaw, snow avalanches, and winter storms (Figure 1). These studies are well distributed globally, with most occurring in mid-latitudes between 30 and 60°N (Figure 2). Some individual applications are more widespread than others, for example, GLOF research sites range from south of the equator (Wigmore and Mark, 2017) to northwestern Greenland (Jouvet et al., 2017). Conversely, the use of UAS for observing conditions which inform the understanding and prediction of snowmelt flooding is concentrated within Europe, with one site in the northernmost Finnish Lapland (Flener et al., 2013) and one in the western United States (McGrath et al., 2022). A complete site list can be found in Supplementary Table S1 from the supplementary material.
[image: Figure 2]FIGURE 2 | Distribution of reviewed study locations for UAS applications to cold region abrupt hazards (laboratory studies not pictured). Created by Tim Hoheneder (UNH). A complete site list is included in Supplementary Table S1 found in the supplementary material.
3.1 Glacial lake outburst flooding
Glacial lakes are often formed in the overdeepenings–or depressions–created by receding glaciers (Mölg et al., 2021), and impounded by weak moraine or ice dams (Neupane, Chen, and Cao, 2019). There has been a rapid increase in the number and size of these lakes around the world due to the recent deglaciation (Carrivick and Tweed, 2013), which is attributed to anthropogenic climate change (Harrison et al., 2018). Between 1990 and 2018, the number of glacial lakes increased by 53% globally, while the total volume of water in glacial lakes increased by 48% (Shugar et al., 2020). Glacial lakes provide a source of fresh water, regulate river flows, and act as natural water reservoirs for hydropower generation (Ehrbar et al., 2018). However, when a large volume of water is held in a glacial lake by an unstable dam, it increases the probability of a GLOF (Benn et al., 2012). GLOFs are one of the most catastrophic extreme events in glaciated mountain regions (Tomczyk and Ewertowski, 2021; Taylor et al., 2023). They occur when water is suddenly released from a glacial lake due to a dam breach (Anacona, Mackintosh, and Norton, 2015; Emmer et al., 2022). Historical records show that GLOFs have occurred for centuries (Carrivick and Tweed, 2016) and, due to the increased formation and expansion of glacial lakes, a considerable increase in GLOF occurrence is expected in the future (Harrison et al., 2018; Compagno et al., 2022).
Mapping glacial lakes is the first step in evaluating GLOF risk. Cost-effective and efficient data on GLOFs obtained from satellite remote sensing (Thati and Ari, 2022) are an obvious choice for the long-term study of glaciers and glacial lakes (Winsvold, Kaab, and Nuth, 2016). However, when there is an imminent threat from a potentially dangerous glacial lake (i.e., high potential of causing a GLOF) UASs can provide an important contribution via campaign-style observations with a high temporal and spatial resolution over shorter periods to capture more rapid changes than can be collected by most satellites (Gaffey and Bhardwaj, 2020). For example, ice-dammed lakes can be short-lived and may experience spontaneous drainage (Hewitt and Liu, 2010; Carrivick et al., 2017; Jacquet et al., 2017), therefore they require continuous monitoring to allow advance warning. PlanetScope satellite imagery provides daily coverage at 3 m resolution (Qayyum et al., 2020; Mullen et al., 2023), but the data is not publicly available. Recent studies have utilized UAS data to supplement satellite data to combine the benefits of both platforms and obtain information quickly and inexpensively with greater temporal and spatial resolution (Wigmore and Mark, 2017; Gaffey and Bhardwaj, 2020).
UASs have been instrumental in monitoring glacial lake volume and potential GLOF triggers, such as calving at the glacier terminus. Several studies have used a combination of satellite and UAS monitoring techniques to investigate GLOF triggers and the characteristics of glacial lakes. Bazai et al. (2021) found lake volumes obtained from the UAS-derived digital elevation models (DEMs) of glacial lake basins were more accurate than those derived from the Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER) in the Karakoram region. Their UAS surveys also identified an increase in the number of crevasses in the lower ablation zone of the Malangutti Glacier, an important indicator of subglacial drainage (Bazai et al., 2021). Similarly, Hu et al. (2022) used UAS data in combination with satellite imagery to assess the geomorphology of Gega Glacial Lake in the eastern Himalayas. UAS images identified the dimensions of the dam and important local features including a natural outlet and its dimensions and water seepage near the dam bottom (Hu et al., 2022). He et al. (2023) also combined satellite imagery and UAS survey data to investigate the Zhuxi Glacier’s surface and mass dynamics, ablation hotspots, and proglacial moraine-dammed lake expansion in the southeastern Tibetan Plateau. The increased spatial resolution of UASs compared to satellite techniques allows for fine scale investigation of GLOF triggers. In Cordillera Blanca, Peru, Wigmore and Mark (2017) analyzed changes in the Llaca Glacier and the proglacial lake using a custom designed UAS and orthomosaics and DEMs created using Structure-from-Motion (SfM) techniques. The high-resolution imagery revealed low surface velocities at the terminus of the glacier within the lake as well as the disappearance of the supraglacial ponds identified in the first survey. In Greenland, Jouvet et al. (2017) performed repeat UAS photogrammetric surveys to observe an active calving event from the Bowdoin Glacier using feature tracking and ice flow modelling (Jouvet et al., 2017).
UAS-derived orthomosaics and digital surface models (DSMs) have also been used to reconstruct historical GLOFs such as the 2001 Chongbaxia Tsho GLOF (Nie et al., 2020) and the 2021 GLOF at the Russell Glacier in West Greenland (Dømgaard et al., 2023). These studies used UAS-derived data to quantify the lake features including lake surface elevation and volume before and after the GLOF event and drained lake topography and flood drainage routes. UAS imagery revealed geomorphologic features in the Russell Glacier’s drainage area, such as large ice blocks in the drainage route, that were not visible in the satellite imagery and identified a new flow pathway that is likely to become the dominant drainage route (Dømgaard et al., 2023).
3.2 Snowmelt flooding
Unlike GLOFs which are limited to glaciated regions, snowmelt flooding is more widespread and may occur in seasonal snow-dominant regions. Snowmelt flooding occurs when the primary source of floodwater is melted water from the snowpack (Merz and Blöschl, 2003; Berghuijs et al., 2016). During a snowmelt flood, rapid snowmelt occurs over 1–2 weeks, usually caused by increased air temperatures and/or rain-on-snow events, leading to soil saturation and continuous elevation of river flows (Todhunter, 2001; Pomeroy, Stewart, and Whitfield, 2016; Tuttle et al., 2017). Snowmelt associated with the spring thaw as well as rainfall events (e.g., rain-on-snow) increases the likelihood of flooding, which can endanger lives and damage property and infrastructure (Fang et al., 2014; Li et al., 2019; Davenport et al., 2020). Snowmelt floods have impacted local and regional communities across the U.S. and Canada during last several decades (Stadnyk et al., 2016; Cho and Jacobs, 2020). The drivers of snowmelt flooding will become more complex under a changing climate due to rapid changes in temperature and frequent occurrences of winter rainfall events, increasing the need for accurate prediction of snowmelt flooding (Diffenbaugh, 2017; Musselman et al., 2018; Henn et al., 2020). This requires frequent and accurate quantification of spatially distributed snowpack and antecedent soil conditions over a watershed or basin. Spatial snowpack information captured by satellite- or airborne-based remote sensing approaches, such as passive microwave satellite data (Vuyovich and Jacobs, 2011), airborne light detection and ranging (LiDAR) (e.g., Airborne Snow Observatory; Painter et al., 2016; Bormann et al., 2019; Lahmers et al., 2022), airborne gamma snow survey (Carroll et al., 2006; Cho, Jacobs, and Vuyovich, 2020), and stereo satellite photogrammetry (e.g., Pléiades; Deschamps-Berger et al., 2020), have been used to obtain this data.
An integrated approach of UAS-based observations and physically-based flood models utilizing data assimilation techniques may be able to maximize our ability to monitor and predict snowmelt flooding (Fang et al., 2014; Griessinger et al., 2016). There are two categories of hydrological characteristics captured by UASs which can be utilized for improving snowmelt flood modeling: snow-related properties [e.g., snow depth, SWE, liquid water content (LWC)] and floodwater level and its dynamics. UAS-based LiDAR and photogrammetry have been widely used to monitor spatial distribution of snow depth (Vander Jagt et al., 2015; Bühler et al., 2016; Harder et al., 2016; Harder, Pomeroy, and Helgason, 2020; Cho, McCrary, and Jacobs, 2021; Jacobs et al., 2021). To estimate SWE and LWC maps, recent studies utilized ground penetrating radar (GPR) coupled with UAS photogrammetry (Yildiz, Akyurek, and Binley, 2021; McGrath et al., 2022; Valence et al., 2022). UAS-based GPR systems can observe permittivity measures which are physically related to snow density and LWC (Prager et al., 2022; Valence et al., 2022). UAS-mounted synthetic aperture radar (SAR) (Koo et al., 2012) is another potential application to directly measure river flow and flood propagation for near-real snowmelt flood monitoring. The SAR system on a low-cost, commercially available UAS platform has great potential to reduce uncertainties in floodwater dynamics driven by the limited temporal frequency of satellite measurements with a fully controllable revisit time and timing of UASs.
There are various applications for UASs to improve detection, prediction, and assessment of snowmelt-driven runoff and extreme events (Lucieer et al., 2014; Niedzielski, Spallek, and Witek-Kasprzak, 2018; Yalcin, 2019; Wufu et al., 2021). One viable approach is to incorporate spatial snow depth or SWE information obtained by UAS-based photogrammetry or LiDAR with physically-based hydrologic models. While the applications are still in the early stage, there is some evidence that UAS-based approaches can support snowmelt flood prediction. Niedzielski et al. (2018) developed UAS-based SWE maps for a small mountainous catchment in southwestern Poland. They found snowmelt runoff can be estimated using the UAS-based approach with −11% and 2% errors, implying that the UAS-based snow information can improve snowmelt runoff and its extremes.
UAS-based information can also improve capability for monitoring flood dynamics by providing ultra-high-resolution, up-to-date river shorelines, vegetation, and channel geometry as well as floodwater dynamics (Perks, Russell, and Large, 2016; Koutalakis, Tzoraki, and Zaimes, 2019; Karamuz, Romanowicz, and Doroszkiewicz, 2020; Munawar et al., 2021). This enables detailed analyses of hydraulic and fluvial processes even during flood events. Perks, Russell, and Large (2016) found that UAS photogrammetry was able to capture water velocity features present on the floodwater surface during a highly transient flash flood event in Scotland. This study presents a potential use of UASs in quantifying flood flows within ungauged rivers in other regions. Karamuz, Romanowicz, and Doroszkiewicz (2020) provided an overview of the potential for using UAS platforms in flood hazard modeling including derivation of digital terrain models of a river valley, bathymetry, and ice cover and snow monitoring on rivers. They also provided an example of how imagery from UAS photogrammetry can improve the boundary conditions of a hydrodynamic model (HEC-RAS). In contrast, Flener et al. (2013) used UAS photogrammetry-based images of the Pulmonki River in the Finnish Lapland to create a 3D bathymetric model to detect morphologic changes in a highly dynamic river in the sub-Arctic and improve understanding of how spring flooding and summer low flows influence erosion and deposition.
3.3 Ice jams
Ice jams and snowmelt may co-occur in cold regions, making them more complicated to model than open water floods (Goldberg et al., 2020). Ice jam floods are often more severe than open water floods because they can result in two to three times higher water depths under the same or lower discharge (Rokaya, Budhathoki, and Lindenschmidt, 2018). The formation of an ice jam depends on winter weather conditions as well as the characteristics of the ice floe and the river (e.g., velocity, temperature, flow profile) (Lindenschmidt et al., 2019). Mid-winter thaws and springtime conditions increase water input to frozen rivers, causing the layer of ice on top to break up and move downstream (Turcotte, Burrell, and Beltaos, 2019; “What Is an Ice Jam?” 2022). When these broken chunks of floating river ice encounter a narrow passage, they may get stuck and block the flow of a river, causing an ice jam. Ice break-up and associated jams can alter hydraulic conditions and morphology, resulting in flooding of coastal communities and damage to infrastructure and riverine flora and fauna (“What Is an Ice Jam?” 2022; Alfredsen and Juárez, 2020; Alfredsen et al., 2018). Ice jams can occur anywhere rivers freeze and are a source of concern for citizens, insurance companies, and government agencies throughout the world (Rokaya, Budhathoki, and Lindenschmidt, 2018; Lindenschmidt et al., 2019; Burrell, Beltaos, and Turcotte, 2021). In the Northern Hemisphere, almost 60% of rivers experience significant seasonal effects of river ice. In 2017, the estimated economic cost of ice jam flooding in North America was 300 million United States dollars (USD) (Rokaya, Budhathoki, and Lindenschmidt, 2018). Climate change is expected to alter winter weather conditions and the patterns and timing of river ice formation and breakup (Beltaos, 2002; Burrell, Beltaos, and Turcotte, 2021; Cho, McCrary, and Jacobs, 2021).
Ice jam flood forecasting systems are used to identify ice jam evolution and reduce flood risks by informing governance systems. Flood warning systems for ice jams require detailed field observations and have a high level of uncertainty due to the time lag between observations and reporting and the complexity of ice cover breakup and jam formation. Ice jam flood forecasting systems are site-specific and require model inputs, such as bathymetry and ice geometry, that are difficult to collect due to the size of ice formations and the risks to personnel and equipment (Lindenschmidt et al., 2019). Additional research and higher resolution data are required to move from qualitative evaluations of ice (i.e., type, presence/non-presence) to quantitative estimates of ice volumes and spatial distribution (Alfredsen et al., 2018; Alfredsen and Juárez, 2020).
Remotely sensed satellite data is often insufficient to identify and quantify river ice in smaller streams and rivers (Alfredsen and Juárez, 2020). As a result, most satellite-based ice surveys are for large rivers and alternative methods are needed to monitor ice in smaller rivers and streams. UAS and SfM methods are well suited for complex river environments and provide a less expensive method to collect high-resolution, three-dimensional data on ice and land surface elevations and optical and thermal imagery of ice characteristics (Lindenschmidt et al., 2019; Wang et al., 2022), while also overcoming the difficulties of image acquisition and distortion of image collection from the shoreline (Wang et al., 2022). For small and medium sized rivers, UAS techniques may remove the need to access the ice and provide an amount and quality of data that cannot be matched by manual measurements (Alfredsen et al., 2018). Alfredsen et al. (2018) mapped river ice south of Trondheim, Norway using consumer-grade UAS and SfM software to survey the remnant of a stranded ice jam and an anchor ice dam. UAS data allowed for calculation of river cross sections and the volume of ice, an analysis not commonly produced due to the difficulty of collecting field measurements, as well as rapid identification of the ice formation mechanisms. Rødtang, Alfredsen, and Juárez (2021) used UAS SfM-generated DEMs of the riverbed, riverbanks, and ice conditions for a small river in central Norway to quantify ice volume and thickness distributions for calibration and evaluation of river ice models. They demonstrated the effectiveness of small UAS systems to accurately map the development of river ice during periods of freeze-up and break-up when collection of manual measurements is impossible. Because ice information is often needed in larger and longer reaches such as the Yellow River in China, fixed wing unoccupied aerial vehicles (UAVs) are an effective platform to extract floe size, ice cover, and ice condition (Lin et al., 2012). Another approach for capturing larger areas is to combine local measurements from UAS surveys with airborne observations. In a river south of Trondheim, Norway, where ice jams are common, Alfredsen and Juárez (2020) combined high-resolution DEMs and orthophoto mosaics of grounded ice with airborne LiDAR DEMs to model the river’s velocity and water levels in the presence of grounded ice.
In addition to supplying data for models and forecasts, mapping of ice jams is essential for understanding the extent, severity, and evolution of a jam. Palomaki and Sproles (2022) used ice surface roughness calculated from a UAS SfM-derived DEM to train a model to predict ice classes from Sentinel-1 SAR backscatter data for a river in Glendive, Montana, United States. The surface roughness measurements between datasets varied from fractions of a millimeter to a few centimeters, and the high-resolution SfM DEMs allowed for detection of surface roughness features that affect SAR backscatter. Garver, Capovani, and Pokrzywka (2018) employed UAS photogrammetry and SfM to study the structure and thickness of an ice jam in the Mohawk River, NY. UAS photogrammetry provided a method to gather data on floe dynamics and problematic jam points for a portion of the Mohawk River in a fast, comprehensive way. Wang et al. (2022) also tracked ice dynamics using feature tracking algorithms and 4K video footage collected by UAS in the Heilongjiang River in northern China. Compared to traditional ice velocity monitoring methods, their method increased precision and reduced time and labor costs. The rapid response applications of UAS photogrammetry were further demonstrated by Quirk and Haack (2019) for a river in Plymouth, NH. A UAS mission was requested by a state agency to collect imagery of flooding caused by an ice jam for planning emergency response activities. The U.S. Geological Survey was able to start collecting data within 4 hours and provided same day image mosaics which were used in briefings to the Governor, first responders, and news outlets (Quirk and Haack, 2019).
While many studies integrated UAS techniques into ice jam flood prevention through data collection and predictive modeling, a novel study by Song et al. (2015) explored the potential for GPR to identify areas for bombing the ice to reduce the threat of an ice jam flood in the Yellow River. An airborne, uncrewed helicopter mounted GPR was used alongside ground-based, hand-held GPR equipment to detect ice layer thickness for informing preventative measures, however, further work is needed to improve detection of thin ice layers and overcome barriers for real time transmission of GPR data.
3.4 Coastal and river erosion
In parts of Alaska and the Arctic, coastal inundation and erosion resulting from permafrost thaw and lack of sea ice during fall and winter storms are considered the most severe and immediate threats from climate-related environmental change (Markon et al., 2018; “Alaska Native Villages” 2009; “Climate change” 2023). Coastal inundation occurs when high water levels flood low lying areas, often resulting in infrastructure damage, erosion, and increased flow of salt water into groundwater aquifers. Erosion removes material from banks or cliffs due to wind, water, or landslides (Kilfoil et al., 2018). There are two main types of erosion that occur in cold regions: mechanical and thermal. Thermal erosion is caused by an increased flow of warm water that melts ground ice and mechanical erosion is driven by wave action, currents and/or sediment transport (Chassiot, Lajeunesse, and Bernier, 2020). In some cases, cold regions may experience both thermal and mechanical erosion. Preventative techniques such as rock walls, sandbags, and riprap only slow or displace erosion processes (Markon et al., 2018).
The result of increased erosion is a loss of terrestrial habitat and cultural resources and relocation of communities to safer terrain (Markon et al., 2018). In coastal areas, climate-induced decreased sea ice and delayed formation of landfast sea ice lengthens the ice-free seasons and leaves shorelines unprotected from intense storms (Markon et al., 2018; Chassiot, Lajeunesse, and Bernier, 2020). Sea level rise, higher water levels and ice-free conditions allow waves from storms to travel further inland and increase inundation, flooding, and mechanical erosion. Additionally, areas where permafrost is present are expected to experience three to four times more coastal erosion due to wave action acting on thawing sediments due to increasing sea temperatures (Stark et al., 2022). Arctic coasts in the U.S. and Canadian Beaufort Sea have experienced the largest measured increase in erosion rates, with an 80%–160% increase between the end of the 20th century and the 21st century (Jones et al., 2020).
In situ, airborne, and satellite monitoring methods have been used to study the geomorphology of coastal sediments and streambank erosion and retreat (Hamshaw et al., 2019; Mury, Collin, and James, 2019). Compared to in situ methods, airborne and satellite approaches can cover a large area with relatively low time and effort requirements. However, for a beach in Mont-Saint-Michel, France, Mury, Collin, and James (2019) determined that, despite being the least expensive data source, UAS-derived orthomosaics, DEMs and point clouds outperformed the crewed aircraft imagery and LiDAR surveys.
Traditionally, erosion rates and volumetric change for shorelines are calculated based on data collected over decades using airborne LiDAR systems flown every five to 10 years. UAS SfM and LiDAR surveys offer an alternative to calculate erosion rates for specific site locations at shorter time scales (e.g., seasonally, event-based) and to capture fine-scale erosion changes at higher spatial resolutions. UAS optical sensors and SfM techniques are commonly used to quantify seasonal changes in surface elevation and volumetric erosion rates, such as at a bluff site on Lake Michigan (Roland et al., 2021), as well as the recovery and stability following landslides (Kilfoil et al., 2018). Based on the studies identified (Supplementary Table S1), UAS LiDAR is a less frequently used sensor than optical for studying erosion. However, Troy et al. (2021) demonstrated the utility of UAS LiDAR combined with an RGB camera to survey elevation and volume change at two beaches along the coastline of Lake Michigan. Their color-coded LiDAR DSMs in combination with water levels and wave data, revealed that high water levels have a greater impact on erosion rates than wave energy.
A study by Kilfoil et al. (2018) on the west coast of the Northern Peninsula, Newfoundland and Labrador, Canada, demonstrated that UAS techniques can be used to quantify both sediment loss and sediment accumulation. Stopak, Nordio, and Fagherazzi (2022) used UAS aerial imagery and DEMs to evaluate the contribution of ice-rafted debris (IRD) to sediment supply following a January 2018 winter storm which deposited ice-rafted sediment in the Plum Island Estuary in Massachusetts, USA. IRD is a process which contributes to salt March sediment accretion in northern latitudes. A pixel-based land-cover classification of the UAS data and field measurements indicated that IRD contributed annual sediment accretion of 0.57 ± 0.14 mm/y to the site and that this one event contributed, on average, 20% of the annual volume of material accreted by salt marshes (Stopak, Nordio, and Fagherazzi, 2022).
Erosion rates from UAS data combined with traditional environmental variables (e.g., sea surface temperature, wind speed and direction) are advancing the science of erosion. Cunliffe et al. (2019) used UAS and satellite DSMs to observe the rapid retreat of a permafrost coastline on an island in the Canadian Beaufort Sea. When these DSMs were combined with local meteorological and oceanographic observations, the highly episodic erosion was determined to be influenced by thermal and mechanical conditions. Novikova et al. (2021) combined high-resolution UAS surveys and ArcticDEM data products with satellite imagery to distinguish erosion rates and processes between two different climates on the Kara Sea coast in Russia. The first site had a mild, cold climate with higher ice soil content, while the second site had a severe polar climate with a rocky coast. It was found that the first site in a mild, cold climate had a more dynamic coast and higher rates of erosion, likely due to the presence of longer ice-free periods, loose sediment, and ground ice.
3.5 Abrupt permafrost collapse and event-based thaw
Approximately 25% of the exposed land surface in the Northern Hemisphere is underlain by permafrost and much of the construction in the Arctic depends on permafrost stability (“Frozen Ground & Permafrost” 2022; Markon et al., 2018). Since 1980, global permafrost temperatures in polar and high mountain ranges have increased to record high levels (IPCC, 2019a). Climate models project that near-surface permafrost will likely disappear in approximately 24%–69% of the Arctic by the end of the 21st century (IPCC, 2019a). Not all permafrost thaw will be gradual; abrupt thaw is possible in less than 20% of the permafrost zone, but could affect up to half of permafrost carbon (Turetsky et al., 2020). Gradual thaw affects centimeters of soil over a period of decades, while abrupt thaw may affect meters of soil over a period of days to years. As a result, carbon emission models which only consider gradual thaw may substantially underestimate emissions (Turetsky et al., 2020). Thaw may also result in surface subsidence and formation of distinctive landforms (i.e., wetland, lake, hillslope); a process known as thermokarst. Thermokarst landscapes are estimated to occupy approximately 20% of the permafrost regions in the Northern Hemisphere (Mu et al., 2020; Chen, Liu, and Cheng, 2022). Thaw slumps, one of the most dynamic thermokarst processes, are created when melting occurs on a slope and causes sliding, resulting in significant impacts on thaw rates and terrain morphology (Mu et al., 2020). In addition to abrupt thermokarst collapses, event-based thaw (e.g., rain-induced permafrost thaw) poses similar concerns related to permafrost stability and emissions (Douglas, Turetsky, and Koven, 2020).
Much like other hazards, routine monitoring is necessary to investigate the drivers, impacts, and risks associated with these abrupt landscape changes and remote sensing methods are routinely used for observing these changes across landscapes. Gaffey and Bhardwaj (2020) noted that satellite imagery is often too coarse to capture important landform patterns in permafrost regions. UAS observations can bridge spatial and temporal gaps between satellite-based and field-scale observations of permafrost changes as needed to assess permafrost terrain dynamics and infrastructure impacts. High-resolution, quantitative time series data on the rate, drivers, and development of permafrost thaw collected by UAS are especially useful for studying rapid processes when combined with in situ validation methods for validation.
The most common use of UASs in permafrost regions is observing and quantifying abrupt thaw on slopes or in mountainous regions that caused visible changes to landforms. Vivero and Lambiel (2019) used UAS photogrammetry to study rapid topographic changes to an active rock glacier, a visible expression of creeping mountain permafrost. Surface kinematics were estimated using image correlation algorithms and visual inspection of orthophoto mosaics. Mu et al. (2020) combined field investigations, aerial photographs, satellite imagery from GeoEye-1 and Pleiades-1A, and UAS imagery to quantify the rapid acceleration in thaw slump activity over time in the alpine permafrost regions of the Qilian Mountains of the Qinghai-Tibetan Plateau (QTP). Elevation models were generated from UAS data to extract the elevations and headwall locations for each thaw slump. Hendrickx et al. (2022) used UAS photogrammetry, TLS, meteorological data, and rock subsurface temperature data to investigate the drivers of rock- and cliff fall events in high mountain environments of the Western Swiss Alps. UAS flights were used to map summer cliff falls that exposed permafrost and subsequent rapid degradation triggered rock wall failure and retreat.
Permafrost collapse is another abrupt thaw hazard that is well served by combining UAS imagery with in situ measurements and aerial and satellite remote sensing. Gao et al. (2021) combined data from in situ measurements, UAS, crewed aerial photographs, and satellite images to quantify the acceleration of permafrost collapse and spread since 2004 in the Tibetan Plateau. Compared to satellites, UAS data allowed for observation of collapses as small as 10 m2. Zhong et al. (2021) used a combination of TLS and UAS imagery to understand how ground temperature change, extreme precipitation, and human activity affect even finer-scale seasonal vertical deformation and headwall retreat of thermokarst landforms in the QTP. Christensen et al. (2021) used a time series of UAS imagery to document a dramatic gulley thermokarst resulting from extreme snowmelt in Zackenberg, Greenland in 2018. The resulting quantification of the thermokarst’s spatial and volumetric development were combined with climate and ecosystem data, model data, and eddy covariance data to investigate the total ecosystem disruption following the event. Turner, Pearce, and Hughes (2021) used UAS data products, including SfM-derived DEMs, multispectral, thermal, and irradiance data, combined with in situ measurements of sediment carbon and nitrogen to track volumetric change over a 3-year period for the largest active permafrost retrogressive thaw slumps (RTS) along the Old Crow River in Old Crow Flats, Yukon, Canada. They successfully documented the volumetric change, associated drivers (e.g., meteorology, orientation), thaw slump geomorphology, relationship with soil nutrients, and potential impacts on biogeochemical cycling.
UAS-based methods are an integral part of understanding impacts to the built environment from rapid permafrost thaw. Van der Sluijs et al. (2018) used UAS photogrammetry and thermal imaging to study permafrost thaw-induced RTS and thaw-driven evolution of anthropogenically disturbed terrain in the Northwest Territories, Canada. The combination of Airborne Laser Scanning (ALS) and repeat UAS surveys resulted in a time series of digital terrain models (DTMs) to estimate displaced material volumes from thaw slumping. Even when used by themselves, UAS systems can provide benefits for assessing the impacts of rapid permafrost thaw on the built environment. Kaiser et al. (2022) assessed the ability of off-the-shelf, low-cost, non-real-time kinematic (RTK) UAS photogrammetry without the use of GCPs to quantify sub-meter changes and future permafrost degradation risks to critical infrastructure along the Dalton Highway in the North Slope of Alaska. They found this low-cost workflow using open-source software to be appropriate for conducting ad hoc UAS surveys of abrupt and rapid land surface displacements.
3.6 Snow avalanches
Much like GLOFs, the occurrence of snow avalanches is relatively geographically limited because they are primarily associated with steep, mountainous terrain. However, despite their limited extent, they are a serious cold region hazard. Between winters 2012–2022, there were an average of 27 avalanche-related fatalities per year in the United States (“Avalanche Accident Statistics” 2022). An avalanche occurs when a fracture propagates across a steep (>30°), unstable, snow-covered slope. The fracture may be triggered by a natural event (e.g., sudden warming, large snowfall, earthquake) or by human activity (Schweizer et al., 2003). In some regions, climate change is increasing the frequency of rain-on-snow events which promote wet slab avalanche formation (Stimberis and Rubin, 2011; López-Moreno et al., 2021). Slope stability depends on snowpack stratigraphy, or the arrangement and properties of the layers that make up the snowpack (Nienow and Campbell, 2011). For example, strong, well-bonded snow situated above weaker, granular type snow results in increased avalanche risk. Avalanche risk also depends on snow accumulation, temperature gradients in the air and snowpack, and wind speed and direction (Schweizer et al., 2003).
Currently, avalanche forecasts and hazard assessments are carried out by avalanche centers at the regional scale (i.e., for individual mountains or ranges) using detailed information on local terrain and meteorological patterns. Avalanche danger ratings are assigned based on three factor classes: weather, snowpack, and stability (McClung, 2002; Jamieson, Campbell, and Jones, 2008). The rating provides a publicly available avalanche risk classification tool for decision makers and individuals in the region. Despite the importance of quantitative data on snow characteristics to measure critical triggering load for slope stability assessments, in situ data is only relevant for the slope where it was collected and fails to describe neighboring slopes or those with different aspects and elevations (Landry et al., 2002). While digging snow pits more frequently and in areas that are representative of surrounding slopes could improve stability assessments, it is often dangerous to conduct stability tests in potential avalanche zones (Birkeland and Chabot, 2006; Canadian Avalanche Association, 1995).
The effectiveness of remote sensing tools for identifying snow characteristics has been demonstrated for a variety of snowpack types. While current satellite-derived snow depth data can map snow depths at 2 m horizontal resolution with 0.5 m vertical accuracy, the accuracy of DEMs produced using satellite imagery and stereoscopic processing is less reliable on slopes steeper than 35° (Miller et al., 2022). Ground-based approaches using TLS are limited by field of view and shadowing from topographic features. Airborne laser scanning techniques overcome terrain-shadowing challenges but are often cost-prohibitive (Miller et al., 2022). UASs provide a method to collect regional, high-resolution data on slope stability and identify specific locations most at risk of avalanche while reducing human exposure. UAS-measured snow depths are more accurate than those achieved using high-resolution satellite photogrammetry (Deschamps-Berger et al., 2020). Much like satellites and airborne surveys, they operate from outside dangerous areas, however, the high spatial resolution of UAS sensors allows for identification of small-scale snow conditions and features important for avalanche forecasting at a lower cost than airborne techniques (Cimoli et al., 2017; Miller et al., 2022). UAS are also more adaptable than satellite platforms and have been used in post-disaster search and rescue operations and extent mapping (Bühler et al., 2016).
UASs can be used to monitor spatiotemporal changes in snow depth, which help inform estimates of potential avalanche likelihood and size. There are multiple sensors (e.g., optical, LiDAR, radar) available to observe snow surface conditions and elevation (i.e., snow depth) change (Bühler et al., 2016). Cimoli et al. (2017) compared minimal and advanced sensor setups to collect UAS data in Svalbard and Greenland to measure snow depth. The SfM-generated snow depth maps allowed analysts to distinguish hazards and assess snow surface conditions. A study in the Tatra Mountains located in the northern part of Slovakia used a fixed wing UAS and SfM to create snow depth maps of an avalanche prone slope to assess likelihood of slope failure. The authors emphasized the importance of using post process kinematic (PPK) or RTK techniques to reduce GPS errors and create accurate snow depth models (Masný, Weis, and Biskupič, 2021). Adams, Bühler, and Fromm (2018) also used UAS photogrammetry and SfM processing to compare visible and near infrared (NIR) spectra in avalanche terrain to improve snow depth model accuracy. The accuracy of the snow depth maps was validated with terrestrial laser scanner data and manual snow probing and authors determined that NIR imagery had greater accuracy (0.23 m) compared to visible imagery (0.37 m). Walter et al. (2020) used a UAS photogrammetry and a low-cost radar system to identify areas of increased snow accumulation resulting from blowing snow off a mountain ridge. Because meaningful placement of GCPs was not possible due to steep and dangerous slopes, an integrated sensor orientation using the UAS GNSS was used to achieve a mean positioning accuracy of 2.5 cm.
Data on avalanche risk and indicators is especially relevant in avalanche prone areas adjacent to critical infrastructure, such as roadways. The Norwegian Public Roads Administration (NPRA) compared UAS platforms and sensors to identify avalanche prone slopes that may impact roadways (McCormack and Vaa, 2019). Manual avalanche test pits, visual and NIR imagery, photogrammetry, and GPR data were collected and compared to create recommendations on sensors and UAS platforms for future NPRA use. While GPR is especially important for determining avalanche risk due to its ability to detect layering in the snowpack, its applications are limited by the high-level of post-processing required to turn raw data to useable products and the challenges associated with collecting data on steep and uneven slopes (McCormack and Vaa, 2019).
In cases where an avalanche has already occurred, UAS surveys may still be able to reduce human exposure to unstable terrain. Following an avalanche, responders are primarily focused on search and recovery to reduce fatalities. Domański (2022) conducted interviews with mountain rescuers and UAS pilots in the Mountain Volunteer Search and Rescue (GOPR) to assess the use of UAS in search and rescue in the Polish mountains. They concluded that while UAS are already used by GOPR to search for people and monitor avalanches, their use is limited partly due to the presence of more pilots than UAS platforms. While UAS applications for search and recovery are event-specific, UASs are generally deployed following an event to locate buried individuals via avalanche beacon or thermal imaging (Silvagni et al., 2017). Recent research has also investigated the potential for UAS detection of 4G LTE cell phone signals (Wolfe et al., 2015). Van Tilburg (2017) presented two examples of UAS-assisted search and rescue operations in Oregon, United States. The first used UAS to confirm a fatality in a slot canyon and keep rescue personnel out of harm’s way and the second used UAS to provide alternative viewing angles of dangerous terrain. Extent mapping following an avalanche is also important for understanding how it formed and the impacts. For example, UAS hyperspectral sensors have been used to map avalanche extent by measuring changes in reflectance between snow and avalanche debris (Bühler et al., 2009; Eckerstorfer and Bühler, 2016).
3.7 Winter storms
Winter storms bring cold temperatures, freezing rain, snow, ice, and high winds. Types of winter storms include snowstorms, blizzards, lake effect storms, and ice storms (“Winter Storms” 2022). Winter storms are particularly relevant to this discussion because they may result in the necessary conditions to create other hazards. Between 1949 and 2000 freezing rainstorms alone accounted for 87 catastrophic events in the United States, resulting in losses totaling 16.3 billion USD. However, national-scale, climate-based approaches for assessing damages based on ice thickness and storm size have been limited by the lack of sufficient data to define these conditions (Changnon, 2003).
Remote sensing has long been used by weather forecasters to provide meteorological observations and data. Satellite remote sensing provides visual imagery and environmental variables such as atmospheric temperature and moisture profiles, making it a valuable tool for filling gaps between ground-based weather monitoring stations (“Weather Forecasting Through the Ages” 2002). Due to the limited spatial extent of UAS compared to satellites, they serve a very different purpose for predicting and understanding winter storms and use very different techniques than the previously discussed hazards. Unlike space-borne remote sensing platforms, there are many hurdles to UAS operations in winter storm conditions (Gao et al., 2021). Despite this, several studies have demonstrated applications for collecting high-resolution data on atmospheric boundary layers during storm events and for monitoring impacts following winter precipitation events. Profiles of atmospheric parameters are necessary for monitoring and predicting synoptic (i.e., large scale) disturbances and weather events in remote regions (Inoue and Sato, 2022). This data is traditionally collected by radiosondes that are typically carried by weather balloons (“Radiosondes—an Overview” 2015). The radiosonde observing networks in polar regions provide critical tropospheric and stratospheric measurements, but are limited by operation costs (e.g., sensors and human resources) and the generation of waste (i.e., used balloons, radiosondes) over land and oceans (Inoue and Sato, 2022).
UAS are being piloted as a potential alternative to radiosondes. Inoue and Sato (2022) developed an inexpensive UAS (<4,000 USD) to collect meteorological data equivalent to that of radiosondes in northern Japan during winter conditions. Their findings indicated that, despite the lack of real-time data transmission, the inexpensive UAS had similar performance as the radiosonde air temperature sensors and had the best temperature performance (accuracy 0.2°C ± 0.4°C) of the UAS tested. Tripp, Martin, and Reeves (2021) also demonstrated the value of a UAS equipped with a temperature and humidity sensor alongside iMet-4 radiosondes to collect boundary layer measurements for a February 2019 winter storm in Oklahoma. Weather events in cold regions and sudden changes in atmospheric conditions also have implications for the safety and efficiency of aviation. Gultepe et al. (2019) used various meteorological sensors, including a weather and environmental UAV (WE-UAV), to study atmospheric boundary layer processes and parameters for aviation applications. Data collected by the WE-UAV was combined with observations from multiple sites (e.g., fog and snow tower observations) to produce information applicable to aviation meteorology including planetary boundary layer weather research, validation of numerical weather model predictions, and remote sensing retrievals.
Despite their operations being limited to the lower boundary layer, UASs present an alternative method for collecting profiles of near-surface atmospheric parameters to complement existing polar observing systems. At higher elevations, fixed-wing UAS have been used to investigate hurricanes and other events in mid-latitude regions since the early 2,000s, The large Global Hawk UAS has been used with dropsondes for hurricane prediction as well as in the Arctic for capturing characteristics of the polar vortex, surface inversions, and low-level jets (Inoue and Sato, 2022). In 2015–2016, the Global Hawk UAS was used to collect data to improve forecasting of major winter storms over the Pacific Ocean. The in situ and remote sensing observations collected during the project demonstrated “significant positive forecast benefits” when included in forecasting of high-impact weather events on global and regional scales, especially in cases where there was a gap in polar satellite observations (Dunion et al., 2018). A study by Choi et al. (2018) focused on sampling the troposphere at an altitude of 16–20 km. This altitude is directly above the troposphere and is where most weather dynamics take place. As part of their study, three compact microwave radiometers were deployed along with optical cameras and in situ sensors on the High-Altitude, Long Endurance UAV (HALE UAV) to obtain vertical temperature profiles and column-averaged water vapor for the entire troposphere. Calibration flights demonstrated that the platform was able to reach two-thirds of its target altitude.
4 DISCUSSION AND FUTURE DIRECTIONS
Despite their widespread use, effective utilization of UAS techniques in cold regions requires consideration of the limitations which may negatively impact surveys. While the growing body of literature provides examples of UAS applications for cold region abrupt hazards (Supplementary Table S1), it also provides insights into the current state of knowledge. Many of these applications use either SfM or optical imagery to support their results (Figure 3). Some applications, sensor modalities and data products have yet to be fully explored. Based on the literature summarized in Supplementary Table S1, this review identified four key topics to be addressed for future research to expand upon these applications. Future improvements to UAV platforms and sensors will continue to create new opportunities for UAS in cold region environments. However, if these topics are not addressed it is likely that they will limit new potential applications. Current applications are challenged by technological limitations, operational rules and restrictions, environmental conditions, and/or the lack of existing use cases to support their utility. Despite current limitations, the studies in this review have demonstrated that UAS data products are especially useful when combined with other data types and resolutions. However, even in cases where the utility of UAS data collection has been clearly demonstrated, there is still a notable lack of integration with risk communication frameworks, response plans, and damage assessments. A discussion of each of these topics and suggestions for how they may be addressed by future research is included below.
[image: Figure 3]FIGURE 3 | Data types produced by UAS sampling techniques.
4.1 Topic 1: implementation of new technologies
Significant barriers still exist for the implementation of new UAS technologies, especially those that go beyond low-cost optical sensing and SfM techniques. As compared to optical sensing, advanced UAS operations, such as LiDAR, hyperspectral, and radar are increasingly limited by the expertise of the operator and the characteristics of the UAS platform selected (i.e., battery life, weight, size). Sensor payload configuration has a major influence on the selected UAS platform’s flight endurance (Choi et al., 2018; Mohsan et al., 2023), with heavier sensors requiring more power consumption to stay airborne and therefore limiting the effective range of the system (Wigmore and Mark, 2017). Larger UAS platforms are also less transportable, making flights in remote areas difficult or impossible. Small, lightweight UAS platforms can be easily transported to most sites but are still confined to flying over relatively local scales due to limited onboard power supply.
These challenges are exacerbated in cold or mountainous regions which are often subject to less-than-optimal flight conditions. Considerations for platform malfunction and recovery in the event of a lost connection or a rapid change in conditions are essential in challenging cold region environments (Flener et al., 2013). Cold region meteorological conditions (e.g., solar radiation, wind speed, temperature, precipitation) may impact power usage and sensor performance (Gultepe et al., 2019; Novikova et al., 2021). While cold temperatures increase lift, they also decrease battery life. Strong winds and turbulence also increase power consumption and may cause structural damage (Rajawat, 2021). High elevations in the mountains have low air density, reducing overall UAS performance, flight times, and lifting capacity, making it difficult, or impossible, to carry heavier sensors (Ranquist, Steiner, and Argrow, 2017; Wigmore and Mark, 2017). In areas with steep or variable slopes, maintaining a constant height above the ground surface (i.e., terrain following) is important for ensuring that UAS operations are below the maximum allowable altitude, sensors stay within range of their target, and that there is low variability in the resolution and scale of imagery. Some UAS flight planning software allows the user to reference an existing DEM for terrain following. However, adjusting for elevation throughout the flight adds additional battery drain which reduces overall flight time (Burchfield et al., 2020). Lastly, adverse weather such as precipitation or fog reduces visibility and contributes to the buildup of moisture on UAS components. Buildup of ice on UAS propellers reduces thrust and lift while increasing drag, resulting in higher power consumption and decreased speed (Rajawat, 2021). In addition to negatively impacting UAS performance, icing slows sensor response time and results in erroneous measurements, making mitigation of ice buildup crucial for successful data collection (Tripp, Martin, and Reeves, 2021).
Despite the variety of sensors currently available for UAS surveys, most applications for abrupt cold region hazards have relied on optical imagery and/or SfM photogrammetry. It is unclear whether this is due to the lower cost of SfM techniques, reduced energy consumption associated with carrying lightweight cameras, the complexity of analyzing data from other sensor types, or lack of relevance for surveying the hazard types discussed. Many of the studies also identified specific challenges associated with image acquisition from UAS platforms. Image accuracy for UAS-mounted cameras may be reduced due to camera stability and orientation in turbulent conditions (Perks, Russell, and Large, 2016; Karamuz, Romanowicz, and Doroszkiewicz, 2020). Image distortion, especially near the edges of an image (e.g., vignetting), is also common (Kaiser et al., 2022). Sensor targets may also be inconsistent due to variable surface texture and homogeneity (Miller et al., 2022), as well as changing lighting conditions. Cloud cover and low lighting are common in winter, and poor surface illumination conditions pose challenges for optical sensors (Bondi et al., 2016; Alfredsen and Juárez, 2020). Presence of shadows and high contrast lighting also reduce sensor performance and may result in feature tracking errors (Alfredsen et al., 2018; Vivero and Lambiel, 2019). In addition to presenting challenges for optical data collection, poor lighting conditions also negatively impact the performance of SfM image processing. Furthermore, SfM requires that objects within the image remain still during sampling, making areas with moving objects (e.g., wind-blown vegetation and surface water) subject to higher degrees of inaccuracy (Stopak, Nordio, and Fagherazzi, 2022). Data quality may be further reduced depending on the performance of autonomous navigation (including obstacle avoidance) and auto camera settings, especially when calibration is required before flight and is not adjustable during sampling (Alfredsen et al., 2018). For example, in cases where terrain following is not used or had poor performance, operators must consider the impacts of changing ground distance relative to the UAS sensor including degraded sensor accuracy and variable resolutions (Burchfield et al., 2020; Gao et al., 2021).
Many studies, particularly earlier studies, discussed strategies and limitations regarding the high level of positional accuracy required for UAS data collection. In complex mountainous terrain, well-spread GCPs may be required to obtain accurate observational products. GCPs must be manually placed and surveyed, a challenging and time-intensive task in dangerous environments and on slopes with significant elevation change (Walter et al., 2020). Alternatives to GCPs (e.g., RTK, PPK) have become more common in recent years but their relative accuracy and effectiveness are still being evaluated (Fraser et al., 2022). Recent studies often used UAS systems which included RTK or PPK GNSS positioning to help improve positional accuracy. These methods require the use of a GNSS receiver (rover) and base station (base). The base station remains stationary during the duration of the flight and either transmits correction information to the rover in real-time (RTK) or during post-processing after completion of the survey (PPK). While RTK/PPK positioning can be completed without known base station coordinates, the global accuracy of UAS products is reduced (“Critical Factors Affecting RTK Accuracy” 2023). However, even the use of a GNSS base station cannot completely eliminate the occurrence of positional errors, as RTK/PPK is limited by the base station signal range, processing time, and the need for continuous, real-time signal communication (“Real Time Kinematics” 2011).
These considerations, in addition to the necessary training and licensing, create a major barrier to purchasing a UAV and the associated equipment for cold region research applications. Moreover, this technology is changing rapidly, making it difficult to invest in equipment that will quickly become obsolete. It is unlikely for a single UAS platform to meet all of the needs for a certain application, especially over the lifetime of a multi-year study (McCormack and Vaa, 2019). Updating and improving sensors and payloads often comes with increased weight and the need to upgrade the UAV, increasing overhead due to equipment costs, flight endurance, regulations, and pilot certifications (Cimoli et al., 2017). Despite the decreasing cost and necessary expertise for operation of remote sensing technologies (e.g., LiDAR), many high accuracy sensors are still difficult to implement due to their cost, complexity, and size. Implementation of these technologies requires providing operators with information on how to balance these factors for their specific application. Currently, this responsibility often falls to the vendors and end users. Some studies have shown that low-cost sensors can provide similar actionable information as more expensive ones, further decreasing the incentive to invest in the implementation of new and emerging technologies (Kaiser et al., 2022; King, Kelly, and Fletcher, 2023). However, some applications necessitate further development of high-resolution sensors to capture fine-scale data or overcome limitations of existing sensors (e.g., minimum depth resolution for GPR, LiDAR for bathymetric surveys) (Song et al., 2015; Troy et al., 2021).
As technology advances, the decreasing cost and increasing reliability and availability of sensors and platforms will likely reduce many of these current challenges. In the near-term, additional effort is needed to address barriers to the use of alternative platforms and sensor types for cold region applications. Possible solutions for overcoming barriers may include community instrumentation pools, training on the sensors or sensor selection for a given hazard, better access to data processing software (e.g., open-source tools), and identification of specific technological advancements to meet the field’s evolving needs. Increased dialog among relevant communities of practice as well as equipment vendors is essential for developing effective trainings, tools, and technologies.
4.2 Topic 2: site limitations and operational restrictions
UAS surveys in remote areas require long travel and more equipment and personnel, increasing the costs of sampling campaigns. This is especially true in high-latitude sites where the cost of access can be substantial, potentially contributing to an uneven distribution of monitoring sites (Cunliffe et al., 2019). During data collection, UAS operators must also stay within range of the UAS radio transmitter, so takeoff must occur close to the study area. Site conditions, such as canopy cover, may further complicate deployment and normal operation of the UAS platform (Troy et al., 2021). Universal site limitations for UAS are those imposed by the airspace in which they operate. For example, air space restrictions imposed by the U.S. Federal Aviation Administration (FAA) only allow UAS flights in uncontrolled airspaces below 121.9 m above ground level. Flights are restricted in controlled airspaces serviced by air traffic control (e.g., airport airspace) as well as in special use airspaces such as those around military operation areas, secure locations, hazardous areas (e.g., artillery firing), and wildlife refuges/national parks (Pilot’s Handbook of Aeronautical Knowledge, 2016). Other operational restrictions from the FAA require that UAS remain in visual line-of-sight (VLOS) for the duration of the flight (“14 CFR Part 107” 2016).
Similar restrictions exist in other countries, such as those imposed by the European Union Aviation Safety Agency (EASA). The EASA organizes UAS operations into use categories based on the weight and intended operation, but still requires UAS operations to be within visual line of sight, below 120 m from the ground surface, and outside of restricted airspace unless approved by the competent authority designated by the EASA Member State (“Easy Access Rules for Unmanned Aircraft Systems” 2022). In some cases, regardless of existing restrictions or approvals, surveys may still not be flown due to political restrictions, such as those in transboundary glaciated regions (Bazai et al., 2021).
While agencies like the U.S. FAA offer waivers for some restrictions with prior approval (e.g., operations within controlled airspaces) (Pilot’s Handbook of Aeronautical Knowledge, 2016), this is currently an arduous process which limits applications that require frequent sampling or that must occur within a specific timeframe leading up to an event. A list of waivers issued for UAS operations is available on the FAA website (“Part 107 Waivers Issued” 2023). The FAA also provides expedited approval for first responders and other organizations through the Special Governmental Interest process, but this process is limited to those responding to natural disasters or other emergency situations (“Emergency Situations” 2023). In non-emergency situations, existing restrictions may prevent further development of a UAS application with potential to reduce risks to personnel operating in remote or dangerous environments.
Abrupt hazards may occur infrequently and be difficult to predict, making data collection challenging when they coincide with restricted air spaces (Lin et al., 2012; Tripp, Martin, and Reeves, 2021). Providing more flexibility for UAS operations for hazard preparedness and mitigation has the potential to improve their utility in emergency situations and increase understanding of hazards before they occur. Operational restrictions that limit the use of emerging technologies slow or prevent the implementation of new techniques that increase current understanding of cold region hazards. For example, while UAS networks are of considerable interest for large-scale meteorological surveys, they are restricted by beyond VLOS operations in the presence of low cloud bases (Tripp, Martin, and Reeves, 2021). While existing regulations are important for reducing the risks associated with UAS operations, they are offset by the potential risk reduction in hazardous cold region environments. These limitations indicate the need for more dialog among the research community, hazard response agencies, and regulatory agencies regarding methods to streamline the waiver process, facilitate research to predict or mitigate future hazards, or develop more flexible restrictions in hazard-prone areas to reduce risks for personnel and equipment.
Two such examples can be found in snow-covered regions. When avalanche risk is increasing over time, explosions may be used to intentionally trigger a slope failure before the hazard can impact humans or infrastructure (Simioni and Schweizer, 2013). This approach allows for control over the timing and starting location of an avalanche to reduce accidental initiation by civilians. UASs provide a novel approach for delivering explosives to remote avalanche zones from outside potential hazard areas using real time imagery (McCormack and Stimberis, 2010). There are many barriers to this approach and potential applications vary widely by country. For example, the U.S. FAA has restrictions on permitting UAS weaponization and flying beyond VLOS (“Small Unmanned Aircraft Systems UAS Regulations Part 107” 2020). Despite these restrictions, potential uses for this methodology are being explored. In addition to explosive payloads, restrictions also exist for sensor payloads. Valence et al. (2022) explored the potential applications of GPR for collecting data on snowpack hydrological characteristics in Quebec, Canada. Most GPR applications to date have required the instrument to be towed by the operator, but airborne and vehicle based GPR applications have risen in popularity (Valence et al., 2022). UAS-mounted GPR can increase the capability to survey avalanche conditions by reducing the need for operators to travel in avalanche-prone terrain and increasing the number of slopes that can be evaluated during a survey compared to hand dug pits (McCormack and Vaa, 2019). Despite its demonstrated potential, UAS surveys using GPR are limited by regulations from the U.S. FAA and U.S. Federal Communications Commission which require operation in close proximity (1 m) from the ground, limiting the sensor’s spatial coverage (“ET Docket 98-153” 2002).
4.3 Topic 3: knowledge gaps
Even if regulations for UAV platforms and sensors become more flexible regarding the use of new sensing technologies and alternative sampling methodologies, this review has demonstrated that UAS surveys are still most effective when combined with other data types and resolutions. Synthesis with other remote sensing techniques and in situ sampling is still relatively ad hoc. There are opportunities to overcome the limitations of UAS datasets by supplementing existing data or utilizing new or alternative sensor types in a systematic manner (Zhang, 2010; Lei et al., 2022; Villalpando et al., 2023). The spatial and temporal scale of data collected by UAS allows it to span the boundary between field data and satellite or modeled data to provide information about conditions within a satellite grid cell. Troy et al. (2021), suggested combining UAS bathymetric data with existing surveys to fill gaps between the two data types at different spatial scales. Tripp, Martin, and Reeves (2021) proposed using synthetic observations from mesoscale models to simulate sub-hourly data for UAS surveys of atmospheric conditions. Healy and Khan (2022) compared UAS SfM-derived glacial ablation (i.e., water equivalent) with discharge data collected by the Nooksack Indian Tribe for the Sholes Glacier in the North Cascades range to assess the impacts of short but intense warming events. Challenges still exist for comparing UAS and satellite data across different resolutions, such as those encountered by Palomaki and Sproles (2022) when UAS ice surface roughness measurements did not meet the threshold criteria to conclusively delineate roughness compared to Sentinel-1 microwave backscatter.
In addition to bridging gaps among different types of data, UASs have also been used to fill gaps between similar data types collected at different spatial and temporal scales. Filling spatial and temporal data gaps is essential for researching abrupt hazards that occur over small areas or relatively short time frames. This is especially true in regions where satellite data is limited by cloud cover and in situ data collection poses increased risks to personnel and equipment, such as glacial environments (Śledź, Ewertowski, and Piekarczyk, 2021). Using UAS data for gap filling allows for better change detection (Flener et al., 2013), especially in cases where change may be episodic (e.g., shorelines) rather than continuous (Troy et al., 2021). Other examples include Jouvet et al. (2017) UAS-enabled tracking of a fracture at the calving front of the Bowdoin Glacier and Nie et al. (2020) use of low-cost, high-resolution UAS data of lake surface elevations before and after a GLOF event to reconstruct historical GLOFs in High Mountain Asia.
Opportunities to synthesize UAS data with existing data types are emerging, offering new perspectives and understanding of cold region processes. For example, Varner et al. (2022) created a timeseries of trace gas radiative forcing for Stordalen Mire in northern Sweden based on vegetation types classified from UAS imagery to identify the relationship between vegetation composition and improve estimates of CO2 and CH4 exchange. de la Barreda-Bautista et al. (2022) synthesized UAS imagery and Interferometric Synthetic Aperture Radar (InSAR) data to identify subsidence rates over a large spatial extent and to estimate surface motion at the local level caused by permafrost thaw in sub-Arctic peatlands in Sweden. Freitas et al. (2022) used satellite and UAS data (RGB and multispectral) to improve the detection, classification, and monitoring of optically diverse, vegetated thermokarst lakes and ponds in Nunavik, Canada.
Improvements to the accuracy of UAS remote sensing techniques combined with technological improvements will make data collection of fine scale changes in hazardous areas increasingly practical and accessible in the future (Turner, Harley, and Drummond, 2016). Recent literature in these fields has identified potential improvements for measuring fine-scale changes with UAS. Miller et al. (2022) determined that, while previous snow depth research typically utilized a 1 m resolution, a spatial resolution of 0.5 m was necessary to accurately capture the spatial variability at their mountainous site in the Bridger Range of Montana, United States. Another example from Fraser et al. (2022) identified potential strategies to measure smaller (<0.1 m) ground elevation changes to characterize permafrost-driven surface dynamics and determined that an RTK-enabled, high-resolution (<1 cm) UAS survey with only one fixed GCP captured ground elevation changes within 0.6 cm.
Several studies identified the need for more frequent UAS data collection to create larger datasets that span a range of conditions (Turner, Pearce, and Hughes, 2021; Palomaki and Sproles, 2022) and to allow for refinement of the relationships between data types (e.g., UAS-derived volume change and seismic signals for rockfall events) (Hendrickx et al., 2022). However, collecting UAS data at high spatial and temporal resolutions requires a significant time commitment and may necessitate extended sampling campaigns which may make the study impractical depending on the associated cost and personnel requirements. It is not uncommon for mountainous conditions to prevent UAS operations for consecutive days or weeks (Eckerstorfer et al., 2016). The combination of uncertainty in local forecasts and modest maximum wind and temperature thresholds of UAS platforms makes flight planning in these conditions even more challenging (Gultepe, 2015). Despite these challenges, it has been shown that UAS data can be used to improve interpolation between point-based in situ data, fill temporal data gaps between satellite overpasses, provide data at a very high spatial resolution, monitor rapidly evolving hazards, and connect different data types to provide a more holistic investigation of hazards. As the barriers for accessing new technologies and techniques are reduced, it is likely that improving data integration across spatial and temporal scales will require cross-disciplinary approaches that bring together both quantitative and qualitative data types (Zhang, 2010).
4.4 Topic 4: data relevance for risk communication and damage assessments
The studies discussed in this review are mostly research focused and rarely address specific needs for hazard risk communication and response. For example, because avalanche risk assessment is not only informed by UAS snow depth products, the required accuracy is sensitive to the usage context (Masný, Weis, and Biskupič, 2021). Similarly, the need to post-process data, such as GPR and LiDAR, limits their usefulness for transportation professionals making real-time decisions (McCormack and Vaa, 2019). Existing and proposed UAS technology for risk assessment would benefit from new software or data analysis tools to improve early detection of hazards and provide these data in formats that can be directly integrated into existing forecasts, information broadcasts, and traffic planning applications (McCormack and Vaa, 2019; Sziroczak, Rohacs, and Rohacs, 2022).
In addition to their utility for risk communication and mitigation, UASs can also be used to assess direct damages following cold weather storm events. They are already widely applied in transmission line inspection because they provide an economical and flexible way to collect imagery of current conditions (Guo and Hu, 2017). In the future, other UAS applications might also include inspection, monitoring, and assessment of bridge infrastructure, building damage, pipelines, geotechnical stability, and roadways (Adams, Levitan, and Friedland, 2014; Cunningham, 2017; Van der Sluijs et al., 2018; Mandirola et al., 2022).
Public health and safety in hazard-prone areas would benefit from future studies on abrupt cold region hazards that include considerations for data utilization for risk communication and mitigation prior to a hazard as well as post-hazard damage assessments. Future needs include improved data presentation for stakeholders and information dissemination to the public (Kilfoil et al., 2018). These improvements would not only benefit the public, but also researchers who regularly operate in these regions. By working in tandem with end users responsible for hazard communication and response, new studies can fill critical gaps in understanding of these hazards in ways that also fit into existing response and communication frameworks.
5 CONCLUSION
Collectively, the studies reviewed here demonstrate the advantages of UAS remote sensing over satellite- or airborne-based remote sensing alone for monitoring abrupt hazards in cold regions. Each example showed the capacity for UAS platforms to collect much needed data despite the limitations of UAS operations in cold regions. While UASs also experience limitations outside of cold regions, the conditions in cold environments negatively impact the flight times and performance of UAS platforms and components and the reliability and measurement quality of the instruments they carry. In addition, many cold regions are also located in remote or mountainous regions, therefore decreasing accessibility, making deployment of personnel or equipment difficult or dangerous, and in some cases reducing ability to validate data.
Most of the studies identified in this review used either SfM-created 3D models or optical imagery to support their results. Many utilized UAS alongside other remote sensing and in situ sampling techniques. Frequently, the UASs were used to supplement existing data with higher spatial or temporal resolution data or to collect additional types of data not included in existing datasets. In many cases, the addition of UAS sampling techniques provided a deeper understanding of the process or event of interest through creation of 3D models, collection of high-resolution imagery, or improvement of model forecasts.
As the frequency and intensity of abrupt cold region hazards changes (Druckenmiller, Thoman, and Moon, 2022; Lee et al., 2023), it will become increasingly important to document and understand these changes to support scientific advances and hazard management. The increasing accessibility and decreasing costs of UASs will likely make them a standard part of acquiring this data (Du et al., 2019; Quirk and Haack, 2019; Gaffey and Bhardwaj, 2020). Impacts from these abrupt cold region hazards pose a great risk in areas highly vulnerable to the effects of climate change and where observational networks and historical data are too limited for accurate prediction, understanding, and response. Overcoming challenges related to implementation of new technologies, modifying operational restrictions, bridging gaps between data types and resolutions, and creating data tailored to risk communication and damage assessments will increase the potential for UAS applications to improve the understanding of risks and to reduce those risks associated with abrupt cold region hazards.
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