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Verifying and validating waterleaving radiance measurements from space for an
accurate derivation of Ocean/Water Colour biogeophysical products is based on
concurrent high-quality fiducial reference measurements (FRM) carried out on
the ground or water body. The FRM principles established by the Committee on
Earth Observation Satellites (CEOS) recommend that in situ Ocean Colour
radiometers (OCR) have a documented history of SI traceable calibrations
including uncertainty budgets. Furthermore, there can be significant
differences between calibration and use of the instruments in the field due to
differences in operating temperature, angular variation of the light field (especially
for irradiance sensors), the intensity of the measured radiation, and spectral
variation of the target, among others. Each of these factors may interact with
individual properties of the instrument when deployed in the field, and estimation
of such uncertainties requires instrument characterization in addition to the
absolute radiometric calibration if expanded uncertainties within ±10% (k = 2)
are the aim. The FRM4SOC Phase 2 project - funded by the European
Commission in the frame of the Copernicus Programme and implemented by
EUMETSAT - contributes to these efforts, aiming at developing an operational and
sustained network of radiometric measurements of FRM quality. Within
FRM4SOC-2, scientists from the Tartu Observatory (TO) of the University of
Tartu performed an unprecedented batch of calibrations and characterizations
on a set of 37 hyperspectral field radiometers representative of the most used
OCR classes within the OC community. The calibrations and characterizations
performed include the determination of radiometric responsivity, long-term
stability, the accuracy of the spectral scale, non-linearity and accuracy of
integration times, spectral stray light, angular response of irradiance sensors in
air, dark signal, thermal sensitivity, polarization sensitivity, and signal-to-noise
ratio of individual OCRs. Consistent correction of biases and extended
uncertainty analysis procedures of in situ data obtained from different
instruments and measurement models need to be clearly defined, which is
the objective of this paper.
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1 Introduction

Fiducial reference measurements (FRM) provide independent
ground measurement results with uncertainty estimates suitable
for validation of the satellite remote sensing data products (Vendt
et al., 2021). Scientists from the Tartu Observatory (TO) of the
University of Tartu have lead the FRM4SOC (Fiducial Reference
Measurements for Satellite Ocean Colour) project funded by
the European Commision’s Copernicus Programme, initially
(2016–2019) launched by the European Space Agency (ESA)
(Banks et al., 2020) and followed-up in a second phase
(FRM4SOC-2) (2021–2023) by the European Organization for
the Exploitation of Meteorological Satellites EUMETSAT
(“EUMETSAT | FRM4SOC Phase-2,” 2023). The necessary
conditions for water remote sensing (Vendt et al., 2021) are
traceability of measurements to the International System of
Units (SI) (Białek et al., 2020b; BIPM, 2019) and evaluation of
uncertainty of each measurement result (Białek et al., 2020a; JCGM
100:2008,” 2008).

Any field radiometer used for the validation of satellite ocean
color radiometry data must have a documented history of SI traceable
calibrations including uncertainty statements (Mueller et al., 2003;
Zibordi et al., 2019; Vabson et al., 2022). For this, regular calibration
and complete characterization of OCRs is required due to non-
negligible drifts observed in the responsivity of sensors, frequently
observed biases of single instruments from the ideal realization of
specification values, and to account for environmental factors that
may affect the results. Moreover, there can be significant differences
between calibration and later field use regarding operating
temperature, angular variation of the light field (especially for
irradiance sensors), the intensity of the measured radiation,
spectral variation of the target, etc. Each of these factors may
interact with individual properties of the instrument when used in
the field, and estimation of uncertainties therefore requires instrument
characterization in addition to the absolute radiometric calibration
(Vabson et al., 2019a; Vabson et al., 2019b; Zibordi et al., 2019;
Vabson et al., 2022). Characterization results describe the properties
of individual radiometers. A system of two or three radiometers
however, is often used for the determination of remote-sensing
reflectance and/or fully normalized water-leaving radiance [see, e.g.
Zibordi et al., 2019; Ruddick et al., 2019a; Ruddick et al., 2019b]. Data
handling of a three-radiometer system, including uncertainty
contributions, is substantially more complicated compared to that
for a single radiometer. For a single radiometer, some parameters that
make a significant contribution to the uncertainty budget may have
almost no effect on a three-radiometer system. For evaluating specific
uncertainty contributions to the total uncertainty of final measurands,
a particular measurement model and a full set of relevant input
quantities must be known. Besides calibration/characterization (cal/
char) results, the input quantities of the measurement model include
additional information, that must be acquired during field
measurements.

Characterising the spectral radiation measurands associated with
the OC remote sensing products (irradiance, radiance, remote-sensing
reflectance, etc.) for the above-described effects allows assessing:

• steady drift and random variations of the radiometric
responsivity,

• individual differences of radiometers,
• environmental conditions influencing the data.

This study focuses on the two most common OCR instrument
models used for Fiducial Reference Measurements:

• TriOS RAMSES,
• Sea-Bird Scientific HyperOCR.

The selection of radiometers reflects the typical choice of
instruments used for in situ validation of satellite-derived water
reflectance (“ocean color validation”), by the marine ocean optics
community. According to the above-water field measurement
protocols (Mobley, 1999; Mueller et al., 2003; Ruddick et al.,
2019a; Zibordi et al., 2019; Ruddick et al., 2019b) usually a system
with three radiometers denoted by the combination “(2L, 1E)” is used:
two radiance sensors, for upwelling (water) and downwelling (sky)
radiances, respectively, and an irradiance sensor, measuring
downwelling irradiance. For the RAMSES and HyperOCR this is
generally achieved by three separate radiometers (Hooker and Lazin,
2000; Ruddick et al., 2006), although the measurement can also be
achieved with two radiometers, one irradiance and one radiance, if the
latter is mounted on a pointing system for both water- and sky-
viewing (Vansteenwegen et al., 2019).

In total, 37 OCRs were calibrated and characterized in TO in the
frame of FRM4SOC phase-2. In Section 2, the description of the
calibrated and characterized instruments, and a short review about
the measurement of parameters needed for correction of biases and for
the full description of uncertainty contributions is given. Calibration
and characterization results are presented in Section 3. The majority of
OCRs involved in FRM4SOC-2 project were subject to a full list of
characterizations as presented in (Zibordi et al., 2019). In this paper,
besides the calibration results, the outcomes of only a few
characterizations (angular response of irradiance sensors in air, non-
linearity of radiometric response, steady-state and dynamic thermal
sensitivity) are described. In Section 4, some specific problems related
with correcting in situ results are considered. Specifically, the size of
corrections may depend on measurement configuration and will be
substantially different when evaluating measurements done with a
single OCR compared to those done with three-radiometer systems.
Discussion about the calibration and characterisation results and
conclusions are presented in Section 5. Throughout the article, above
watermeasurements are discussed. The calibration and characterization
procedures of OCRs used at the optical laboratory of TO are the same
for in air and in water instruments, except for the immersion factors
which are additionally needed for the in water measurements. The
terminology and nomenclature (Lu, Ld, Ed) used for the above water
measurements is based on (Ruddick et al., 2019a; 2019b; Goyens and
Ruddick, 2023).

2 Materials and methods

2.1 Description of radiometers subject to
calibration and characterization

A list of key parameters of TriOS RAMSES and Sea-Bird Scientific
HyperOCR radiometers for both irradiance E and radiance L sensors
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are given in Table 1. The information are based on documents supplied
by the manufacturers of OCRs and components/modules, and on the
results of on-site testing of instruments. At first, OCRs were
radiometrically calibrated, then characterized according to
parameters listed in Table 2, and then recalibrated. These
radiometers measure radiation from the atmosphere or water in the
spectral range from 350 to 900 or 1000 nm with a resolution of 10 nm.
The radiometers contain a spectrometer module (Zeiss MMS-1),
proprietary front-end electronics and optical input elements in a
watertight housing. The housing is cylindrically symmetrical, with
the optical input and electrical connector in the opposite ends of the
cylinder. The housing is fabricated from stainless steel (RAMSES) or
Acetron (HyperOCR). The optical axis is expected to coincide with the
center of the cylinder. The wavelength scale and some other parameters
are defined in the calibration files provided by the manufacturer.

2.2 Radiometric characterization

The complete calibration and characterization scheme for the
OCRs was designed by following the guidelines of the IOCCG

protocols (Zibordi et al., 2019) and the measurements performed
in FRM4SOC Phase-1 (Vabson et al., 2019b; 2019a).
Characterization procedures of OCRs used at the optical lab of
TO are largely based on former studies and publications carried out
for similar radiometers. A full list of characterized parameters,
which can affect field measurements and are needed for
correction of biases and evaluation of uncertainties is given
in Table 2.

Limitations in the design and construction of OCRs inhibit
significantly the characterization and the use of characterization
results for correcting in situ data. Changes in the radiometric
response due to the self-heating in stable laboratory conditions
can distort the calibration and characterization results. For
example, small deviations in spectra due to sensitivity to the
polarization state and/or angular effects can be of the same
magnitude as the thermal responsivity change of the
radiometer. The radiometer’s response will drift with the
varying internal temperature, which in turn depends on the
data acquisition process/rate. Due to internal self-heating,
achieving good reproducibility of the calibration and
characterization results may be difficult.

TABLE 1 Key parameters of the radiometers.

Parameter Unit RAMSES HyperOCR

Irradiance Radiance Irradiance Radiance

Mass kg 0.9 1.1 0.95

Length mm 295 330 395 355

Diameter mm 48 60(70) 60

Supply voltage V 6. . .11 9. . .18

Average power consumption W 0.85 4

Temperature range °C +2. . .+40 −10. . .+50

Temperature control without temperature stabilisation

Field of view (full angle at half maximum in air) ° 180, hemispherical 7 180, hemispherical 6

Input aperture diameter mm 7 15 21 20

Si photodiode array - CMOS logic compatible

Active area - pixel pitch: 25 μm; height: 2.5 mm

Wavelength range nm 350. . .1000 305. . .900

Wavelength step nm 3.3

Spectral bandwidth (FWHM) nm 9.5

Pixel count - 256, with 16 dark covered 256

Integration time ms 4. . .8192

Minimum sampling interval s 1 0.25

Bits per sample - 16

Responsivity @ 500 nm and 1 ms μW-1m2nm 0.6 N/A 0.7 N/A

Responsivity @ 500 nm and 1 ms μW-1m2nmsr N/A 0.1 N/A 0.02

Internal shutter - NO, dark CCD pixels used yes

Internal temperature sensor - no yes
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2.2.1 Absolute calibration for radiometric
responsivity

Absolute radiometric calibration of OCRs is needed to derive
values of measured quantities accompanied by the specific SI unit
and an estimate of measurement uncertainty from field results
obtained in arbitrary units. This approach makes results obtained
by using different sensors at different times comparable. The
spectral responsivity of a radiometer is usually calibrated by
measuring a known radiation source aligned at a specified
distance. Procedures for this are well established and validated
(Hooker et al., 2002; Mueller et al., 2003; Ylianttila et al., 2005;
Seckmeyer, 2010; Johnson et al., 2014; Salim et al., 2014).
Radiometric calibration of the irradiance and radiance sensors
and their uncertainty budgets for the optics laboratory at TO are
described in (Vabson et al., 2019a) and in more detail in (Vabson
et al., 2022). The uncertainty of radiometric calibration described in
(Vabson et al., 2019a) has been validated by an international
comparison between four participants (TO, National Physical
Laboratory, Joint Research Centre, and TriOS) in 2016, and,
since 2018, is accredited by the Estonian Accreditation
Centre (EAK).

2.2.2 Angular response of irradiance sensors in air
For determination of the angular response, a pseudo-

collimated light beam is needed. Such a beam could be formed
by using a point source with collimating optics using lenses,
spherical or parabolic mirrors or the bare point source far
enough away from the radiometer’s input diffuser. The latter is
impractical due to too low irradiance levels for most of the OC
radiometers. The collimated beam defines the optical axis of the
setup. The radiometer should be rotated in the plane coplanar to
the optical axis so that the crossing of the optical and rotation axes
stays in the center of the diffuser’s surface. For an ideal diffuser, the
radiometer’s output signal should follow the cosine law with
respect to the rotation angle θ over all wavelengths of the

radiometer. To guarantee reproducibility of characterization
results, for angular measurements of irradiance sensors the
sensor’s azimuth angle shall be clearly defined and recorded in
the characterization report.

2.2.3 Non-linearity of radiometric response
For determination of the radiometric non-linearity, a stable light

source (e.g., the calibration source) was measured by using at least
two different integration times. Following (Vabson et al., 2019a; Lin
et al., 2022), the absolute non-linearity error ΔDN(λ) was
determined, from which, using Eq. (1), the relative non-linearity
error δx(λ) and non-linearity coefficient α(λ) were calculated:

α λ( ) � δx λ( )
DN λ( ) �

ΔDN λ( )
DN λ( )[ ]2, (1)

where DN(λ) is the dark and linearity corrected spectrum in digital
numbers derived from laboratory measurements. The non-linearity
coefficient α(λ) is an inherent property of a particular radiometer,
and, in contrast to the relative non-linearity error δx(λ), does not
depend on the shape of the measured spectra. Thus, coefficient α(λ)
can be used for correcting raw spectra of any shape limited only by the
uncertainty. The non-linearity determination method described by
the Eq. (1) can be modified by using a stable, adjustable
monochromatic source set to the central wavelength of a certain
(measured) pixel of the radiometer. Re-adjusting at each measured
wavelength the radiation intensity and the integration time of the
radiometer, a more effective selection of signal level and, as a result,
better signal-to-noise ratio in ultraviolet (UV) and near infrared (NIR)
parts of the spectrum can be achieved.

2.2.4 Dark signal
Radiometers usually have a non-null output called dark signal

without any input flux at the entrance optics (Zibordi et al., 2019).
Dark signal is caused by the photodetector dark current and

TABLE 2 List of characterized OCR properties and references where the characterization procedures are described.

Parameter References

Absolute calibration for radiometric responsivity Hooker et al. (2002), Mueller et al. (2003), Ylianttila et al. (2005), Seckmeyer (2010), Johnson et al. (2014), Salim et al. (2014)

Long term stability Vabson et al. (2019a)

Spectral stray light and out of band response Slaper et al. (1995), Kostkowski (1997), Zong et al., (2007), Zong et al., (2006), Feinholz et al. (2009), Nevas et al. (2012),
Talone et al. (2016), Schinke et al. (2019)

Immersion factor (radiance, irradiance) Zibordi et al. (2004), Zibordi (2006)

Angular response of irradiance sensors in air Zibordi and Bulgarelli, (2007); Pulli et al. (2017)

Field of view of radiance sensors in air Not addressed in this paper

Non-linearity Pacheco-Labrador et al. (2014); Pulli et al. (2017); Talone and Zibordi, (2018); Talone et al. (2020)

Accuracy of integration times Not addressed in this paper

Dark signal Kuusk, (2011); Xing and Lagunas-Morales, (2018)

Thermal sensitivity Baczynska et al. (2011); Salim et al. (2011); Price et al. (2014); Li et al. (2017); Li et al. (2018); Zibordi et al. (2017)

Polarization sensitivity Talone and Zibordi, (2016); Voss and Costa, (2016)

Wavelength scale Not addressed in this paper

Signal-to-noise ratio Not addressed in this paper
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additional contributions such as the electronic offset and varies
largely with temperature and integration time. Due to varying
conditions, frequent measurements of the dark signal are
essential. The optimal way during both the characterization and
the field measurements is to measure the dark signal and the
illuminated signal with equal integration times and as close in
time as possible to minimize internal temperature drifts between
these measurements.

2.2.5 Thermal sensitivity
Temperature is among the most significant environmental

factors impacting OCR response (Zibordi et al., 2017; Vabson
et al., 2022). Both the radiometric responsivity and the dark
signal of a sensor are temperature sensitive. For determination of
the thermal coefficients, the radiometer was immersed in a
cylindrical thermally controlled water tank, equipped with an
optical grade fused silica window. Although any climate chamber
with an optical window might be suitable, submersion of the OCRs
in a liquid tank is preferable for frequent repetition since this
provides much better thermal contact with the environment and
faster thermal adaptation, compared to in air adaptation times
which can exceed hours. The characterization setup with a lamp
(in the case of irradiance sensor) or a lamp-plaque or lamp-sphere
(in the case of radiance sensors) is similar to the corresponding
radiometric calibration setups. The crucial parameter of the light
source is temporal stability, while the absolute irradiance/radiance
output is not that important.

For determination of the thermal coefficients, temperature
setpoints were selected as +5 °C, +10 °C, +20 °C, +30 °C, +35 °C
and +40 °C to cover the temperature range expected during field use.
The temperature was maintained at each selected setpoint for about
an hour for reaching thermal equilibrium. Three integration times of
the radiometer were used at each temperature setpoint to account for
the non-linearity effect. At least two scans were performed for each
radiometer, with temperature ramping up and down, respectively.

Accounting for thermal effects with varying temperature is
complicated, but in field conditions, the temperature is usually
varying. Therefore, dynamic tests have been performed in a
thermostat to evaluate the possible effects from changing
temperature on the radiometer measurement signal by sweeping
the temperature from 5°C up to 40°C and back down to 5°C.
Temperature sweeping rate was 0.5°C/min with a full test length
of 4 h.

2.2.6 Polarization sensitivity
For the characterization of the polarization sensitivity of a

radiance sensor, a linearly polarized source is required (Talone
and Zibordi, 2016). The source can be created by using an
unpolarized radiance source (an integrating sphere or lamp-
plaque setup) and a linear polarizer with known properties. The
sensor’s azimuth angle is defined and recorded in the same way as
for angular measurements.

2.2.7 Wavelength scale
For calibration of the wavelength scale, fixed narrow-band

sources with known wavelength reference values such as lasers,
gas discharge lamps, certified sharp absorption line filters or tuned
narrow-band sources such as monochromators and tunable lasers

can be used. According to the specifications of the manufacturers
(TriOS, 2019; Sea-Bird Scientific, 2024), the wavelength accuracy of
TriOS RAMSES and Seabird HyperOCR radiometers is
within ±0.3 nm. Therefore, the characterization setup has to
provide reference values with smaller or at least with the same
uncertainty.

2.2.8 Signal-to-noise ratio
The signal-to-noise ratio (SNR) is determined as the ratio of an

averaged signal with subtracted dark to the standard deviation of a
single measurement accounting for the variance of both light and
dark signal.

3 Calibration and
characterization results

3.1 Radiometric responsivity

In the context of the FRM4SOC projects, all radiometers
involved in inter-comparison exercises must be uniformly
calibrated immediately before comparison. The calibration state
of sensors before calibration at the optical lab of TO and after
calibration is shown in Figure 1A (Vabson et al., 2019a) and in
Figure 1B. Agreement of measurement results for irradiance (E) and
radiance (L) sensors were evaluated as a standard deviation
calculated from the individual comparison spectra normalized by
the consensus value (e.g., mean or median). The relative standard
deviation of individual differences of the radiometers estimated with
the previous calibration coefficients was found to be within 5%–10%
if the same stable radiation source was measured in controlled
laboratory conditions (using an integrating sphere for the
radiance, and a Quartz Tungsten Halogen (QTH) lamp on the
optical axis for the irradiance sensors). Just after calibration,
calculating the same results with the fresh determined calibration
coefficients the relative standard deviation was within ±1%.
Agreement between OCRs before FRM4SOC phase 2 is shown in
Figure 1B where for RAMSES and HyperOCR sensors the relative
standard deviation of individual differences was within 2% and 10%,
respectively. These results highlight the crucial role of reliable SI-
traceable radiometric calibrations in improving agreement between
the OCRs used by participants in all comparison exercises
performed in the frame of the FRM4SOC projects (Vabson et al.,
2019b; 2019a; Alikas et al., 2020; Tilstone et al., 2020).

Variation of the radiometric responsivity over many years for
selected instruments is shown in Figure 1C. Responsivity drift is
monitored in the spectral range from 400 nm to 800 nm. Average
drift is close to −1% per year (shown with broad blue line).
Occasionally however, a responsivity jump of several percent may
happen. Due to drift of the OCRs, recalibration is advisable before
and after each deployment. Yearly re-calibration is recommended as
a minimum requirement to achieve FRM standards. More frequent
checking of responsivity is also recommended, e.g., using field
portable light sources or natural light sources, especially for long-
term unsupervised systems where fore-optics contamination
may occur.

Variation of the radiometric responsivity as a function of the
measurement conditions for freshly calibrated radiometers is
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shown in Figure 1D. The relative standard deviation of individual
differences during the field intercomparison of radiometers was
around 5% (thick lines), and during the laboratory
intercomparison below 1% (thin lines) (Vabson et al., 2019b;
2019a). Any corrections that rely on characterization of
radiometers during these exercises were not applied. Spread of
the laboratory intercomparison results was small as the
measurement conditions were close to the calibration
conditions. Due to significant difference in conditions of the
field deployments, instrument characterisation in addition to
the absolute radiometric calibration and respective corrections
are needed if expanded uncertainties below ±10% (k = 2) are to
be achieved.

3.2 Angular response of irradiance sensors
in air

The cosine response in air of a HyperOCR irradiance sensor is
shown in Figure 2A. The cosine response error for HyperOCR
sensors is usually within ±2% in the range of incident angles
from −60° to +60°. The cosine response in air for a RAMSES

irradiance sensor is shown in Figure 2B. The cosine response
error for RAMSES sensors is often significantly larger than the
cosine response error of HyperOCR sensors, with greater variability
between individual sensors. Measurements at TO have shown that
RAMSES sensors may have large cosine errors that are around ±10%
(Vabson et al., 2019b). In addition, angular response of RAMSES
irradiance sensors is often markedly more asymmetrical than
for HyperOCR.

The determination of cosine response of irradiance sensors
depends strongly on the radiation source used and the
measurement geometry. Therefore, careful choice of the source,
proper baffling of the measurement beam and evaluation of the
beam’s spatial uniformity are required. As the results are extremely
sensitive to small misalignments, repeating the full alignment and
validating it against the opposite azimuth is advisable by rotating
the radiometer around its axis by 180°. Azimuth planes differing in
180° should coincide, but with opposite sign of the incident angle.
Accounting for temporal and thermal drifts is also necessary. Due to
asymmetry of the cosine response, the azimuth angle of the OCR
should be specified during characterization and during field
deployments (and an azimuthal reference must therefore be
marked on the OCR).

FIGURE 1
Agreement of measurement results for irradiance (E) and radiance (L) sensors as a function of calibration state and environmental conditions. (A)
Agreement between OCRs before FRM4SOC-1 (thick lines), after calibration during FRM4SOC-1 (thin lines). (B) Agreement between OCRs before
FRM4SOC-2; RAMSES sensors (thick lines), and HyperOCR sensors (thin lines). (C) Responsivity drift at 550 nm of selected OCRs with the thick blue line
representing a 1% annual responsivity drop (linear fit). (D) Agreement between OCRs with fresh calibration during the field comparison (thick lines),
and during the laboratory comparison (thin lines) without any characterisation corrections applied.
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3.3 Non-linearity of radiometric response

Figure 3A shows the difference between non-linearity
coefficients α(λ) determined using two methods. During
radiometric calibration, the full-spectrum α(λ) was determined in
2018 and twice in 2022. Determination with an adjustable
monochromatic source was made in 2022. In the central spectral
part, the agreement between the results is satisfactory.
Determination by using the adjustable monochromatic source is
clearly preferable due to a better signal to noise ratio in the UV and
NIR parts of the spectrum. This method is therefore considered as
validation/reference for the full-spectrum results.

The range of non-linearity coefficients for 16 RAMSES sensors is
shown in Figure 3B and for 9 HyperOCR sensors in Figure 3C. The
range of variation in α(λ) for the RAMSES sensors is larger than the
HyperOCR sensors, and significantly larger than the uncertainty of
an individual non-linearity coefficient. The difference between mean
α(λ) values of RAMSES and HyperOCR sensors is clearly seen in
Figure 3D, while the difference between irradiance and radiance
sensors in Figures 3B, C is insignificant.

The influence of integration times on the accuracy of the non-
linearity coefficient is shown in Figure 3E. The integration time
initially set to 64 ms was changed by ±0.1%. This small deviation
from the correct set value 64 ms will cause changes in α which are
comparable with the measured spread of non-linearity coefficients
shown for the RAMSES sensors in Figure 3B. Thus, non-linearity
determination based on two different integration times will give
reliable results only when the relative uncertainty of setting
integration times is better than 0.03%.

3.4 Thermal sensitivity

In Figure 4A the thermal coefficients for the radiance sensors
after correction for non-linearity for RAMSES (black) and for
HyperOCR (gray) are given together with expanded uncertainty
(k = 2) of the temperature coefficients.

Class-specific temperature coefficients at equilibrium conditions for
17 individual characteristics of RAMSES sensors (9L and 8E) is given in
Figure 4B and for 8 HyperOCR sensors (4L and 4E) is given in
Figure 4C. Additionally, the results of the Joint Research Centre
(JRC) (Zibordi et al., 2017) based on data of four RAMSES sensors
are shown in Figure 4B. There is no significant difference between TO
and JRC. The spread of JRC results is smaller than the spread of TO data
given that it contains much larger group of individual characteristics.
Distributions of the RAMSES sensors partly cover each other, but the
spread of the irradiance sensors is about twice the spread of the radiance
sensors. Distributions of theHyperOCR radiance and irradiance sensors
are clearly separated (Figure 4B), but the spread of both radiance and
irradiance sensors is much smaller than the typical range for the
RAMSES sensors. Larger difference between the HyperOCR radiance
and irradiance sensors is likely to be caused by the high thermal
sensitivity of the material, polytetrafluoroethylene (PTFE), used for
the construction of the cosine collector. The phase transition of PFTE at
19°C can cause relative change of the optical transmittance around 3%
(Ylianttila and Schreder, 2005). The manufacturer does not provide
details of the diffuser material for the HyperOCR irradiance sensors,
however, the discontinuity in the thermal dependence of these
radiometers around 19 °C ambient temperature resembles the
properties of PTFE. Responsivity-temperature plots for HyperOCR
radiance sensor are shown in Figure 4D and for irradiance sensor in
Figure 4E. Responsivity-temperature relationship of the radiance sensor
is well-suited for applying a linear model to estimate the temperature
coefficient, but for the irradiance sensor due to a stepwise change in the
signal at 19°C the linear model is much less convenient. The uncertainty
of the HyperOCR irradiance sensors increases, especially if
measurements are performed within a temperature range that
contains this point (Figure 4E).

3.5 Dynamic thermal sensitivity

A rather large difference between external and internal
temperature of an OCR will be seen if a radiometer is equipped

FIGURE 2
Angular response of irradiance sensor as a function of OCR’s azimuth plane. (A) Deviation from cosine law of one HyperOCR sensor. (B) Deviation
from cosine law of one RAMSES sensor.
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with an internal temperature sensor. For the HyperOCR sensor
immersed into a water thermal bath, the difference between internal
and external temperatures is about (2. . .3) °C (Figure 5A),
depending how data are acquired, and on the ambient fluid. The
temperature difference of the same sensor used in air can be much
larger, even reaching 5 °C.

Strong hysteresis of the optical signal of the radiometers is
evident if the signal is presented as a function of the ambient

temperature (see Figures 5B, D). As well as the responsivity change
at 400 nm and 700 nm, the radiometer’s dark signal is shown.
Hysteresis of the optical signal contributes significantly to the
measurement uncertainty. The situation is similar to field
measurements, where the temperature is obtained with an
external temperature sensor. In this case, uncertainty due to
hysteresis can be similar or even larger than the change in
thermal responsivity. Hysteresis becomes significantly smaller if

FIGURE 3
Non-linearity of radiometric response of OCRs. (A) Non-linearity coefficient α(λ) of a RAMSES radiance sensor (SAM_821E) determined during
calibrationwith a FEL lamp (in 2018 blue line, in 2022 gray lines), using an adjustablemonochromatic source (dots), and results from JRC (squares) (Talone
and Zibordi, 2018; Talone et al., 2020). (B) Spread of non-linearity coefficients determined during FRM4SOC-2 for RAMSES. Mean of E sensors (violet line),
and L sensors (blue line). (C) Spread of non-linearity coefficients determined during FRM4SOC-2 for HyperOCR. (D) Class-specific presentation of
non-linearity coefficients with expanded uncertainty for RAMSES (gray) and HyperOCR (blue), including results from JRC (Talone and Zibordi, 2018;
Talone et al., 2020) shown as dots. (E) Sensitivity of non-linearity coefficient to small changes in integration time. Class-specific distribution: gray showing
expanded uncertainty; non-linearity coefficients for integration time changed by ±0.1%: black.
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the same data are presented as a function of temperature measured
with the internal temperature sensor of the radiometer (Figure 5C).
In this case, the contribution from the temperature correction will
dominate. This clearly shows the importance of an internal
temperature sensor of a radiometer used under variable
environmental conditions. In addition, correcting for
temperature effects is inefficient without an internal
temperature sensor due to the large uncertainty of the
determined temperature difference under calibration and found
in the field.

Hysteresis of the optical signal of the HyperOCR irradiance
sensor is shown in Figures 5D, E. As seen in Figures 5B–E, and
the variations in the dark signal of both radiance and irradiance
sensors are very similar, implying that thermal effects on both
optical sensors are comparable. The behavior of the optical and
dark signal of the radiance sensor (Figures 5B, C) is also similar
indicating a common source of hysteresis. For irradiance
sensors, the cosine collector, which is known to have an
abrupt change of transmittance at around 19°C, is located on
the external surface, causing additional hysteresis compared to

FIGURE 4
Steady-state thermal properties of the OCRs. (A) Individual temperature coefficient of one RAMSES (black) and one HyperOCR (gray) radiance
sensor with expanded uncertainties. (B)Class-specific temperature coefficients for RAMSES radiance (blue region) and irradiance (gray region). Data from
JRC (Zibordi et al., 2017) are indicated by a black line. (C) Same as B but for HyperOCR. (D) Responsivity-temperature plots for HyperOCR radiance sensor
and (E) for HyperOCR irradiance sensor.
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the radiance sensors. Consequently, hysteresis of the optical
signal did not decrease substantially when presented as a
function of the internal temperature sensor (Figure 5E),
although the dark signal hysteresis is removed, as expected.
Thus, for HyperOCR irradiance sensors, using internal
temperature will not avoid an increase in uncertainty due to
hysteresis.

4 Correcting in situ data

The measurement data may lead to different measurement
results and uncertainties depending on how the measurement
process is modeled. This is dependent on which statistical
assumptions are used, which approximations are applied, and
which environmental factors are taken into account. For

FIGURE 5
Dynamic thermal properties of the radiance and irradiance OCRs. (A) Time lags and differences between different temperature sensors (gray:
ambient temperature sensor, blue: internal temperature sensor (added ad hoc in the case of TriOS): black: temperature calculated from the dark signal) at
varying temperatures measured for a radiometer immersed in water. (B) Relative variations of optical signal of HyperOCR radiance sensor as a function of
ambient temperature (blue: 400 nm, gray: 700 nm). Variation of the dark signal (black) is shown using logarithmic scale. (C)Optical and dark signal of
HyperOCR radiance sensor as a function of internal temperature. (D) Optical and dark signal of HyperOCR irradiance sensor as a function of ambient
temperature. (E) Optical and dark signal of HyperOCR irradiance sensor as a function of internal temperature.
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radiometric in situ measurements, at least three levels of
measurement outputs should be distinguished:

• instrument indications or readings—raw data level;
• measurement results of a single radiometer—values attributed
to the measured target (e.g., water, sky, upper hemisphere),
accompanied by a measurement unit and an
uncertainty estimate;

• measurement results of a multi-radiometer system–calculated
from two or more radiometers.

If a three radiometer system is used, accounting for the
correlations between input quantities is crucial. Strong
correlations are likely to occur if the same calibration standards
have been used for calibration of different radiometers within a short
time period from calibration, if the characteristics of the
radiometers, and measurement environmental conditions are
similar. Small differences in internal heating of the synchronously
working individual radiometers and/or slightly deviating
measurement conditions of the three-radiometer system used in
the field however, may significantly change the correlations between
the data of the radiometers.

A comprehensive characterization of the radiometers and the
implementation of correction schemes enables a reduction in the
uncertainties of field data. If only a single radiometer is used, the
application of cal/char data is quite straightforward, and cal/char
uncertainties contribute entirely to the overall uncertainty budget of
the measurement data. For example, relative temperature correction
for six individual radiometers as a function of difference from the
calibration temperature is shown in Figure 6A. During field use,
possible thermal full scale effect for these radiometers will remain
within ±10%. In Figure 6B, thermal effects of the three-radiometer
system with large discrepancy between individual thermal
coefficients of radiance and irradiance sensors are presented for
maximum bias from the calibration temperature of ±20°C. The effect
is proportional to both (i) the deviation of the in-field temperature
from the calibration temperature, and (ii) to the difference between
the thermal coefficients of the radiance and irradiance sensors.

For a two-radiometer scheme, cal/char contributions to the
uncertainty can be rather similar to the single radiometer case.
For example, with two radiance sensors, which can be used for
determination of the water leaving radiance Lw. If for the
determination of remote-sensing reflectance the system of three
radiometers is used however, then data handling, including
uncertainty contributions, can be far more complex. For above-
water measurements, often three different radiometers are
concurrently used, one measuring the upwelling radiance from
the water, Lu(λ), the second measuring the downwelling radiance
from the sky, Ld(λ), and third, the downwelling irradiance, Ed(λ).

The water-leaving reflectance spectra can be calculated from the
synchronized time series measured with the three-radiometer
system. Calculations include the following steps:

• all measured radiance and irradiance spectra are corrected for
the spectral stray light, non-linearity, thermal effects, etc.;

• spectral response functions of a satellite sensor are used to
convolute Lu, Ld and Ed spectra into the satellite spectral
bands (Burggraaff, 2020);

• the remote sensing reflectance Rrs(λ) is calculated as

Rrs λ( ) � Lu λ( ) − ρFLd λ( )
Ed λ( ) , (2)

where Lu(λ) is the upwelling water radiance, Ld(λ) is the
downwelling sky radiance, Ed(λ) is the downwelling irradiance
and ρF is the “effective Fresnel reflectance coefficient” for a
roughened water surface (Goyens and Ruddick, 2023), obtained
as a function of the wind speed, Sun zenith angle, and relative
azimuth angle from the Look Up Table 1 of (Mobley, 1999),
provided online1. The spectra of Ed, Lu and Ld are presented in
Figure 6C as an example of the simultaneous use of three
radiometers. In Figure 6D, remote sensing reflectance is
calculated from these spectra; at first, the spectra are convoluted
to OLCI bands to compensate for differences in wavelength scales of
the OCRs, and then Eq. 2 is used with the obtained band values.
Some environmental conditions affecting radiometers are similar or
almost the same (ambient temperature) for all sensors. Some are
very different, such as the intensity of radiation, and spatial or
spectral distribution (Figure 6C). As the angular response of
irradiance sensor is specific to only one sensor in the three-
radiometer system, its contribution cannot be reduced or
compensated for by the similar behavior of other radiometers.

If the same standard lamp has been used for radiometric
calibration of all the sensors of a three-radiometer system
measuring, Ed, Lu and Ld, then due to correlation of calibration
coefficients (Johnson et al., 2014) uncertainty in remote sensing
reflectance is notably reduced (Figure 6D), and the relative
expanded uncertainty of the system due to calibration of
radiometers is about 2% which was typical for the FRM4SOC
projects. Only contributions from the mechanical alignment of the
lamp, plaque and sensors, inadequate baffling, short-time instability of
the irradiance standard, and uncertainty of the plaque reflectance are
significant. This is valid only if the same standard lamp has been used
for all the sensors in a short space of time. If the same three
radiometers are calibrated at three independent laboratoriess
equipped with the same high-level calibration standards, expanded
uncertainty of the three-radiometer system due to calibration of
radiometers will be about 5%. If the calibration state of
radiometers used in a three-radiometer system is such as described
in Figure 1A, the expanded uncertainty of the remote sensing
reflectance can be more than 40% due to inconsistent calibration
of the radiometers (Figure 6D). Therefore, careful and regular
radiometric calibration of OCR is extremely important for SI-
traceability of the OCRs and this is a major factor in obtaining
satisfactory agreement in the measurement results.

Similarly, if we assume an identical behavior for thermal
sensitivity of all three sensors the temperature correction will
cancel out. Thus, for the three-radiometer system (with all
radiometers belonging to the same class) class-based temperature
corrections would have no significant effect on the results. This does
not imply that in the case of a three-radiometer system, the
temperature corrections are always insignificant. If real individual

1 https://www.oceanopticsbook.info/packages/iws_l2h/conversion/files/

rhoTable_AO1999.txt
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temperature characteristics are used, the thermal correction for a
deviation of about 10°C from the temperature during calibration
may be several percent (Figure 6B). Here, the differences between
the thermal coefficients of different sensors are critical, and due to
different thermal loads of the radiometers, temperature differences
from calibration points may be different.

For the three-radiometer system, the correction coefficients for
non-linearity and spectral stray light, even based on the same (class-

specific) characteristics will lead to different corrections for individual
radiometers due to significant spectral differences of the target signals.
Individual characteristics of radiometers are certainly preferable. For
uncertainty contributions of the three-radiometer system, instead of
individual characterization parameters, the differences between the
radiometers will be more relevant.

An example showing the combined contributions of different
uncertainty sources for a three-radiometer system of RAMSES and

FIGURE 6
Size of corrections for a single OCR and for a three-radiometer system. (A) Temperature corrections as a function of the difference from the
calibration temperature for six OCRs. (B) Bias of the three-radiometer HyperOCR system at ±20 °C from the calibration temperature. (C) Spectra
measured with three radiometers for determination of the remote sensing reflectance. (D) Relative expanded uncertainty of the three-radiometer system
due to contributions from the individual calibration uncertainties of the applied radiometers is shown with solid lines. Remote sensing reflectance
convoluted to OLCI bands is given with a blue line. (E) Simulation of the joint relative effects with three RAMSES sensors due to spectral stray light, non-
linearity, and temperature difference during calibration and later use. (F) The joint relative effects for similar system with three HyperOCR sensors.
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HyperOCR radiometers is presented in Figures 6E, F. Here, the
relative contribution due to spectral stray light is shown with gray
dotted lines, due to non-linearity with black dotted lines and the
limits of relative biases due to temperature differences during
calibration and later use are given as with blue lines. Large
variation in the thermal effect (Figure 6F) is due to difference
in thermal coefficients of the HyperOCR radiance and irradiance
sensors (Figure 4C). Here, possible differences among internal
temperatures of the three radiometers during the field deployment
are not accounted for.

5 Conclusion

During the FRM4SOC Phase 2 project 37 hyperspectral field
radiometers, including both irradiance and radiance sensors for TriOS
RAMSES and Sea-Bird Scientific HyperOCR systems, were calibrated
and characterized. There was good agreement between the
characterizations made in this study and results from previous
studies (Zibordi et al., 2017; Talone and Zibordi, 2018; Talone
et al., 2020). The spread of individual results of many parameters
has been expanded compared with previous studies however, and as a
consequence, class specific characterization of these parameters may
no longer be suitable. To provide individual characterizations of a
large number of radiometers, several highly specialized calibration/
chararcterization laboratories are needed. Using characterization
results to correct field data is also time consuming and complex,
as additional measurement information (e.g., OCR’s internal
temperature) is needed in the measurement equation of remote
sensing reflectance and whilst in-field measurement protocols need
to be strictly followed (Ruddick et al., 2019a; Zibordi et al., 2019;
Ruddick et al., 2019b; Ruddick, 2023).

For some properties of radiometers, dynamic tests are essential.
The anomalous thermal dependence of the HyperOCR irradiance
sensors was revealed only during the continuous change in
temperature as opposed to thermal equilibrium. Another
important feature detected during dynamic tests is the hysteresis
of optical response and its dependence on a particular sensor used
for temperature determination. Such an effect may significantly
contribute to the uncertainty of the field results. In order to account
for dynamic effects during field measurements, the best solution
would be to have two temperature sensors installed in each
radiometer: one sensor close to the location of the optical sensor
and the other would be located on the surface of the radiometer.
Differences between sensors will show the speed of temperature
variation and give input for dynamic influences.

Although in comparison with RAMSES the cosine error and
asymmetry of HyperOCR irradiance sensors is often smaller, the
diffuser material used in HyperOCR irradiance sensors can cause
significant errors, evident as strong hysteresis patterns in the
responsivity as a function of ambient temperature (Figure 5),
which cannot be compensated due to unknown temperature of
the diffuser in variable environmental conditions. HyperOCR
instruments have an internal temperature logger, whereas
RAMSES do not, so recording internal temperature in RAMSES
sensors in the varying field conditions is almost impossible.

Most of the OCR parameters that produce the greatest bias also
contribute significantly to the combined uncertainty for individual

radiometers, but using the three-radiometer system this effect is far
less. The size of individual specific thermal effects over the range
from 400 nm to 800 nm is up to ±10% if the bias from the calibration
temperature is ±20°C. Relative joint thermal correction for the three-
radiometer system is within ±4% if the discrepancies between the
temperature coefficients of radiance and irradiance sensors is large,
and almost zero if the thermal characteristics are similar. Joint non-
linearity and spectral stray light corrections are also usually smaller
than individual corrections and are within a few percent. Contrary to
this, the angular response of the irradiance sensors cannot be
reduced as it does not cancel out and therefore contributes to the
uncertainty budget of a three-radiometer system (up to ±10%).

Characterization of radiometers is important if in situ OC
expanded uncertainties below 10% level are aimed at. However,
without very careful regular radiometric calibration of OCRs the
advantages of the characterization cannot be achieved (Figure 6D) as
the differences due to unsatisfactory calibration state can be much
larger than possible biases, which is revealed in the characterization.
Some parameters that contribute significantly to measurements with
a single radiometer may be negligible in a two- or three-radiometer
system. Consistent correction of biases and extended uncertainty
analysis of in situ data obtained by different measurement models
and instrument configurations need further attention.
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