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Stephen A. Gallo* and Scott R. Glisson

American Institute of Biological Sciences, McLean, VA, United States

Peer review is used commonly across science as a tool to evaluate the merit and potential
impact of research projects and make funding recommendations. However, potential
impact is likely to be difficult to assess ex-ante; some attempts have been made to assess
the predictive accuracy of these review decisions using impact measures of the results of
the completed projects. Although many outputs, and thus potential measures of impact,
exist for research projects, the overwhelming majority of evaluation of research output
is focused on bibliometrics. We review the multiple types of potential impact measures
with an interest in their application to validate review decisions. A review of the current
literature on validating peer review decisions with research output impact measures is
presented here; only 48 studies were identified, about half of which were US based
and sample size per study varied greatly. 69% of the studies employed bibliometrics
as a research output. While 52% of the studies employed alternative measures (like
patents and technology licensing, post-project peer review, international collaboration,
future funding success, securing tenure track positions, and career satisfaction), only
25% of all projects used more than one measure of research output. Overall, 91%
of studies with unfunded controls and 71% of studies without such controls provided
evidence for at least some level of predictive validity of review decisions. However, several
studies reported observing sizable type | and Il errors as well. Moreover, many of the
observed effects were small and several studies suggest a coarse power to discriminate
poor proposals from better ones, but not amongst the top tier proposals or applicants
(although discriminatory ability depended on the impact metric). This is of particular
concern in an era of low funding success, where many top tier proposals are unfunded.
More research is needed, particularly in integrating multiple types of impact indicators in
these validity tests, as well as considering the context of the research outputs relative
to goals of the research program and concerns for reproducibility, translatability and
publication bias. In parallel, more research is needed focusing on the internal validity
of review decision making procedures and reviewer bias.

Keywords: research funding, peer review, impact metrics, validity, grant

GRANT PEER REVIEW AND IMPACT ASSESSMENT

Most would generally agree the purpose of biomedical research is to advance knowledge for
societal benefit, with the hope of favorably impacting disease outcomes and improving global
health. Indeed, the National Institutes of Health (NIH ), the world’s largest funder of biomedical
research, characterizes their mission as to “seek fundamental knowledge about the nature and
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behavior of living systems and the application of that knowledge
to enhance health, lengthen life, and reduce illness and disability”
(NIH, 2017). To help select which research projects to fund
to achieve this goal, NIH and other funders rely on a peer
review process to assess the quality of the research approach
and methodologies proposed, the feasibility of the investigators
successfully conducting the project in the proposed environment,
and the level of innovation and potential significance of the
project (NIH, 2014). Of these criteria, it is likely the most difficult
to accurately assess is the potential significance; particularly
“if the aims of the project are achieved, how will scientific
knowledge, technical capability, and/or clinical practice be
improved” and “how will successful completion of the aims
change the concepts, methods, technologies, treatments, services,
or preventative interventions that drive this field?” (NIH, 2016).

In no small part, this is due to the role of serendipity in
science, which has been identified as an important component
in scientific discovery (Ban, 2006; Merton and Barber, 2011;
Editorial, 2018), as well as a variety of unforeseen factors which
may prevent the success of a research project. Thus, even in
the best of cases, the potential impact of a research project may
be difficult to gauge. However, there are also reports that the
decision-making process can be hampered by subjectivity and
the presence of biases (Marsh et al., 2008; Ginther et al., 2011;
Lee et al., 2013; Boudreau et al., 2016; Kaatz et al.,, 2016). As
one of the chief goals of peer review is to select projects for
funding of the highest scientific quality that are likely to have the
greatest impact, it stands to reason that objective measurements
of the actual impact of fully funded and completed projects
could be assessed ex-post funding and compared to peer review
evaluations, so that we may determine the predictive validity
of these decisions. Similarly, objective indicators of proposal
quality (e.g., track record of the applicant) could be assessed
ex-ante to funding to be compared to review decisions. These
external tests of validity, which compare scientific inputs
and outputs to review evaluations, likely offer an important
assessment of the effectiveness of review decisions in choosing
the best science, although admittedly do not necessarily validate
other expectations of peer review, like impartiality (Wood and
Wessely, 2003).

However, a central question in scientometrics is how best to
evaluate research, as many metrics have considerable limitations
or are influenced by a variety of factors that are not associated
with research quality or scientific impact (Nieminen et al., 2006;
Bornmann et al., 2008a; Hagen, 2008; Leydesdorff et al., 2016).
For instance, citation levels are influenced by the number of
co-authors, journal prestige and even by whether the results
are positive or negative (Callaham et al., 2002; Dwan et al,
2008; IToannidis, 2008). Moreover, for biomedical research,
the societal impact of a study is not only measured in its
contribution to the knowledge base (Bornmann, 2017), but
also in actual improvements to human health; however, linking
the influence of individual works to the development of new
therapeutics is problematic, as they rely on large bodies of work
through their evolution from bench to bedside (Keserci et al.,
2017). Nevertheless, as the recent Leiden manifesto points out,
performance measurements should “take into account the wider

socio-economic and cultural contexts,” and that the “best practice
uses multiple indicators to provide a more robust and pluralistic
picture” (Hicks et al.,, 2015).

Thus, it seems a variety of impact measures should potentially
be used to validate review decisions. However, at this time there
has been no comprehensive review of studies in the literature,
across a variety of impact measures, that have attempted to
validate peer review decisions. We will review here many of these
measures below, examining what has been done with respect to
peer review of research funding applications, what measures still
need to be explored, and what has been done to integrate these
measures to achieve a more well-rounded assessment of research
success and failures. It should be noted that this literature review
is focused on work that is application based. That is, it includes
studies that examine the ranking and funding fate of applications
and applicants relative to either the quality of the input or the
impact of the output from those applications and applicants after
the funding decision across a variety of measures (Figure1).
Again, this includes only measures of external validity (external
scientific quality measures for outputs and inputs) and not
the internal validity of review procedures (e.g., bias, inter-rater
reliability), which is beyond the scope of this review. It is based
on the knowledgeable selection of relevant publications which
includes both peer reviewed and non-peer reviewed articles, as
some of this work has been conducted by funding agencies and
published in non-traditional forums.

PUBLICATION PRODUCTIVITY AND
CITATION IMPACT

The most studied research outputs are bibliometric in nature,
surrounding the number of published manuscripts, the impact
of the journals they were published in, the raw and normalized
citation levels of these manuscripts (normalized for time and
research field), the h-indices of applicants and number of
manuscripts in the top 10% of all other cited papers on the
topic as well as citations and papers per dollar spent (Mavis and
Katz, 2003; Van Noorden, 2010; Danthi et al., 2014; Li and Agha,
2015). As mentioned above, there are limitations to bibliometric
indicators due to their complex nature and may not always
reflect long term impact (Wang et al., 2013). Nevertheless, this is
where much of the effort to study the validation of peer review
has focused. Several types of similarly structured studies have
resulted, which are summarized below.

Ex Ante Impact of Applicants (Funded vs.

Unfunded or Review Score)

In the last few years, several attempts have been made to examine
the number of publications and their citation impact from funded
and unfunded applicants. Several studies have tracked individual
applicant ex ante performance before funding decisions to
determine if reviewers can pick applicants with superior prior
publication and citation performance. This is a powerful strategy
as you can directly compare funded and unfunded applicants,
and do not have to consider the effect of funding as a confounding
factor on performance. Most studies show that overall funded
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FIGURE 1 | Validation Model. Model of external validation of peer review decisions using ex ante quality measures and ex post impact metrics.

Career Trajectory

applicants outperform unfunded (Bornmann and Daniel, 2006;
van den Besselaar and Leydesdorft, 2009; Bornmann et al., 2010;
van Leeuwen and Moed, 2012; Cabezas-Clavijo et al., 2013) and
a few studies do not (Hornbostel et al., 2009; Neufeld et al.,
2013; Saygitov, 2014), although typically the differences are small
and dependent on the general quality level of applicants (if
all applicants are very productive, smaller differences will be
observed). A couple of studies examined the ex-ante productivity
of applicants relative to review scores, and found significant
correlations, as well as significant biases (Wenneras and Wold,
1997; Sandstrom and Hallsten, 2008). Also, some studies show
when you compare the best of unfunded applicants with funded
ex ante, they are comparable (van den Besselaar and Leydesdorff,
2009; Bornmann et al,, 2010; Neufeld et al., 2013), suggesting
significant type II error. Some of these studies have been
summarized well by Boyack et al. (2018) as well as Van den
Besselaar and Sandstrom (2015). Thus, these results may suggest
that while peer review may be efficient at coarse discrimination
between bad and good applicants, it may be limited in its ability
for fine discrimination between good and excellent applicants.
However, only looking at ex-ante results makes no comment on
how applicants actually perform in the future, which is what
reviewers are predicting via their score, therefore it is important
to make ex-post observations as well.

Ex Post Impact of Applicant and Project
(Funded vs. Unfunded)

Some studies examine the productivity of funded applicants
ex post in comparison to unfunded, to see if reviewers chose
applicants that in the end were productive. Multiple studies show
that funded applicants are at least modestly more productive
and more frequently cited after the award as compared to
unfunded (Armstrong et al, 1997; Mavis and Katz, 2003;
Mahoney et al., 2007; Bornmann et al., 2008b, 2010; Pion and
Cordray, 2008; Reinhart, 2009; Campbell et al., 2010; Jacob
and Lefgren, 2011a,b; Langfeldt et al., 2012; Robitaille et al,,
2015; Van den Besselaar and Sandstrom, 2015; Gush et al,
2017), although some do not (Saygitov, 2014). Interpretation of
these results is difficult because it is challenging to dissociate
the productivity effect of funding from the validity of the

review decision. However, while general research funding is
related to scientific productivity and knowledge production
(Lauer, 2015; Rosenbloom et al., 2015) and papers with funding
acknowledgments are linked to higher citation counts (Gok
et al., 2016), the effect of specific funding on an individual’s
productivity is not clear; some research looking at ex ante and
ex post bibliographic levels for funded applicants show no effect
of funding at all (Langfeldt et al., 2012; Robitaille et al., 2015),
although it seems the length of time used to capture ex post
bibliometric data is an important factor (Van den Besselaar
and Sandstrom, 2015). Once again, many of these studies
show significant type II errors (where unfunded applicants
perform well) and sometimes only limited or no differences are
found between funded and unfunded applicants with similar
review scores or performance (Bornmann et al.,, 2008b, 2010;
Pion and Cordray, 2008; Jacob and Lefgren, 2011a; Van den
Besselaar and Sandstrom, 2015; Gush et al., 2017) although
some similar comparisons do find differences (Robitaille et al.,
2015).

These ex post studies are related to the above ex ante
results in that some literature has indicated that one of the
strongest predictors of future citation performance is prior
citation performance (Kaltman et al., 2014; Hutchins et al., 2016).
Thus again, if peer review selects for applicants with higher
previous productivity, it stands to reason that their post-funding
productivity will be higher than unfunded applicants as well.
While this could be interpreted as further validation of the peer
review process, the assumption is that some investigators are
simply more inherently productive than others. However, this
could also be interpreted as the Matthew effect, where the rich
get richer; the subset with access to research funding have more
opportunities to be productive, which leads to more funding,
more security and prestige, and therefore better bibliometric
output (Merton, 1968; Azoulay et al., 2013), although some
studies find no evidence of this (Boyack et al., 2018). In addition,
many grant proposals are judged around the assessment of a
research idea and its methodological implementation, not just
the investigator’s track record. Thus, it is unclear looking at
an individual’s career productivity alone may be an appropriate
measure of success to validate review decisions; analysis of ex post
productivity of individual projects is also required.
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Ex Post Impact of Funded Project vs.

Review Score (No Unfunded Control)

Similar studies have been performed with projects, although
admittedly these are harder to conduct as productivity and
impact data from unfunded projects is impossible to access or
difficult to interpret. Largely what has been done is to analyze
the relative confidence in funding decisions (peer review scores)
of funded projects and how these relate to citation impact. One
issue has been how results are normalized and computed. For
instance, several studies of NIH NHLBI data calculated output
results on a per dollar spent basis, as some research (Berg,
2011; Fortin and Currie, 2013; Gallo et al., 2014) has predicted
diminishing returns with larger investments; these studies found
no correlation between review scores and output (Danthi et al,,
2014; Doyle et al, 2015). However, a large NIH study of
unnormalized bibliometric data found a moderate correlation (Li
and Agha, 2015). In fact, several other studies using normalized
and unnormalized citation impact measures also suggested a
moderate correlation (Berg, 2011; Gallo et al., 2014). When NIH
data were reanalyzed without using budget normalized citation
impact, a moderate correlation was observed (Lauer et al., 2015).
A few other studies have found no correlation between scores and
citation impact, although one was a very small sample (Scheiner
and Bouchie, 2013) and the other was from the second round of
review, so the level of quality across these projects was already
very high (Gush et al., 2017). In fact, similar results were found
with NIH data (same data set as used by Li and Agha, 2015); if
the poorer scoring applications were removed from the analysis
to reflect current funding rates, correlations between output and
review scores disappeared (Fang et al., 2016). Again, this suggests
the coarse discrimination of peer review in separating good
projects from poor ones, but not good from great.

One constant in all of these analyses is the high degree
of variability in grant output and impact across projects. This
variability reflects the complicated and potentially biased nature
of bibliometrics (e.g., dependencies on field, number of authors,
and on the research results themselves), but also the role of
serendipity in science (not every discovery receives the same
reception, and while breakthrough discoveries are rare, they often
stand on the shoulders of previous less-cited research). Many
attempts to normalize citation counts for confounding factors
have been made (h-index, Hirsch, 2005, m-index, Bornmann
et al., 2008c; RCR, Hutchins et al., 2016) but each method has
strengths and weaknesses (Van Noorden, 2010). Complicating
this is the observation that reviewers may treat higher risk
projects differently than straightforward ones (Boudreau et al.,
2016). Given this bibliometric complexity and the inherent
riskiness of research projects, a strong correlation between
peer review scores and citation patterns, where better scores
predict high performance projects may be unattainable. In fact,
some groups have asserted that “retrospective analyses of the
correlation between percentile scores from peer review and
bibliometric indices of the publications resulting from funded
grant applications are not valid tests of the predictive validity
of peer review” (Lindner and Nakamura, 2015), as citation
values many times are higher for “exaggerated or invalid results”

and that papers are often selected for citation based on their
“rhetorical utility” and not “primarily based on their relevance
or validity.”

Type I/ Il Error and Peer Review Scores
While it may not be clear how to define relative success of
productive projects, it is easily achievable to determine which
projects published anything at all. To date there has not been
an exploration of the relationship between peer review scores
of projects and the likelihood of unproductive grants (funded
projects yielding no publication output), despite suggestions that
the failure is an important aspect to the scientific process of
discovery (Firestein, 2015). To address this issue, we have re-
analyzed previously published data focusing on the frequency
of non-producing grants and its relationship to score. The data
used in this analysis came from independent peer reviews of 227
RO1 style awards (4 year, $1 million awards) funded from an
anonymous biomedical research program (Gallo et al., 2014). We
define type I error (ratio of unproductive grants/all grants of a
given score) as projects that are funded but ultimately yield no
publications after funding is completed and the grant is closed.
Projects are rated on a scientific merit (SM) scale of 1-5 (1 being
most meritorious). In Figure 2 below, we observe a moderate
level of correlation between the proportion of funded projects
with zero resultant publications and peer review score (R? = 0.23;
p = 0.07), with better scoring grants yielding lower error rates
than poorer scoring grants (removal of the outlier at 1.2 yields
an R = 0.58; p = 0.002). Across the entire scoring range, the
overall type I rate was 33%, with unproductive grants having
a median score of 1.9 %+ 0.05, vs. 1.7 £ 0.03 for productive
grants (non-zero). Others have defined type I errors as lower
than median performance for funded projects (using metrics
like the h-index) and have estimated these values at 26-37%
(Bornmann et al., 2008b), which is similar to that observed here,
albeit using a less generous cut-off. The fact that nearly a third
of grants were unproductive and yet 50% of those unproductive
grants scored a 1.9 or better perhaps speaks not only to the
level of quality but also to the level of risk involved in research
projects, and that flaws which impact the score of an application
may also increase the risk of unproductive projects. Indeed,
some studies have suggested more novel (but potentially higher
risk) applications are penalized in review score (Boudreau et al.,
2016).

The rate of false negatives, or type II error, could be defined
as unfunded projects that were eventually completed and were
highly productive. This is clearly a more difficult aspect to
measure, as there are few follow-up data linking unfunded
applications and their ideas to post-review publications. As
such, few studies exist assessing type II error, although some
attempts have been made tracking the h-indices of successful
and unsuccessful applicants, estimating type II rates as 32-48%
(Bornmann et al., 2008b). Type II errors are probably highly
dependent on funding success rates. While it has been shown that
reviewers agree more about what should not be funded than what
should (Cole and Simon, 1981), it is likely that as scores approach
the funding line, there will be higher levels of type II error, which
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FIGURE 2 | Type | Error Rates vs. Review Score. Proportion of projects with zero publications ex-post vs. ex-ante peer review score (scale of 1-5 where 1 is the
highest merit).

may result in a graph similar to Figure 2, although there are no
such studies in the literature currently.

SOCIAL MEDIA IMPACT (ALTMETRICS)

Most publishers now enable the use of altmetrics to capture the
number of tweets and other social media posts about articles, as
well as capture download rates and page views. These dynamic
metrics capture in real time another sense of impact, “quantifying
the interest and debate an article generates, from the moment it
is published (Warren et al., 2017).” While critics have mentioned
that altmetrics are not yet validated and represent popularity, not
necessarily impact, proponents suggest social media discussions
represent a new, broader channel of communication that could
reach beyond discipline and even increase engagement outside
the scientific community (Sugimoto et al., 2017). Altmetrics have
the capability to capture and quantify types of outputs that are
missed by traditional bibliometrics. For instance, white papers
and non-peer reviewed publications do not necessarily yield
citations in Web of Science, but yet may be of great importance
and influence on science policy. In addition, blogs, conference
presentations and other alternate publications may be the only
route to announce negative results, which may be unpublishable
in traditional journals but are still useful and important products
of the research. Although one study suggests funded research
is viewed online more often than unfunded research (Didegah
et al,, 2017), and another has examined the relation between
views, Twitter counts and post-publication peer review results of
manuscripts (Bornmann, 2017), there are currently no studies in

the literature directly looking at funding decisions and altmetrics
(Dinsmore et al., 2014).

COLLABORATION-FOSTERING OF
RESEARCH TEAMS

There is an argument to be made that high degrees of
collaborations between scientists (especially interdisciplinary
collaborations) addressing a common research objective yield
higher creativity and innovation, as well as higher translatability
(Carayol and Thi, 2005). Also, higher collaboration may enhance
reproducibility (Munafo et al., 2017). Thus, tracking the actual
level of collaboration (both that contained in the original
proposal as well as ex post published co-authorships) may
be important, especially if this is one of the goals of the
research funding program. In fact, it has been shown that
receiving more funding may be a result of increased collaboration
(Ebadi and Schiffauerova, 2015) and may result in larger
future collaborations (Adams et al., 2005). While research into
collaborative scientific activities is extensive, only a few studies
have looked at this directly with regard to peer review decisions;
both Melin and Danell (2006) and Langfeldt et al. (2012)
found successful applicants have a higher degree of ex-post
international co-authorship than unsuccessful applicants and
both El-Sawi et al. (2009) and Ubfal and Maffioli (2011) have
found increased levels of collaboration amongst funded groups.
However, Robitaille et al. (2015) found funded applicants had
lower levels of ex post interdisciplinarity and Bromham et al.
(2016) also notes that projects with greater interdisciplinarity
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have lower funding success, even for projects with high
degrees of collaboration. This may be due to the risk that
interdisciplinarity brings, as some results have shown increased
novelty (presumably high risk) is penalized by reviewers
(Boudreau et al.,, 2016). This small amount of data suggests
perhaps that peer review decisions can validly select projects
that yield high degrees of collaboration but are not necessarily
promotional of interdisciplinary research, although it also seems
clear much more work needs to be done on this subject.

POST-FUNDING REVIEW OF OUTCOMES

A few studies included in this review have looked at peer
review evaluation of post-funding performance and quality
(Claveria et al., 2000; Mutz et al., 2015) and compared
it to the ex-ante evaluation of proposals; both of these
findings observed significant predictive validity of the review
decisions (although the work of Mutz relies strongly on
some methodological assumptions and may not represent
an independent observation). Post-funding evaluations of
productivity and impact likely take into account contextual
factors of the research that are not represented in bibliometric
numbers. The obvious downside is that conducting post-funding
review panels is likely cost prohibitive, preventing its regular
use. Post-publication peer review (PPPR) sites like PubPeer and
F1000 may also be used to get a sense of trustworthiness and
robustness of individual publications via the comments and
ratings (Knoepfler, 2015). However, while one could conceivably
achieve a high number of reviewers per publication and therefore
a high degree of confidence in the results, there is concern for
potentially low and inconsistent levels of engagement and for
some reviewers, the lack of anonymity will be an issue (Dolgin,
2018). Administrative review post-funding can also be done at
the funding agency level to at least determine whether a variety
of non-bibliometric outcomes were achieved, which can include
whether the work was finished or left incomplete, whether the
stated goals were achieved, whether the results or products were
disseminated (including through non-traditional pathways) and
tracking the level of reproducibility of the results. One recent
example of this is by Decullier et al. (2014), who found that
clinical projects chosen to be funded by an agency were much
more likely to be initiated than unfunded projects. However, once
a project was initiated, the authors observed that the likelihood
of completion was unaffected by funding status, as was whether
publications would result, the timeline to publications and the
number of publications. Therefore, straight interpretation of
publication output may mask type II error, as the productivity
level of unfunded but initiated projects was similar to that of
funded ones. Thus, these types of measures provide crucial
context to the interpretation of the results.

PATENTS/TECHNOLOGY DEVELOPMENT

Patents have been used as indicators of research impact, although
some studies find that only about 10% of NIH grants over the
last 3 decades directly yielded a patent as a product and only

about 30% have work which is cited in a patent (Li et al., 2017).
Other studies have shown that, to bring 5 patented therapeutics
through testing and to the market required more than 100,000
papers, and nearly 20,000 NIH grants (Keserci et al., 2017; other
funding sources not considered). In addition, some have argued
that linkages between patents and the literature should not only
rely on direct citation linkages, but on mapping analysis of whole
bodies of work surrounding a concept to determine the influence
of an individual (Gurney et al., 2014), further complicating
analysis. Thus, attributing an individual grant to the creation
and subsequent impact of a patent may be difficult, as not only
do multiple research inputs cumulatively produce a patent, the
success rate for producing an actual therapeutic in the market is
very low (Stevens and Burley, 1997).

Nevertheless, some research has been conducted observing
the predictive association of peer review scores of funded grant
applications and patent production (Li and Agha, 2015); finding
a decrease in score of one standard-deviation yielding 14%
fewer patents. Galbraith et al. (2006) also compared peer review
scores of individual funded projects to their ultimate success
utilizing two metrics: (1) cooperative research and development
agreements (CRADA) or licenses that were signed, SBIR or
equity funding that was obtained or a product that was launched;
and (2) the assessment of a senior project manager (not an
author) of each technology as successful (evaluated one and
a half to 3 years after the initial peer review evaluation).
Using 69 early to mid-stage homeland defense technologies
funded by the US DoD Center for Commercialization of
Advanced Technologies (CCAT), the authors found that reviewer
scores were weakly predictive of commercial success of funded
projects. However, Melin and Danell (2006) found that, for a
Swedish research funding program aiming to develop research
with industrial applications with large, 6-year grants, funded
applicants generated more patents and more spin-off companies
than unfunded applicants, although the sample is small with
large variation in patent output (which may in part be due to
the wide breadth of scientific fields). Chai and Shih (2016) also
found that firms funded by an academic-industry partnership
received significantly more patents than unfunded applicant
firms, although the effects depended on the size and age of the
firm. These results suggest some level of review validity, although
it is still unclear how and to what extent the funding can promote
patent creation. It may be the direct effect is small; while some
have observed small positive impacts on patent generation (Payne
and Siow, 2003) or on patent originality and impact (Huang et al.,
2006; Guerzoni et al., 2014), some have found no effect or even
a negative effect (Sanyal, 2003; Beaudry and Kananian, 2013).
Thus, patent productivity has some promise for use in tests of
review validity, however future studies will likely require more
subtle, nuanced approaches.

DATA SHARING

An important output of research is sharable data sets, which
some have suggested have “vast potential for scientific progress”
by facilitating reproducibility and allowing new questions to
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be asked with old data sets (Fecher et al., 2015). In fact, data
sharing is associated in some cases with increased citations rates
(Piwowar et al., 2007). Yet, several studies have indicated the
majority of researchers do not share their data, in part because
of the lack of incentives (Tenopir et al, 2011; Fecher et al.,
2015; Van Tuyl and Whitmire, 2016). Multiple platforms are
available to share data through journal publication sites (e.g.,
PloS One) or even sites hosting unpublished manuscripts and
data (e.g., Figshare). Various metrics, such as download rates or
even citations of data usage can be used to potentially capture
impact. Yet, while one study examined data management plans
for funded and unfunded National Science Foundation (NSF)
proposals and found no significant differences in plans to share
data (Mischo et al., 2014), currently no studies have explored ex
post data sharing and its relationship to peer review decisions.

CAREER TRACKING

Some have focused efforts on assessing impact of early career
funding through tracking of PI careers, using ex-post NIH
funding as a metric. One study of the Howard Hughes
Medical Institutes (HHMI) research training programs for
medical students found that funding through their program
was associated with significantly increased levels of NIH post-
doctoral funding success post-HHMI award (21%) as compared
to a control group of unfunded HHMI applicants (13%; Fang
and Meyer, 2003). It should be noted that funded applicants still
had higher success than unfunded applicants despite similar ex-
ante qualifications. In addition, when ex-ante peer review results
were taken into account, similar results were also seen with the
Doris Duke Charitable Foundation (DDCF) Clinical Scientist
Development Award (CSDA), where a greater proportion of
CSDA funded applicants received at least one RO1 grant (62%)
vs. highly ranked but unfunded CSDA applicants (42%; Escobar-
Alvarez and Myers, 2013). Moreover, NIH itself has observed
differences between similarly scored funded and unfunded K
grant applicants and their relative success in acquiring additional
NIH funding (56% for K grant awardees vs. 43% for unfunded;
Mason et al., 2013). Similar results were found between similarly
scored funded and unfunded applicants by Tesauro et al. (2013).
Mavis and Katz (2003) also observed higher post-award funding
rates for successful applicants compared to unsuccessful ones,
although there was no control for review score. Similarly, others
have shown that, despite similar qualifications, funded applicants
are more successful in gaining future funding and securing tenure
track positions compared to unfunded applicants (Bol et al., 2018;
Heggeness et al., 2018). However, many of these observations
may be the result of the funding itself enabling future funding, as
well as lowered levels of resubmissions by unfunded applicants. If
possible, the effect of funding itself needs to be addressed in these
tests, possibly by utilizing review scores to compare the amount
of funded applicant’s ex post funding success, although no such
studies have been done.

Other metrics along the same vein have been used as well,
including career satisfaction and faculty positions attained, both
of which have been observed to be higher among funded

applicants compared to similarly high ex-ante performing
unfunded applicants (Hornbostel et al, 2009; Bloch et al.,
2014; Van den Besselaar and Sandstrom, 2015). However, while
Pion and Ionescu-Pioggia (2003) also found funded applicants of
the Burroughs Welcome Career Award were more successful
than unfunded in securing faculty positions and in acquiring
future NIH funding (Pion and Cordray, 2008), these effects were
diminished when adjusted for the ex-ante qualifications of the
applicants. Career satisfaction is another variable to be tracked,
although only two studies have examined this (Hornbostel et al.,
2009; Langfeldt et al., 2012), tracking satisfaction via survey.
While these groups found higher levels of satisfaction associated
with funded applicants, there were no ex-ante controls for this
measure and may be a result of the funding itself. Similarly,
while (Langfeldt et al., 2012) has also monitored the number
of successful graduate theses created stemming from funded
applicants, again this work lacks the appropriate control to
address peer review decisions. On the whole, while many of these
results contrast bibliometric results above (given the high level
of discrimination between competitive applicants), it is clear that
future studies need to de-couple the effects of funding itself from
the review decision before this measure can truly test review
validity.

INTEGRATION OF MULTIPLE IMPACT
METRICS

Including a panel of indicators is likely to give a clearer picture
of impact (Hicks et al., 2015), but they still need to be interpreted
in the qualitative context of the science and the funding program
(Chen, 2016), and the “right balance between comprehensiveness
and feasibility must be struck” when determining how many
and what type of indicators to include (Milat et al., 2015).
In addition, just as reviewers weigh the relative importance of
review criteria, how one weighs the importance of each indicator
into the overall picture of impact is of crucial importance (Lee,
2015; Milat et al., 2015). Thus, integration of this information
within a specific research context is crucial to getting an accurate
picture of impact, but this is still represents a largely unexplored
area, particularly with regard to validating peer review. One
example of the use of multiple indicators in our survey was
by Melin and Danell (2006), who found that subsequent to
funding, while the number of publications was no different,
funded applicants published in higher quality journals, as well
as received more external funding for their group, produced
more spin-off companies and produced more patents. Similarly,
Hornbostel et al. (2009) found minor differences in bibliometric
impact and output between funded and unfunded groups, yet
both career satisfaction and number of faculty positions gained
are higher among the funded group. Similar results are seen for
Van den Besselaar and Sandstrom (2015).

Thus, the use of multiple indicators allows sensitivity to the
multidimensional aspects of research impact. While it is likely the
panel of most useful indicators will vary across research programs
and funding goals, the methods for integrating these variables
will vary as well. Some have argued that future holistic evaluation
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frameworks will need to involve qualitative and quantitative
aspects of research quality and impact as well as peer and end-
user evaluation to truly capture the public value of research
(Donovan, 2007). In this vein, the Payback framework, which
gauges “not just outputs but also outcomes derived from over
a decade of investment” and takes into account the latency
of impact and the attribution to multiple sources, has been
suggested as best practice in research evaluation (Donovan,
2011). This framework integrates data from knowledge creation,
benefits to future research, political benefits, health sector
benefits and economic benefits (Bornmann, 2013). One downside
to this very comprehensive approach is its labor-intensive nature
and may not be relevant to assessment of individual projects.
Others have focused on quantitating productive interactions
between scientists and stakeholders, which is postulated to be a
key generator of societal impact, although some have called for
more studies to confirm this assumption (Molas-Gallart et al.,
2000; Spaapen and Van Drooge, 2011; Bornmann, 2013; De Jong
et al., 2014). One challenge to these types of integrations is the
identification of criteria and measurable indicators for feasible
assessment, and several frameworks have been suggested to
address this (Sarli et al., 2010; Luke et al., 2018). Nevertheless, no
standard method has been created that “can measure the benefit
of research to society reliably and with validity” (Bornmann,
2017). Further, most evaluations of impact fail to take into
account “inequality, random chance, anomalies, the right to
make mistakes, unpredictability and a high significance of
extreme events” which are hallmarks of the scientific process
and likely distort any measurements of impact (Bornmann,
2017). Finally, the effect such impact assessment has on funding
incentives is non-trivial, and likely influences ex-ante peer review
decisions (Lindner and Nakamura, 2015; Bornmann, 2017); an
important consideration when attempting to validate the peer
review process.

OVERVIEW ANALYSIS OF PEER REVIEW
VALIDATION STUDIES

Table 1 lists the collection of papers we identified examining the
validity of peer review decisions through research outputs, which
were published over the last 21 years, with a median age of 6.5
years. In general, studies had to have access to funding decisions
or peer review scores or both and their relationship to external
research inputs/outputs to be included. There are 48 studies
included, 44% (21) are US based, 46% are European (22), 4% are
Canadian (2) and 4% from Australia/New Zealand (2) and 2%
from South America (1). Sample size ranged from 20 to 130,000
with a median of 828 (standard error = 3,534). 69% (33) of the
studies employed bibliometrics as a research output, although
several studies employed alternative measures, like project
initiation and completion, patents and technology licensing,
post-project peer review, levels of international collaboration,
future funding success, securing tenure track positions, and
career satisfaction. Collectively, 52% (25) of the studies used non-
bibliometric data but only 25% (12) of all projects used more than
one measure of research output. Of the studies that rely on only
one indicator (36), 64% (23) rely on bibliometric measures.

Twenty-nine percent (14) are conducted without an unfunded
control, and all but one of this group examines review scores
and output of funded projects. Of this subset, 71% (10) provided
evidence for some level of predictive validity of review decisions.
Of the 29% (4) that did not, two studies used citation level per
dollar spent (Danthi et al., 2014; Doyle et al., 2015) which can
mask correlations, one only looked at a limited range of peer
review scores, ignoring poorer scoring projects (Fang et al., 2016)
and one study had a very small sample size of 40 (Scheiner and
Bouchie, 2013). 71% (34) of studies listed have unfunded controls
and of those, 91% (31) showed some level of predictive validity of
review decisions. It has been previously suggested that another
important variable in testing validity is the time window when
impact is measured, especially for bibliometric impact (Van den
Besselaar and Sandstrom, 2015). We find for bibliometric studies
that, while most have a range, the median maximum time at
which impact is measured is 5.0 & 1.0 years after the review
decision, and that 17% (3) showed no predictive validity for 5
years or less vs. 20% for more than 5 years.

It should be noted that many of the differences in impact
observed were small, especially with regard to bibliometric
measures. Also, several studies indicated that, when the poorer
scoring unfunded applicants or poorer scoring projects were
excluded from analysis, the validity disappears, although this
depended on the metric used (Fang and Meyer, 2003; Hornbostel
etal., 2009; Escobar-Alvarez and Myers, 2013). Also, several have
noted the large degree of variability in bibliometric measures,
especially with regard to projects, which obfuscate strong
correlations or firm conclusions. In addition, interpretation of
results was sometimes made difficult due to the potential effect
of the funding itself. Nevertheless, overall these results suggest
at least a coarse discriminatory power, able to separate poor
proposals from better ones, but not necessarily good from great.
While these results should give us pause in the current era of
low funding success rates, they also suggest that more needs to
be done to include a variety of external impact measures for
validation studies, as well as in parallel, focusing on the internal
validity of review decision making procedures.

CONCLUSIONS

It is clear that despite the importance of the peer review process
in determining billions of research dollars funded in the US, there
are still only a handful of studies conducted with this focus (most
of which were published in the last 7 years) and less than half
are US based. More research needs to be done to understand the
scientific validity of this process, which means improved access
to pre-funding peer review data. Academics should work with
funding agencies (both federal and private funders) to negotiate
agreements to gain access to this data. Funding agencies should
invest in these studies.

Second, it is clear that there are many ways to identify success,
and the scientometrics community has warned that multiple
indicators and a well-rounded approach should be used to assess
the value of research (Hicks et al.,, 2015). Yet, the majority of
these studies here use only one type of indicator, and of those,
bibliometric measures are the most used. Many issues surround
the use of bibliometric measures as an accurate indicator of
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impact, as they can depend on many other factors unrelated to
research quality (Sarli et al.,, 2010). More work into indicators
that take into account social impact and non-bibliometric
methods are also needed (Bornmann, 2013). For instance, as
some have pointed out that traditional citation analysis may
underestimate the true impact of clinical research (Van Eck et al.,
2013); prioritizing citation counts from clinical trials or clinical
guidelines may be one way to highlight translational impact
(Thelwall and Maflahi, 2016). Similarly, while methodological
innovations are usually well cited, getting some sense of rate of
usage in a field (e.g., through the use of a survey) may give a
more appropriate estimation of impact beyond what is published
(Brueton et al., 2014). And as the importance of reproducibility
in science cannot be overstated (Ioannidis, 2005), assessments of
reproducibility (e.g., the r-factor) are currently in development
(Chawla, 2018). As impact indicators are generated and validated,
they should be used in review validation studies.

Third, these future studies should use a combination of
metrics in order to produce a more comprehensive analysis,
context and validity. Only 25% of these studies used more than
one impact indicator. However, some that did found peer review
decisions to be predictive of success by one measure, but much
less predictive by another (Melin and Danell, 2006; Hornbostel
et al, 2009). Studies show huge variability in bibliometric
indicators, so they need to be supplemented to give robustness
to the test for validity (Danthi et al., 2014; Gallo et al., 2014).
Also, different research programs have different goals which
may include both bibliometric and non-bibliometric outcomes,
both should be observed to give context. Similarly, program
specific context should be considered. For example, research
programs can evolve over time in terms of quality of applications
received and funding success rates (Gallo et al, 2014). Also,
one must also consider how scientific excellence is defined and
measured and how the incentivization through metrics can
influence research output and the review itself (Lindner and
Nakamura, 2015; Bornmann, 2017; Moore et al., 2017; Ferretti
et al., 2018). Subjective definitions of excellence may not always
equate to high innovation or impact, and thus the context of how
the review was conducted and how reviewers were instructed
to interpret excellence should be considered (Luukkonen, 2012).
Once a panel of indicators is decided upon, the results should be
integrated and interpreted in the context of the area of science,
the goals of the research program, and the implementation of
the peer review. In addition, the overall societal impact needs to
be considered, as well as the inherent volatility of the scientific
discovery process.

Fourth, the structure of the tests of validity vary considerably
across studies, some of which lack crucial controls. For instance,
examining ex-post applicant performance without comparing ex-
ante performance may fail to remove the effect of funding itself.
Also, for studies looking at ex ante performance as a predictor of
future performance, they should take into account the Matthew
effect in their interpretation, as some results show that funding
less-awarded groups may actually have higher impact than more
distinguished groups (Langfeldt et al., 2015; Mongeon et al.,
2016), and thus reviewers choosing high ex ante performers may
not always pay off. For studies examining scores vs. applicant

or project output, they are usually missing crucial information
about the unfunded group, which limits the ability to test validity
(Lindner and Nakamura, 2015). In addition, many studies have
indicated low inter-rater reliability amongst panelists (Cole and
Simon, 1981) and some studies indicate that review scores and
rankings are much more dependent on the individual reviewer
than on the proposal (Jayasinghe et al., 2003; Pier et al., 2018).
Thus, there is a need to look at the internal validity of the review
process with examinations of potential reviewer bias, review
structures and baselines of decision making (Magua et al., 2017).
These types of internal tests of review process validity are not
included in this manuscript, but are crucial for assessing other
expectations of peer review (Wood and Wessely, 2003), like
fairness (Lee et al., 2013), efficiency (Carpenter et al., 2015) and
rationality (Gallo et al., 2016).

Finally, from the results summarized in this review, it seems
that peer review likely does have some coarse discrimination
in determining the level and quality of output from research
funding, suggesting the system does have some level of
validity, although admittedly the span of funding agencies and
mechanisms included in this review complicates generalization
somewhat. While it may be able to separate good and flawed
proposals, discrimination amongst the top tier proposals or
applicants may be more difficult, which is what the system
is currently charged to do given recent funding levels (Fang
et al., 2016). Nevertheless, this seems to depend on the metric
used, as some studies found a high degree of discrimination
when tracking career success of funded and top tier unfunded
applicants (Fang and Meyer, 2003; Hornbostel et al., 2009;
Escobar-Alvarez and Myers, 2013), although the effects of
funding itself have to be teased out (Bol et al.,, 2018). Also,
some level of validity was found with studies involving patents,
post-funding review of outcomes and levels of collaboration as
well, suggesting validity across multiple outputs. Nevertheless,
as the decisions become more subjective, the likelihood for
bias increases, and thus much effort must be focused on
ensuring the fidelity and equity of the review process. It is likely
unavoidable that some meritorious research will not be funded,
putting more pressure on research funding administrators to
incorporate into the final funding decisions considerations of
portfolio diversification, programmatic concerns, promotion of
collaborations and risk considerations (Galis et al., 2012; Janssens
et al., 2017; Peifer, 2017; Wahls, 2018). These considerations,
as well as the creation of new funding mechanisms (e.g., funds
for early career investigators; Kaiser, 2017) should complement
research into peer review processes. Given that some aspects of
scientific discovery may be “fundamentally unpredictable,” the
development of science policies that “cultivate and maintain a
healthy ecosystem of scientists rather than focus on predicting
individual discoveries” may be the ideal to strive for (Clauset
et al., 2017).
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