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Researchers may describe different aspects of past scientific publications in their

publications and the descriptions may keep changing in the evolution of science. The

diverse and changing descriptions (i.e., citation contexts) on a publication characterize

the impact and contributions of the past publication. In this article, we aim to provide

an approach to understanding the changing roles of a publication characterized by

its citation contexts in the full text of publications. We proposed approaches for

representing the changing citation contexts of cited publications in different periods

as sequences of vectors by training temporal embedding models. We can utilize the

temporal representations to quantify how much the roles of publications changed and

interpret how they changed. We also evaluated the performance of three ways of

constructing citation contexts for representation learning. Our study in the biomedical

domain shows that our metric on the changes of publication roles is stable at the group

level but it can account for the variation of individual publications.

Keywords: in-text citation, citation context, embedding learning, citation analysis, document representation,

full-text literature

1. INTRODUCTION

Although the content of a scientific publication cannot be changed once it was published, how other
researchers cite and evaluate the publicationmay keep changing. The actual scientific contributions
and impact of a specific publication are changing within the evolving intellectual spaces constructed
by other publications. Besides the role of a publications are ever-changing, the role of may be
complex because of the varied contributions made the publication, especially the publications
contributed to interdisciplinary or fundamental research topics. The changing and complex roles
of cited publications can be characterized by their citations and citation contexts.

Both citation network and citation context (i.e., the sentences containing in-text citations)
can be utilized for analyzing scientific publications (Elkiss et al., 2008). A relevant intellectual
structure characterized by citation network is commonly used as a foundation for analyzing the
role of a publication played in scientific dynamics, such as identifying the place where the analyzed
publication is in the intellectual structure (Orosz et al., 2016) or the structural alteration caused
by the publication (Chen, 2012). The text of citation contexts were also used to characterize
publications for various applications, such as publication summarization (Qazvinian et al., 2010),
survey article generation (Mohammad et al., 2009), and information retrieval (Huang et al.,
2015). Quantitative metric for quantifying the role changes of publications can be derived from
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FIGURE 1 | Two examples of in-text citations and citation contexts of a PubMed article (PubMed ID: 18172933). This figure is a revised version from a workshop

paper that was presented at CLBib-2017 (He and Chen, 2017).

citation network analysis, but interpreting the changes is not
straightforward which always relied on techniques of text mining
and visual analytics. While analyzing the text of citation contexts
naturally has interpretable results but a unified quantitative
measurement is challenging to be built on the unstructured
textual data.

In this article, we proposed methods for learning temporal
representations of in-text citations of publications by word
embedding models, which can be used to characterize and
analyze the changing roles of the publications. The in-text
citations of publications are the citations referred to this
publication within the full text of publications cited this
publication; The text around the in-text citation is the citation
context text (see Figure 1 for examples). We proposed and
compared different ways of constructing the citation contexts for
representation learning. Based on the temporal representations
of citations, we introduced a simple method to quantify the role
changes of publications characterized by their citation contexts.
We also analyzed the distribution of change scores and described
applications of how to identify and interpret the changes by
making use of the embedding representations.

2. RELATED WORK

Due to the availability full-text data of scientific articles, such
as PubMed Central, many citation-based studies went beyond
the article metadata and citation links. The proximity of
citations was combined with co-citation analysis to provide
co-citation networks at multiple levels of granularity (Liu and
Chen, 2012) or to identify related work (Gipp and Beel, 2009).
Citation contexts also has been utilized to improve co-citation
network analysis (Callahan et al., 2010; Small and Klavans,
2011; Boyack et al., 2013) and enhance the application of
direct citation network (Sugiyama and Kan, 2013). Some studies
emphasized the literal features of citation by analyzing the
citation context, such author’s reason for citing (Teufel et al.,
2006) and sentiment of citation (Small, 2011). Besides, various
applications based on citation context have been developed, such
as information retrieval (Eto, 2013; Liu S. et al., 2014a) and article
recommendation (He et al., 2010; Liu X. et al., 2014b).

More recently, embedding learning techniques
were employed in representing key elements of scientific
knowledge, such as publications (Ganguly and Pudi, 2017),

authors (Ganesh et al., 2016), citations (Berger et al., 2017),
and research topics (He and Chen, 2018). Paper2vec (Ganguly
and Pudi, 2017) leveraged both citation networks and textual
information of publications to represent a publication, but the
textual information they used is the full text of publications
which is the description from authors of publication rather than
scientific communities. Another study also named Paper2vec
(Tian and Zhuo, 2017) focused on utilizing neighbor nodes of
publications in citation network to represent the publications.
Cite2vec (Berger et al., 2017) represented publications by using
their citation contexts as ours and provided visualization for
exploration, while the temporal feature of citation contexts is
ignored. In our study, we emphasize representing the changes
of publications characterized by the citation contexts of the
publications over time.

3. METHODS

In this section, we describe how we train temporal citation
embedding models, which includes data preprocessing,
constructing citation contexts, embedding model training over
periods, and embedding model alignment. We also present
our approach to quantifying the role changes of publications.
Figure 2 describes the overview of our methods.

3.1. Data and Preprocessing
The dataset we use for training is the PubMed Central Open
Access Subset (PMC OAS), which is an open access XML
formatted full-text document repository from biomedicine and
life sciences maintained by the U.S. National Library of Medicine
(NLM)1. We can parse in-text citations and citation contexts
from PMC OAS because of the well-structured XML files. In this
study, we trained embedding models by documents published
from 2007 to 2016 in PMC OAS, which comprises 1,361,455
full-text scientific publications.

To train the citation embeddings, we need to use a unique
identifier to indicate a publication in full text. Many references
cited by publications in the PMC OAS have unique publication
identifiers such as PubMed ID (PMID), PubMed Central ID
(PMCID), and Digital Object Identifier (DOI). However, many
cited references don’t have unique identifiers. We assign unique

1http://www.ncbi.nlm.nih.gov/pmc/
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FIGURE 2 | An overview of methods.

identifiers for these references by using their metadata in the
form of ‘FA_VE_YR_VO_FP’ where FA is the first author’s first
name and last name, VE is the name of venue (journal or
conference proceeding), YR is the year of the publication date,
VO is the volume number, and FP is the first page number of the
publication. If a cited reference has neither a standard identifier
nor identifiable metadata for constructing a unique identifier, the
reference will be ignored in this study.

About 5.5% references cannot be identified in the PMC OAS
dataset. Excluding these unidentifiable references and their in-
text citations may have effects on learning representations of
citations, because the cin-text citations are a part of citation
contexts for learning. However, the effects may not be significant.
First, both words and in-text citations are the citation contexts
for learning, but words constitute the major part of the citation
contexts. Second, other identified in-text citations and words can
work as substitutes to provide effective contextual information to
diminish the effects.

To facilitate citation embedding learning, we convert
sentences with in-text citation XML tags into plain text. We
only retain text and in-text citations by removing XML tags or
converting XML tags into text. We replace the in-text citation tag
<xref ref-type=“bibr”></xref> by using a unique identifier. It
is worth noting the various usages of <xref> tag in the XML
full text. For example, a single <xref> may refer to a group
of citations (see Figure 3A) and some in-text citations are not
explicit in XML files (the purple citation identifier in Figure 3B

is the citation omitted in the XML file).

Since our embedding learning method learns the
representation of a citation by capturing the context of the
citation within its sentence, we need sentence tokenizer to
segment the full text into sentences. Then, we conduct a series
of preprocessing by using NLPre2, including dash removal,
capitalization normalization, and replacing phrase from Medical
Subject Headings (MeSH) dictionary.

3.2. Constructing Citation Contexts
We use three methods to construct citation contexts for
embedding learning. They retain different context information
for learning citation representations. To illustrate the methods,
we denote a paragraph p in a scientific publication as two sets
of sentences S = {s1, ..., si, ..., sm} and SC = {sc1, ..., scj, ..., scn},
where si is a sentence without any in-text citation and scj is a

sentence with a set of in-text citations Cj = {c
j
1, c

j
2, ...c

j

kj
|kj ≥ 1}.

• CITATION_ONLY. We only use citation identifiers for
embedding learning. Since a single sentence usually has very
few in-text citations, we use a sequence of citation identifiers
in a paragraph as an input record. One input sequence that
can be derived from paragraph p for CITATION_ONLY is
{c11, ..., c

1
k1
, ..., cn1 , ..., c

n
kn
}.

• WITH_CITATION. We use sentences as input, but only
sentences with at least one in-text citation are used. m
input sequences that can be derived from paragraph p are
sc1, sc2, ..., scn.

• FULL_SET. All sentences in the full text of articles are used for
embedding learning.m+n input sequences that can be derived
from paragraph p are s1, ..., sm, sc1, ..., scn.

3.3. Embedding Learning Methods
Webuild citation embeddings for understanding how researchers
described cited publications. Word embedding techniques were
proved to be able to capture semantic and syntactic effectively
(Mikolov et al., 2013). We use skip-gram with negative sampling
(SGNS) to learn citation embedding based on the context words
of citation in the full text of publications. Given a citation
or a phrase wi in training dataset, skip-gram maps it into a
continuous representation vector wi. wi is used to predict the
context words of wi. The objective of skip-gram is to maximize
the log probability:

1

T

i=1
∑

T

∑

i−c6j6i+c

log p(wj|wi) (1)

where T is the occurrence of each word or citation in the
training data, c is the window size of context and wj is the
context of wi. Negative sampling builds “negative” context words
for each wi to accelerate the training procedure. We separately
constructed citation embeddings from publication text data for
each period by SGNS algorithm.We used the implementation
of word2vec provided by gensim (Řehůřek and Sojka, 2010) for
embedding learning. We empirically set embedding length as
100, negative sampling size as 5, and the number of iteration

2https://pypi.python.org/pypi/nlpre
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FIGURE 3 | Two examples of converting XML into plain text.

as 5. However, we set different window size for each type of
citation context. ForONLY_CITATION, we set a relatively small
window size 3 because of a small length of input sequences and
technical practices of training word embeddings of short text. For
WITH_CITATION and FULL_SET, we set a larger window size
10. Many in-text citations were placed at the end of sentences,
so learning model with a large window size can capture essential
context information.

3.4. Temporal Embedding Alignment
Since our embedding models are constructed separately for
different periods, the models are in different vector space because
of differences in stochastic initialization of the weights of the
neural network in SGNS algorithm. We need to align the
models for different periods into the same coordinate axes
to compare citation representations overtime and quantify the
citation changes of articles. Following the method proposed by
Hamilton et al. (2016), we use orthogonal Procrustes to align the
learned embeddings. Defining W(t) ∈ R

d×|ν| as the matrix of
word embeddings learn at period t, we align across time periods
while preserving cosine similarities by optimizing

R(t) = arg min
QTQ=I

∥

∥

∥

QW(t) −W(t+1)
∥

∥

∥

F
(2)

with R(t) ∈ R
d×d. The alignment is performed in an iterative

fashion, i.e., (W(1),W(2)), (W′(2),W(3)), ..., (W′(T−1),W(T)) where
W′(t) is the aligned matrix of word embeddings at t, an alignment

of (W′(t−1),W(t)) produces an aligned matrixW′(t), and T is the
last time-period.

3.5. Quantify the Changes of Citation
Contexts
The representations of citations can be compared over periods
after aligning the citation embeddings over time. The difference
between representations of a cited article over periods can be
utilized to quantify the change rate of the article’s citation

contexts. We measure the difference based on commonly used
cosine similarity. Therefore, we quantify the citation change rate
of a cited article ca occurred at t as

Changet(ca) = 1− cos_sim(wt
ca,w

t−1
ca ) (3)

where wt
ca is the vector representation of article ca at t derived

from the citation contexts of ca at t.

3.6. Evaluation Metric Based on MeSH
We can train the citation embeddings by using three types of
citation context described in section 3.2. To evaluate their ability
to quantify the change rates of citations of cited articles, we
propose an evaluation metric based on MeSH and evaluated the
three types of citation context.

We use MeSH to derive an implicit gold standard concerning
the topical changes of a publication’s citations. Most of
publications in this MEDLINE/PubMed (88.25%3) were
manually assigned a set of descriptors fromMeSH by biomedical
experts at the U.S. National Library of Medicine (NLM). Similar
to multiple prior studies on measuring document similarity (Zhu
et al., 2009; Gipp et al., 2015), We view MeSH indexing as an
accurate topical description of biomedical articles. The assigned
MeSH descriptors of a article collection can describe the topical
information of the article collection, so the change over time
of assigned MeSH descriptors of the collection of articles cited
a certain article can reflect the topical change of the article’s
citations. Although our temporal citation representation is not
designed for representing topical change, a good representation
should reflect the topic change as well. Thus, we build an
evaluation metric based on the MeSH indexing.

We create the evaluation metric by following the approaches
used by CITREC (Gipp et al., 2015) which is evaluation
framework for citation-based and text-based similarity measures
of documents. However, the evaluation metric proposed by
CITREC is for document similarity rather than citation change

3https://www.nlm.nih.gov/bsd/licensee/2017_stats/2017_LO.html
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of a cited article. Thus, we modified the approaches of CITREC
and proposed a metric for measuring the citation change as our
evaluation metric. At first, we measure the similarity of MeSH
descriptors by utilizing the tree-like structure ofMeSH thesaurus.
Then, we measure the topical change over time of citations based
on the topical information derived from the assigned MeSH
descriptors of the citations.

A MeSH descriptor may have multiple tree numbers, which
means a descriptor can occur multiple times within the tree
structure of MeSH thesaurus. We view the tree numbers as
different concepts. To measure the similarity of descriptors,
we need to measure the similarity of the concepts behind the
descriptors at first. The basic idea of measuring the similarity
of two concepts c and c′ is that the similarity reflects the
information they have in common (Gipp et al., 2015). We use
the assessment of information content (IC) proposed by Resnik
(1995) to quantify the common information of concepts. We
quantify information content IC of a concept c by a negative
log-likelihood function as

IC(c) = − log
1+ s(c)

N
(4)

where s(c) is the number of concepts subsumed to concept c and
N is the total number of concepts in the MeSH thesaurus (N =

58, 760). The common information content of two concepts c
and c′ can be represented as information content of their closest
subsuming concept cs(c, c′). Then, we calculate the similarity of c
and c′ using Lin’s generic similarity measure (Lin et al., 1998) as

sim(c, c′) =
2× IC(cs(c, c′)

IC(c)+ IC(c′)
(5)

To measure the similarity of two MeSH descriptorsm andm′, we
compare the sets of the descriptors’ conceptsC andC′. We use the
average maximum match, a similarity measure proposed by Zhu
et al. (2009), to calculate the similarity of two MeSH descriptors
m andm′ as

sim(m,m′) =

∑

c∈C maxc′∈C′ sim(c, c′)+
∑

c′∈C′ maxc∈C sim(c, c′)

|C| + |C′|

(6)
The similarity of citations of two cited articles ca and ca′

is determined by the similarity of two sets of articles D =

{d|d cited ca} and D′ = {d′|d′ cited ca′}. We use the average
maximum match between the two sets of MeSH descriptors M
and M′ assigned to citing articles in D and D′ respectively to
measure the citation similarity of ca and ca′ as

citation-sim(ca, ca′) = sim(D,D′) = sim(M,M′)

=

∑

m∈M c(m)×maxm′∈M′ sim(m,m′)
+

∑

m′∈M′ c(m′)×maxm∈M sim(m,m′)

|M| + |M′|

(7)

where c(m) is the frequency ofm in the descriptor setM and c(m′)
is the frequency ofm′ in the descriptor setM′.

The change of citation of a cited article ca at period t is
determined by the similarity of ca’s citations at t and t − 1. It
is computed as

Changettopic(ca) = 1− sim(Dt−1,Dt) (8)

where Dt = {d|d cited ca and published at t}.

4. RESULTS

In this section, we compared three ways of constructing citation
contexts to identify the possibly best practice for representation
learning. Based on the choice of constructing citation contexts,
we preliminarily investigated the characteristics and the patterns
of citation context changes by applied our proposed metric on
PMCOAS dataset. At last, we conducted two simple applications
to show the practical potential of our proposed representation
learning method and metric.

4.1. Data Description
We used full-text scientific articles from PMC OAS in a recent
decade for our analysis and divided the decade into five periods
for further analysis. The articles without a citation of identifiable
articles in the full text were excluded. 1,205,407 publications have
at least one effective citing sentence, and they have 31 citing
sentences on average. In recent 6 years, much more articles
with references have been available in PMC OAS. Each cited
article roughly received 3 in-text citations on average within each
period. In this study, we aim to represent cited articles by their
citation contexts, so we focus on the cited articles (CA) which
have enough citation context information for representation
learning. We identified cited articles with more 50 in-text
citations for further analysis. We show the data descriptions in
Table 1.

4.2. Comparison Results
To compute the change score of a cited article ca at t, both
representation of ca at t − 1 and t would be used. For each t,
only ca has more than 50 in-text citations at both t−1 and t were
used in this evaluation for the robustness. We used 11,628 cited
articles within the five periods for evaluation.

We used Spearman’s rank correlation and Kendall’s tau
correlation analysis for evaluation. The correlation analysis
allow comparing the similarity of ordered two types of
changes scores. The results of correlation analysis is shown
in Table 2. The results of two analysis are consistent. The
change scores derived from three types of citation context are
significantly correlated with the topical change score. The results
of WITH_CITATION have highest correlation coefficients.
WITH_CITATION can produce citation representations
reflecting topical changes best. Therefore, we used citation
representations derived from WITH_CITATION for further
investigation.

4.3. Distribution of Change Scores
We computed the change score for cited articles at each period
and observed the average of the scores by five groups (see
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TABLE 1 | Publications and cited publications in PMC OAS from 2007 to 2016.

Period Articles Articles with references Cited articles Times cited Cited articlesa with citations > 50

2007–2008 69,394 49,105 1,431,012 3,138,614 425

2009–2010 138,204 92,773 2,523,797 6,265,277 1,568

2011–2012 252,714 225,101 4,283,203 12,288,738 4,841

2013–2014 398,620 360,902 6,367,475 19,653,641 8,994

2015–2016 502,523 477,526 8,019,222 24,905,208 11,809

a In-text citation times of cited articles.

TABLE 2 | Comparing citation contexts.

ONLY_CITATION WITH_CITATION FULL_SET

Coeff. P-value Coeff. P-value Coeff. P-value

Spearman’s rank 0.082 9.5*10−19 0.305 2.1*10−249 0.285 7.0*10−217

Kendall’s tau 0.055 1.2*10−18 0.208 3.3*10−247 0.194 1.1*10−216

The highest coefficients are in bold.

TABLE 3 | Temporal distribution of the change scores of cited articles from 2007 to 2016.

Period 50 < citations 6 56 56 < citations 6 64 64 < citations 6 77 77 < citations 6 107 107 < citations

2007–2008 0.130

(SD = 0.045, N = 74)

0.132

(SD = 0.047, N = 69)

0.132

(SD = 0.044, N = 68)

0.125

(SD = 0.045, N = 78)

0.123

(SD = 0.050, N = 63)

2009–2010 0.142

(SD = 0.058, N = 263)

0.136

(SD = 0.053, N = 227)

0.127

(SD = 0.043, N = 262)

0.132

(SD = 0.048, N = 280)

0.119

(SD = 0.049, N = 239)

2011–2012 0.124

(SD = 0.045, N = 956)

0.120

(SD = 0.043, N = 860)

0.119

(SD = 0.042, N = 839)

0.112

(SD = 0.038, N = 840)

0.104

(SD = 0.037, N = 867)

2013–2014 0.116

(SD = 0.043, N = 1,706)

0.113

(SD = 0.041, N = 1,611)

0.110

(SD = 0.040, N = 1,583)

0.106

(SD = 0.039, N = 1,700)

0.095

(SD = 0.035, N = 1,700)

2015–2016 0.108

(SD = 0.042, N = 2,234)

0.104

(SD = 0.039, N = 1,994)

0.102

(SD = 0.037, N = 2,168)

0.098

(SD=0.035, N = 2,223)

0.086

(SD=0.033, N = 2,379)

SD, Standard deviation; N, the Number of observed cited articles.

Table 3). These five groups divided the cited articles from 2007
to 2016 into groups with roughly even number of cited articles.
Each group has about 20% cited articles over each period and the
cited times of the articles within a group are in the same interval.
We use the groups to observe the differences of citation changes
over time and citation counts.

The change scores differ slightly between groups. The change
scores of the first four groups are relatively consistent, but most of
the periods have lower change scores in the fifth group. The lower
change scores in the fifth groupmay be caused by high citations of
cited articles in this group, which may indicate that highly cited
articles are relatively stable in terms of their roles in science. It
is reasonable to expect that the scientific community has a more
rigid consensus on the scientific contribution of a more highly
cited article.

The change scores show a slightly decreasing trend over time
within each group, but but its underlying factors remain unclear.
A possible factor is the change of PMC OAS’s journal coverage,
because the journal coverage has effects on the completeness of
semantic information for representation learning. However, the
effects of the coverage need to be validated and proved by further
evidence.

We also analyzed change score value distribution of the five
groups (see Figure 4). The group of more frequently cited articles
is encoded bymore intensely orange. The five groups have similar
distributions where most of the cited articles’ change scores lie
in the range of 0.04 to 0.2 and peak in the range of 0.06 to
0.1. Additionally, the distributions are roughly normal, but the
groups with more than 107 citations are less slightly peaked in
a lower score than the ones with fewer citations. It is consistent
with our observations in Table 3.

4.4. Applications
We show two simple application examples by using the change
scores and temporal citation representations to identify and
understand the citation changes of cited articles.

4.4.1. Identifying Cited Articles With Most Changing

Citation Contexts
We listed 5 cited articles with highest average change scores
over recent 5 years (2012–2016) in Table 4. These articles have
greatly changed descriptions within the full text of articles
cited these articles in recent 5 years. The high change scores
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may be indications of various reasons, such as high novelty or
controversy. The underlying reasons need a further examination.

4.4.2. Understanding the Changing Citation Contexts
The change scores alone are not informative for us to understand
the changes of citation contexts of an article. Based on the citation
representations, we can retrieve a series of similar words and
articles at each time to interpret the changes. We use the article
with the highest average change score over recent 5 years (Olsen
et al., 2006) as an example to demonstrate the interpretability
of the temporal representations of publications. We listed the
most similar articles and a group of most similar words of the
publication at each year from 2012 to 2016 in Table 5. We can
see the words which describe the original content of the article
like “phosphosite”; we can also see the words describing the
scientific development related to this publication like “kinase
specific phosphorylation site prediction” and “UbPred.” It is
worth noting that most similar items are other articles rather
than words. It is quite reasonable because publications naturally
share more syntactic and semantic features than with words.

TABLE 4 | Top 5 publications with highest average change score over recent 5

years (2012–2016).

PubMed ID Published

year

In-text

citations

Actual

citationsa
Avg. change

score

17081983 2006 392 2,804 0.186

18171944 2003 423 1,656 0.156

19372393 2005 379 2,194 0.151

12845331 2008 594 1,684 0.143

19608861 2009 375 1,711 0.141

aFrom Google Scholar.

The similar articles may also provide a proxy to understand the
changes.

5. DISCUSSION

We compared different types of citation context for learning
citation representations and offered methods for identifying and
understanding the changing roles of cited articles played in
scientific dynamics.

We quantified the change rate of citation contexts by
citation embeddings and analyzed the distribution of changes
scores of a large set of biomedical articles. Both of the
average and standard deviations of change scores over article
groups differ in a small range. Besides, article groups have
a similar distribution of change scores. These observations
indicate the stability of the metric at the group level. Meanwhile,
from the normal distributions in Figure 4, we observed a
significant individual variability that can distinguish cited
individual articles greatly. The change score we proposed is
not only stable but also effective for identifying outstanding
individuals.

Citation is a fundamental feature of scholarly communication
used by researchers to position their research and lend
support for claims they made (Mansourizadeh and Ahmad,
2011). Citation has become a well-established proxy for
measuring scholarly impact (Garfield, 1979). Various citation-
based techniques have been developed and applied to delineating
and analyzing scientific structures and dynamics (Kessler, 1963;
Small, 1973). Although cited articles play a dynamic role in
the development of science, the dynamic aspect of citations
characterized by the full text of articles hasn’t been emphasized
in citation-based techniques due to the lack computational and
interpretable citation representation. The methods proposed for
representing citations and the metric for quantifying the changes

FIGURE 4 | The distribution of change score value over groups. This figure is a revised version from a workshop paper that was presented at CLBib-2017 (He and

Chen, 2017).
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TABLE 5 | The changes of citation contexts of Olsen et al. (2006).

Year Change

score

The most similar

publicationsa,b
Most similar publicationsb

2012 0.168 20068231

(0.84)

PHOSIDA (0.78), PhosPhAt (0.77),

PhosphoSite (0.76), MiCroKit (0.75),

NetPhos (0.74), ChloroP1.1 (0.74),

CisGenome (0.74), Phospho.ELM (0.74)

2013 0.215 21177495

(0.79)

Guittard (0.74), Scansite(0.70),

phosphosite, (0.70), Tyr216 (0.69), pY

(0.68), AKT (0.68), Sarbassov(0.68), IRAG

(0.68), phospho-protein (0.68)

2014 0.198 21183079

(0.83)

phosphopeptide (0.73), Phosida (0.73),

NetPhos (0.73),ChIP-seq (0.73),

SignalP4.1 (0.72), Scansite (0.72), kinase

specific phosphorylation site prediction

(0.72), mNgn2 (0.71)

2015 0.145 21183079

(0.83)

phosphosite (0.75),

phosphopantetheinylation (0.71),

OGlcNAcylation, (0.71), Schwanhausser

(0.70), phosphotyrosine-containing (0.70),

phosphopeptide (0.69), phosphoamino

(0.69), PTM (0.69)

2016 0.201 21081558

(0.84)

Hornbeck,(0.80), UbPred (0.79), PHOSIDA

(0.79), NetPhosK (0.78), PhosphoSitePlus,

(0.78), NetPhos (0.76), PhosphoSite

(0.76), pY (0.75)

aPMID. bThe value in the parentheses is similarity score.

have a variety of practical implications for improving the citation-
based techniques at the individual and group levels.

The representation and metric can reveal important dynamics
of individual articles in the evolution of science. First, the metric
has potential to identify articles of importance or interests in
many applications, such as academic article recommendation
and information retrieval. Second, the impact dynamics of an
article may be interpreted by the metrics and the representations,
for example, understanding the sudden attention attracted by
a sleeping beauty (Van Raan, 2004) in science and identifying
underlying changes of an article’s impact. Third, the metric may
have the ability of serving as an early indication of an article’s
impact dynamics. Forth, the metric may provide supplementary
information for scientific evaluation based on citation.

The representation and metric may also be used to
enhance citation-based approaches to science mapping, such
as bibliographic coupling (Kessler, 1963) and co-citation
analysis (Small, 1973). Integrating the metric with citation-based
approaches can reveal scientific dynamics that conveys foresights
into emerging trends (Chen, 2016). For example, a cluster of
articles where many of the articles cited references in new
contexts may be an early sign of a emerging research topic.

6. CONCLUSION

This study has limitations and we plan to improve our methods
and further investigate the factors affecting the change of citation
context. We didn’t use the information of how a citation was
mentioned in a sentence in the representation learning. For
example, a citation can play an explicit grammatical role within a
sentence or play no explicit grammatical role in a sentence usually
by being placed within a bracket (Thompson and Tribble, 2001).
In the future, we will construct different contexts for citations
with different forms. The investigation on the factors affecting
the changes of citation contexts in this study is limited. We will
investigate more factors and their effects. The mechanism of
how the changes of citation contexts affect future impact of cited
articles is another interesting question we will study in the future.

In conclusion, we introduced an embedding learning method
to represent scientific articles by using the citation context
text in other articles. Our method emphasizes the temporal
features of citation text to characterize the dynamic role of
scientific publications. The temporal representation can be used
to quantify how much the role of a publication changed as well
as interpret how the role changed over time. Base on the study
on a large biomedical full-text literature dataset, we evaluated
different citation contexts for representing citation over time and
found that using sentences with in-text citation reflect topical
change best. We also concluded that the metric for quantifying
the changes of articles’ roles is stable over time at the population
level and there is significant individual variability to distinguish
individuals. We hope these insights will facilitate further research
into improving citation-based indicators and analysis approaches
by modeling citation contexts.
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