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The use of robots in health care has increased dramatically over the last decade. One 
area of research has been to use robots to conduct ultrasound examinations, either 
controlled by a physician or autonomously. This paper examines the possibility of using 
the commercial robot UR5 from Universal Robots to make a tele-operated robotic ultra-
sound system. Physicians diagnosing patients using ultrasound probes are prone to 
repetitive strain injuries, as they are required to hold the probe in uncomfortable positions 
and exert significant static force. The main application for the system is to relieve the 
physician of this strain by letting the them control a robot that holds the probe. A set 
of requirements for the system is derived from the state-of-the-art systems found in 
the research literature. The system is developed through a low-level interface for the 
robot, effectively building a new software framework for controlling it. Compliance force 
control and forward flow haptic control of the robot was implemented. Experiments are 
conducted to quantify the performance of the two control schemes. The force control is 
estimated to have a bandwidth of 16.6 Hz, while the haptic control is estimated to have 
a bandwidth of 65.4 Hz for the position control of the slave and 13.4 Hz for the force 
control of the master. Overall, the system meets the derived requirements and the main 
conclusion is that it is feasible to use the UR5 robot for robotic ultrasound applications.

Keywords: robotic ultrasound system, compliance control, forward flow haptic control, tele-echography, medical 
ultrasound robot

1. inTrODUcTiOn

Over the last decade, robots have been used in health care for a wide range of applications, from 
surgical robots (Dogangil et al., 2010) to robots used for patient rehabilitation (Krebs et al., 2003). 
There have been many research projects on Robotic Ultrasound Systems, defined as the combination 
of ultrasound imaging with a robotic system in medical interventions (Priester et al., 2013). Some of 
the goals of the research in these areas are to:

•	 Reduce or prevent musculoskeletal disorders for the physician (Salcudean et al., 1999; Nakadate 
et al., 2010b).

•	 Enable remote diagnosis (Vilchis Gonzales et al., 2001; Vieyres et al., 2003).

Our motivation for this research was discussions with physicians in the radiology department. 
One particular radiologist had repetitive strain problems in his shoulder, and was interested in 
mechanisms to reduce the physical impact of using the ultrasound probe. A large survey was 
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conducted in Evans et  al. (2009) and 90% of the respondents 
were said to be scanning in pain. The most common site of pain 
was the shoulder, and the second most common site of pain was 
the neck (Evans et al., 2009). A tele-operated ultrasound probe 
would mean that the force needed to control the probe could be 
reduced; additionally, the physician would not need to twist to 
face the patient (the site of the probe) and look at the ultrasound 
image.

Researchers have made robotic systems that hold the ultra-
sound probe for the physician, and the physician controls the 
robot using a haptic device. The force the robot uses on the patient 
is scaled down on the haptic device, thus reducing the strain. In 
both Salcudean et al. (1999) and Nakadate et  al. (2010b), such 
robotic systems are presented.

As a result of creating a robotic system to control the ultra-
sound probe, we can also easily extend this to be used for remote 
diagnosis. In this setting, the physician and the robot are not co-
located. Light-weight transportable systems, which can be used 
in ambulances and on space stations are reported in Gourdon 
et al. (1999), Vieyres et al. (2003), Courreges et al. (2004), Arbeille 
et al. (2008), Bruyère et al. (2010), and Charron et al. (2010). In 
De Cunha et al. (1998), a physician controls a ultrasound probe 
in order to guide a surgeon at a remote site. A cable driven robot 
is reported in Vilchis Gonzales et al. (2001), Vilchis et al. (2003), 
and Martinelli et al. (2007), where a system is designed to per-
form follow up investigations on pregnant women. A system for 
diagnosis of venous thrombosis is described in Vilchis-Gonzales 
et  al. (2007) and Vilchis-Gonzalez et  al. (2007). In Salcudean 
et al. (1999) and Abolmaesumi et al. (2002), the development of 
a system for carotid artery examinations to diagnose occlusive 
disease is described. This also includes shared control of the robot 
between the physician and a visual servoing algorithm based on 
cross-correlation. In Nakadate et al. (2010a), another system for 
examining carotid artery is reported, but here the system does 
an automatic measurement of the wave intensity at the common 
carotid artery. A system for remote diagnosis of the human abdo-
men is reported in Masuda et  al. (2001, 2011), Mitsuishi et  al. 
(2001), and Koizumi et  al. (2004) focusing on tele-echography 
in general while investigating dynamic switching of the control 
algorithm based on the diagnostic task. In Koizumi et al. (2009), 
a system is made for remote diagnosis of dialysis-related amyloid 
arthropathy. All the systems presented above describe custom-
made robots, while Santos and Cortesao (2015) use a system 
based on a commercially available industrial robot. It presents 
a hierarchical force and orientation control, which estimates the 
environment stiffness using active observers.

Some of the remote-controlled systems presented above also 
attempt to automate certain tasks. This includes Pierrot et  al. 
(1999) and Abolmaesumi et al. (2002), which reconstructs the 
carotid artery in 3D and Nakadate et al. (2010a) for automatic 
measurement of the wave intensity at the common carotid 
artery. Other systems are made solely for automation, and not 
do not enable remote control. This includes Pierrot et al. (1999), 
where a system to create 3D images to monitor cardiovascular 
disease over time is described. A system for 3D reconstruction 
of lower limb arterial vessels is described in Janvier et al. (2008, 
2010), and in Mustafa et  al. (2013), an autonomous system is 

developed to perform liver screening using a Mitsubishi Electric 
industrial robot.

This paper lists the requirements for a tele-operated robotic 
ultrasound system, which are extracted from a review of the cur-
rent literature. The main contribution of this paper is to examine 
the feasibility of using a collaborative industrial robot for a tele-
operated robotic ultrasound system. Unlike other research done 
with industrial robots in this area, the robot used in this study 
has built-in safety features, which means that it will be conducive 
to safe human–robot interaction. Other studies have developed 
their own robot with their own safety mechanisms, but unlike 
the robot used in this study they are not certified as collaborative 
robots complying to the EN ISO 10218-1:2006 standard. Using a 
robot that has already achieved these standards means that it will 
likely take less time to certify it for the clinical market. While the 
work presented in this paper is not high in novelty, it is important 
incremental work toward being able to use such a system in a 
clinical setting.

The requirements state what performance level the robotic 
ultrasound system must achieve. We developed a software frame-
work for interfacing with the hardware and controlling the robot, 
and with this ran studies to assess whether the system achieves 
the desired performance level.

The remainder of the paper is organized as follows: in Section 
2, the requirements for our system are investigated and derived. 
In Section 3, the development of the robotic ultrasound system is 
explained, and experiments to assess the system are described in 
Section 4. Section 5 evaluates the performance of the system and 
Section 6 discusses these results. Finally, Section 7 concludes and 
indicates further work.

2. sYsTeM reQUireMenTs

This section will identify a set of quantitative performance metrics 
and define the best performance found for these metrics based on 
the state-of-the-art. We envision two main applications for the 
system: prevention of repetitive strain injuries for the physician 
and performing remote ultrasound examinations. In the first 
application, the physician will use a haptic device to control the 
robot holding the probe, and the haptic device will scale down 
the forces and enable the physician to choose more comfortable 
holding positions. In the second application, the system might be 
used in community health-care centers in rural areas. If the local 
physician does not get a satisfactory result with the initial exami-
nation, then they can contact a hospital so a more experienced 
physician can perform the examination remotely (thus saving 
time for the patient). In order to be able to equip community 
health-care centers with an ultrasound robotic system, it should 
be low cost. The applications discussed above will require two 
operation modes for the system:

•	 Force control mode: the slave robot is controlled using force 
and torque measurements

•	 Tele-operation mode: the slave robot is controlled by the physi-
cian using a haptic device.

Force control is widely used in the literature, especially to 
achieve a constant pressure when monitoring vessels (Pierrot 
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FigUre 1 | system overview showing the three main parts of the system and the flow of information denoted by arrows. The slave site consists of the 
patient, a robot holding an ultrasound probe and a controller for controlling the robot. At the master site, the physician is controlling the robot using a haptic device 
while viewing the ultrasound images acquired at the slave site. The communication links are classified based on their required properties.
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et al., 1999; Abolmaesumi et al., 2002). A tele-operation mode is 
used by the majority of the systems and enables the physician to 
easily control the probe. In this paper, the tele-operation is limited 
to a co-located setting, i.e., the physician and the patient are in the 
same room. However, the system is designed so that it can easily 
be extended to remote settings.

The platform development is divided into three parts, as done 
in Courreges et al. (2008):

•	 Slave site: location of the patient, the robot, ultrasound 
machine, and medical staff to monitor the procedure.

•	 Communication link: the data link and protocols used between 
the two sites.

•	 Master site: location of the physician, which controls the robot 
and views the ultrasound images.

Figure 1 gives an overview of the system architecture, and the 
blocks in the figure are treated in the subsequent sections. This 
figure is a merge of the architectures found in Vilchis Gonzales 
et al. (2001), Abolmaesumi et al. (2002), Vilchis et al. (2003), and 
Courreges et al. (2008), and adapted to our case.

2.1. slave site
The slave site traditionally consists of the patient undergoing 
an examination and a robot holding an ultrasound probe that 
performs the examination. The physician is located at the master 
site and controls the slave robot using a haptic (master) device. 
For the haptic device to render the forces between the ultrasound 
probe and the patient for the physician, they need to be measured, 
and this is usually done by a force/torque sensor on the slave 

robot. While the physician controls the master robot he views 
the ultrasound images obtained at the slave site, thus these images 
need to be transmitted to the master site. Usually, some local 
medical staff is present at the slave site for assisting the physician 
and support the patient.

2.1.1. Safety
One very important requirement of the slave site is patient safety. 
We will incorporate three levels of safety: hardware, software, and 
user input. If a hardware component fails, it must be detected and 
operation must stop. The hardware layer should also have sanity 
checks of the user input, for instance maximum allowed velocity 
and motor current to prevent overly fast robot motion and overly 
high robot force. The robot should also be relatively light-weight 
because this will reduce the damage caused if the robot impacts 
with the patient. In the software layer, it is possible to have more 
sophisticated safety features. The forces should be measured and 
the software layer should prevent the forces applied to the patient 
from being too high. At the user level, the physician should be 
able to easily stop the robot using a switch and the patient should 
be given a dead man’s switch that safely stops the robot in case the 
patient feels discomfort or pain. These requirements are consist-
ent with the requirements listed in Pierrot et al. (1999).

2.1.2. Robot
While few projects give quantitative information about the prop-
erties of their robots, an exception is Pierrot et al. (1999). Their 
robot uses a control loop frequency of 100 Hz, has a repeatability 
of 0.05 mm and a payload of 20 N. Absolute accuracy of the robot 
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is not important in this application as it is not required to know 
the exact position of the probe relative to the base of the robot, 
but rather to have the robot move to the same location given the 
same user input. We set properties from Pierrot et al. (1999) as the 
minimum requirement for our system. The probe should be able 
to be positioned in an arbitrary position and pose, and therefore, 
the robot should have minimum 6 DOF.

2.1.3. Force Sensor and Control
To find the appropriate force/torque sensor previous studies 
have been reviewed. The maximum force and torque when 
performing an ultrasound examination of the carotid artery is 
reported to be 6.4 N and 0.7 Nm in Salcudean et al. (1999). An 
average force of 7 N was reported in Goldberg et al. (2001), but 
the examination type was not specified in this study. Significantly 
higher values are reported in Boman et al. (2009), with forces up 
to 100 N during an ultrasound examination. In Courreges et al. 
(2008), the contact force is said to be in the range 5–20 N. In 
Pierrot et al. (1999), the force accuracy of their system is given 
to be 0.1 N.

To avoid saturation of the force sensor, the dynamic range 
requirement is set to the maximum reported in previous studies 
(100 N). The force sensing technology has improved significantly 
since Pierrot et  al. (1999) was published, therefore the sensor 
should easily achieve accuracy better than 0.1 N.

The force control should be able to hold a constant force 
against the patient, and keep contact with the patient even if 
there are small patient movements, such as respiratory motion. 
Movement of the chest during respiration is relatively small and 
below 5 mm during tidal breathing (De Groote et al., 1997). By 
analyzing the chest movement given in De Groote et al. (1997), 
we have estimated that the bandwidth of the respiration is 
below 1.5 Hz, with its main component at approximately 0.3 Hz. 
The required bandwidth is set to twice the bandwidth of the 
respiratory motion according to the Nyquist sampling theorem. 
Although there could be other disturbances, like coughing or 
small motions of the patient, only the breathing bandwidth 
was used to decide the bandwidth requirement, as this process 
may be modeled fairly accurately. Also, when the probe is not 
in contact with the patient it should not move, as there are no 
forces present.

2.1.4. Ultrasound Image
The ultrasound image pixel depth requirement is set to 8 bits, as 
this is most common (De Cunha et al., 1998; Abolmaesumi et al., 
2002; Vilchis et al., 2003). The resolution of the images varies from 
180 × 210 in Mebarki et al. (2008) up too 576 × 768 in Bachta 
and Krupa (2006). We set the requirement to be the maximum 
found in the literature, i.e., 576 × 768. The frame rate in De Cunha 
et al. (1998) and Abolmaesumi et al. (2002) is 15 fps. Given that 
technological advances have increased in both processing and 
transmission capabilities, the requirement is set to 25 fps.

2.2. communication link
Several streams of data need to be sent between the master and 
slave sites. These streams are based on the streams found in 
Vilchis Gonzales et al. (2001) and Courreges et al. (2008).

2.2.1. Haptic Stream
The haptic stream transmits forces, torques, and velocities 
between the master and slave site and should be delivered with 
low jitter and below a maximum allowed delay (Vilchis Gonzales 
et  al., 2001). This sets hard real-time demands on the link. In 
both Vilchis Gonzales et al. (2001) and Courreges et al. (2008), an 
update frequency of 1000 Hz in the haptic loop is used but this is 
done as a local loop at the master site. The communication may 
have a lower rate, and possible rates are tested in Vilchis Gonzales 
et al. (2001), where 100 Hz is classified as very good and 10 Hz as 
good. As the master and slave site are co-located (i.e., the physician 
is present locally), the update frequency can be set to the same as 
the haptic control loop frequency: 1000 Hz. This also means that 
the force sensor needs an update frequency of 1000 Hz.

2.2.2. Synchronous/Asynchronous Streams
Status information from the slave robot is sent through a syn-
chronous link to be displayed in the user interface. This link is 
introduced because the information has a lower priority than the 
information in the haptic loop and should therefore be transmit-
ted through a separate link. If this information does not arrive 
within the required time, the system will still work, as opposed to 
the link between the haptic device and the slave robot controller. 
This means that the link has soft real-time requirements.

Through the user interface, the user can change the parameters 
of the system and request a mode change between the modes of 
operation. This information is sent over the asynchronous link 
and is processed as it arrives in the slave robot controller. The 
information sent is not commands controlling the robot, thus 
there are only soft real-time requirements on this link.

2.2.3. Ultrasound Image Stream
The ultrasound images are vital for the physician, and therefore 
these images should be sent through a high priority link.

2.2.4. Video Conference Stream
This stream is only relevant if the system will be extended to 
remote tele-operation, therefore, these blocks are marked with 
dotted lines in Figure 1. In a remote tele-operation setting, it is 
important for the physician to be able to communicate with the 
patient, therefore, a video conference link is needed between the 
sites. The ultrasound images are more important than the confer-
ence link, therefore the ultrasound image stream is given priority.

2.3. Master site
The haptic device is located at the master site and controls the 
slave robot when the system is in tele-operation mode. The user 
interface should display all necessary information about the slave 
system and allow the physician to change operation mode and 
slave robot parameters.

Requirements for haptic control of an ultrasound probe have 
been analyzed in Zandsteeg et al. (2010). The analysis is mainly 
based on previous reports of motion in surgical tasks. The con-
clusion is that controlling an ultrasound probe using a haptic 
device requires good force and position tracking up to 2 Hz. The 
requirement for our system is set to 3 Hz to be consistent with the 
requirement for the compliance force control.
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TaBle 1 | system requirements.

robot
DOF 6

Repeatability 0.05 mm Pierrot et al. (1999)

Payload 20 N Pierrot et al. (1999)

Slave robot loop 
frequency

100 Hz Pierrot et al. (1999)

Force sensor and control

Dynamic range 100 N Boman et al. (2009)

Accuracy 0.1 N Pierrot et al. (1999)

Update frequency 1000 Hz Vilchis Gonzales et al. (2001), 
Courreges et al. (2008)

Control bandwidth 3 Hz De Groote et al. (1997)

Ultrasound image

Resolution 576 × 768 Vilchis et al. (2003), Bachta and 
Krupa (2006)

Pixel resolution 8 bit De Cunha et al. (1998), Abolmaesumi 
et al. (2002), Vilchis et al. (2003)

Frame rate 25 fps

haptic device and control

Haptic control 
frequency 

1000 Hz Vilchis Gonzales et al. (2001), 
Courreges et al. (2008)

Position control 
bandwidth

3 Hz Zandsteeg et al. (2010)

Force control 
bandwidth

3 Hz Zandsteeg et al. (2010)
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2.4. summary of system requirements
Based on previous research in the field, a set of requirements 
for a new system has been discussed in the above sections, and 
summarized in Table 1. The main requirements are the control 
loop frequencies and bandwidth, which will be evaluated through 
experiments.

3. DeVelOPeD sYsTeM

This section describes the development of a robotic ultrasound 
system, which may be used to perform ultrasound examinations 
by either using force control or using a haptic device. The follow-
ing sections will describe the hardware and software setup, the 
workspace of the developed system and the control schemes for 
the system.

3.1. hardware setup
As seen in the previous sections, it is important that the robotic 
system is reliable due to patient safety. Therefore, we have chosen 
to use the six joint industrial robot UR5 from Universal Robots, 
which cost approximately 24,000$. This robot complies with 
point 5.10.5 of the standard EN ISO 10218-1:2006, which means 
that the robot may operate as collaborative robot (Universal 
Robots, 2010). It is not required to have safety guards between 
humans and the robot, which makes it possible to use the robot 
for medical applications. The built-in safety mechanisms include 
stopping when the robot joint torque deviates from the expected 
torque. The torque at each joint is calculated at runtime using a 
theoretical model of the robot, and a protective stop is generated 
if the torque exceeds 42 Nm for the three first (large) joints and 

10 Nm for the last three (small) joints. A protective stop is also 
generated if joint velocity exceeds 3.2 rad/s or if the external force 
exceeds 150 N. All these values are evaluated in the robot control 
hardware provided by the producer and are not adjustable. The 
robot has an emergency stop button and use harmonic drive gears 
in all the joints.

The robot is lightweight (18 kg), compared to other industrial 
robots with similar workspace and payload (the UR5 has a reach 
of 850 mm and payload of 5 kg). For instance, the ABB robots IRB 
1200 and IRB 140 weigh 52 and 98 kg, have a reach of 901 and 
810 mm, and a payload of 5 and 6 kg, respectively (ABB Robotics, 
2015). Because it is lightweight, an impact with the robot would 
be less serious than for larger robots. The robot is connected to a 
computer running the control algorithm using a direct Ethernet 
connection and a proprietary communication protocol. The 
computer has a quad core Intel i7-960 3.2 GHz processor, 3 Gb of 
RAM, and is running Linux 2.6.38 and Xenomai 2.6.0.

The forces and torques are measured using a Gamma SI-65-5 
from ATI Industrial Automation, which is a six degree of free-
dom force/torque sensor with a dynamic range of 200, 65  N, 
and 5  Nm in the forward force axis, sideways force axes and 
torque axes, respectively. The resolution is 0.025, 0.0125 N, and 
0.75 × 10–3 Nm for the respective axes. The device and DAQ unit 
cost approximately 5,500$. A Phantom Omni is used for haptic 
control of the robot, and is connected to the control computer 
(the same computer as the robot) using FireWire. This device has 
3 active DOF and 3 passive DOF and costs approximately 800$.

The system is shown in Figure  2, and it shows the robot 
mounted on a cart with a force/torque sensor and an ultrasound 
probe attached to the end effector. In the background, a GE System 
Five ultrasound machine is visible. The ultrasound images are 
acquired from the VGA port of the ultrasound machine using a 
VGA2Ethernet device from Epiphan and transmitted over a local 
gigabit link. The device costs approximated 1,600$. The images 
are transmitted to the control computer using Ethernet, through 
a different interface than the robot.

3.2. software setup
The robot can be controlled at three different levels: graphical user 
interface, script, and C API. In the graphical user interface, one 
can program simple tasks, which support the traditional usage of 
industrial robots. A script can be sent to the robot and executed 
there, giving more flexibility in programing the robot. However, 
the script only accepts a limited type of external inputs and is 
unable to read the force and torque measurements. Therefore, we 
have used the C API, which is more flexible. A limited number 
of methods for controlling the robot were provided by the pro-
ducer, thus a software framework has been implemented. The 
framework includes robot kinematics and control, safety features, 
interfaces to external sensors and data logging. The kinematics 
and control are implemented using the Armadillo C++ Linear 
Algebra Library (Sanderson, 2010).

The robot controller and the haptic controller run on a Linux 
computer using the real-time extension Xenomai (Xenomai 
Project, 2012). Xenomai uses a multi-domain approach to cre-
ate a real-time system. The real-time processes run in a domain 
that has higher priority than the Linux kernel. This causes these 
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FigUre 2 | The developed robotic ultrasound system. To the lower left 
is the Phantom Omni haptic device. To the right is a GE System Five 
ultrasound machine, and in the center is the UR5 robot holding an ultrasound 
probe. The phantom is a Abdominal Phantom, Model 057 from CIRS.
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processes to execute before any other system processes. The 
real-time processes cannot perform any system calls (such as 
file operations) as this causes them to be outside the real-time 
domain, because they must compete with all the other processes 
for CPU time.

Because the robot is implemented as a device, when the control 
program interfaces with the robot, it has to use file operations to 
communicate. This makes the control program switch a non-real-
time domain. This happens twice each cycle: once when data from 
the robot is received and once when control data is sent to the 
robot. The robot communicates with the computer at 125 Hz, thus 
performing 250 switches per second. An experiment described in 
Section 4 will verify that the real-time conditions are met.

The user interface is made in Labview, and shown in Figure 3; it 
is a separate program, which increases the robustness of the control 
program and separates it from the real-time processes. The connec-
tion from the user interface to the control program is currently done 
using real-time pipes but can easily be changed so that it can be run 
on another computer (for use in remote-control applications).

The ultrasound images are acquired using proprietary software 
provided by Epiphan and the receiving of Ethernet packets is done 
in a separate process. The haptic device is controlled in a separate 
process using its proprietary software. Both these processes com-
municate with the robot control program using real-time pipes.

3.3. Dexterous Workspace analysis
To find a space where the physician may perform an examination 
unhindered, the dexterous workspace of the robot is analyzed. 
The dexterous workspace is the set of points that can be reached 

with any arbitrary orientation (Siciliano et  al., 2009), or more 
specifically a subset of orientations usable by a physician. In 
Salcudean et al. (1999), the orientation of the probe was analyzed 
during a carotid artery examination; it was found that the physi-
cian oriented the probe within a cone with an arc of 90° pointing 
toward the examination area. As our application is more general, 
we will use an arc of 120° to define the dexterous workspace.

The dexterous workspace of the UR5 robot was found by 
sampling the reachable workspace of the robot. A cube of 
1.8 m × 1.8 m × 0.9 m has been sampled with points 20 mm apart, 
and all possible orientations in the cone have been sampled with 
a spacing of 2°. If an inverse kinematic solution can be found for 
all the orientations, the point is within the dexterous workspace. 
Because an ultrasound probe is attached to the end effector of the 
robot, an offset has been used in order to calculate the modified 
(likely reduced) dexterous workspace. The offset is a (0.0, 0.0282, 
0.1759) translation and an angle of 27.89°. These values are taken 
from the CAD drawings of the ultrasound probe mounting.

Two simulations were conducted. In the first simulation, no 
tool was attached to the robot, in the second, the ultrasound 
probe was attached. In both simulations, the cone was pointing 
downwards. The dexterous workspace found in the two simula-
tions is shown in Figure 4. When no tool is attached to the robot, 
the dexterous workspace can be approximated as a sphere with a 
radius of 0.79 m with a non-dexterous region as a cylinder in the 
middle of the sphere with a radius of 0.19 m. When the tool is 
introduced, the radius of the sphere is reduced to 0.57 m and the 
radius of the inner cylinder is increased to 0.37 m. We regard, this 
as sufficient for conducting ultrasound examinations.

3.4. control
The UR5 robot has a proprietary internal controller that accepts 
either joint velocity setpoints or joint trajectory setpoints. We have 
developed two control schemes on top of the internal controller, 
compliance control and forward flow haptic control. The kinemat-
ics used in the control is given in Supplementary Material. The 
force/torque measurements are transformed to the ultrasound 
probe tip and static forces caused by gravitation are compensated 
using Atkeson et  al. (1986). In the below sections, we use the 
transformed and compensated measurements of force and torque.

3.4.1. Compliance Force Control
Compliance control uses the control law (Siciliano et al., 2009)

 v Kff e=  (1)

where fe is the force error, K is the active compliance matrix and 
vf is the desired Cartesian velocity vector. Since this control law 
converts the force error into a desired velocity, it can easily be 
used with our robot.

The robot vibrates while it is being used, and these vibrations 
propagate to the attached ultrasound probe. The vibrations are 
measured by the force/torque sensor, and this might amplify 
the vibrations and make the controller unstable. To address this 
problem, we introduce a damping term in the control law

 v Kf vd e I dk k K k[ ] [ ] [ ]= + −1  (2)
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FigUre 4 | The dexterous workspace for the robot. The probe should be able to have any orientation within a cone with an arc of 120°, and this defines the 
dexterous workspace. In (a–c), no tool is attached to the robot; and in (D–F), the ultrasound tool is used.

FigUre 5 | compliance control.
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where vd is the Cartesian velocity command to the robot and KI is 
a damping/integration constant. The damping is a low pass filter-
ing of the setpoint commands to the robot. It can also be viewed 
as an integration term, smoothing the vibration noise.

Converting the control law to joint space yields

 o e I dk k K kq J Kf v[ ] [ ] [ ]= + −( )−1 1  (3)

where J is the manipulator Jacobian and qo is the joint velocity 
command. Figure 5 shows the control loop. The force setpoint 
fs is set by the user. The force error fe is calculated as the force 
setpoint minus the measured force fm. The force control is given 
in equation (3).

When finding the inverse of the Jacobian the singular values 
are limited to 0.1. This is done by not allowing movement that 
will cause the singular value to go below this threshold. This 
prevents large velocities in joint space and prohibits the robot 
from going from the elbow up configuration to the elbow down 
configuration. In the elbow down configuration, the elbow joint 
is pointing in the direction of the examination bed, which is 
unwanted.

The safety limitation block scales down the velocity to be 
below a maximal allowed joint velocity, while retaining the 
Cartesian direction of the velocity. The joint velocities are limited 
by a constant qmax. The vector, ql  is an intermediate vector using 
the element values from qo , but limiting the absolute value of the 
elements to be below qmax. Using ql  directly would result in the 
robot moving in a different Cartesian direction than intended. 
Therefore the Cartesian velocity vector must be scaled according 
to the largest limiting dimension in the joint space. First, the 
original setpoint qo and the limited setpoint ql  must be converted 
into the Cartesian space by

 v Jqo = o  (4)

 v Jql = l  (5)

Second, the ratio between the limited and the original setpoints 
must be determined. This is obtained by

 k v v ii l i o i= / ∀ ∈ , ,, , {1 6 }  (6)
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FigUre 6 | hybrid velocity and force control.
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Then the dimension, which is limited the most (has the lowest 
ratio) must be used to scale the Cartesian velocity setpoint. This 
value is found by

 
k kmin i i=

∈ , ,
min

1 6

 (7)

Finally, the new joint velocity setpoint may be calculated as 
a scaled version of the original Cartesian velocity setpoint, as 
shown below

 q J vr min ok= −1
 (8)

The limited joint velocity setpoint qr  is sent to the proprietary 
robot velocity controller.

The operator of the system may want to have a constant pres-
sure of the ultrasound probe in one or more dimensions and move 
the probe in other dimensions. Therefore, a hybrid approach has 
been implemented, as shown in Figure 6. The user of the system 
selects which dimensions that are going to be controlled in the 
velocity domain by setting 1 on the diagonal in the matrix S, 
which is a 6 × 6 matrix. The force control law is the same, except 
for the block I  − S, which selects the dimensions that will be 
controlled in the force domain, and the output is now denoted qf . 
The velocity control law is only to transform the desired velocity 
to joint velocities before these values are given to the proprietary 
velocity controller. The feedback loop exists in the proprietary 
controller. This yield

 v sq SJ v= −1  (9)

3.4.2. Forward Flow Haptic Control
The forward flow haptic control is a control scheme where veloc-
ity is sent from the master to the slave and force from the slave to 
the master (Naerum and Hannaford, 2009). The full development 
of haptic control for our system is described in Fjellin (2013). The 
control scheme is shown in Figure 7. Starting with the master 
side, Tm is the homogeneous transformation matrix representing 
the position and orientation of the haptic device. fm is the force 
measurements of the master, which are used in a feedback loop to 
control the force of the Omni haptic device. The force control of 
the Omni haptic device is performed by the proprietary software, 

but is shown in Figure 7 for completeness. s is the Laplace opera-
tor, and represents a time derivation of Tm, where the output is 
Cartesian velocity vm and angular velocity ωm. kf is a scaling factor 
of the force measured by slave.

On the slave side, the velocity measurements from the master 
are received and multiplied with by kv, which is a scaling factor for 
the Cartesian velocities. This factor can be used to scale the slave 
movement compared to the master. 1

s  is the Laplacian operator 
for integration, where T0 is the initial pose of the UR5 robot. 
This makes it possible to start the tele-operation without aligning 
the two robots to the same pose. The position obtained after the 
integration is used with the inverse kinematics of the UR5 robot 
to find the desired joint positions q. A proportional controller is 
implemented to follow the desired joint positions with the gain 
P and where the measured joint positions qs (from the UR5) are 
used as feedback. The controller provides a velocity command 
qcmd  in joint space, which is given to the internal controller of the 
UR5. The force measurements from the slave fs are given to the 
master, whereas the torque measurements τs are not used because 
the Omni haptic device only has 3 active DOF.

4. eXPeriMenTs

In order to quantitatively assess the system, a set of experiments 
have been designed. The requirements in Section 2 will be 
compared to the specifications given by the product producers. 
Three areas will be investigated through experiments: real-time 
performance, compliance force control, and forward flow haptic 
control. A Model 057 phantom from CIRS was used in all experi-
ments where the probe was in contact with the environment, and 
ultrasound gel was applied before the experiments.

4.1. real-Time Performance
The main reason for checking the real-time performance is to 
verify that the domain switches described in Section 3 do not 
affect the system. The second reason is to verify that all calcula-
tions are done within the required time frame. Four real-time 
requirements are identified in Section 2 (control of slave, control 
of master, force measurements, and image capture). As the two 
control modes (force control and tele-operation) have slightly 
different real-time properties, two experiments are conducted. 
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The execution time and the period of the control loop are meas-
ured using the real-time clock of the control computer, accessed 
through a Xenomai function call.

4.2. compliance Force control
In order to compare the performance of the force control to the 
requirements given in Section 2, two experiments are conducted. 
Since the main force from the patient will be in the upwards 
and downwards direction (z-direction), only this direction will 
be force controlled during the experiments. An ultrasound 
probe is attached to the end effector of the robot throughout the 
experiments.

In the first experiment, the probe is in free air, and the force 
setpoint is zero. In the system requirements, it is specified that the 
robot should be stationary in this condition. This experiment will 
check if the robot is vibrating or deviating from its position. The 
force, velocity, and position are measured for 7 s. The standard 
deviation (SD) of the force and velocity along with the total posi-
tion deviation will be used to evaluate if the robot is sufficiently 
stationary. The experiment will be run with different parameters 
for the control loop, and these SDs will be compared for statistical 
significant difference using the F-test.

In the second experiment, the probe is held at a constant force 
of 1 N against an ultrasound phantom, and then increased to 5 N. 
This experiment identifies the impulse response and bandwidth 
of the force controller, which are important characteristics of the 
controller. This experiment will also check if the controller is able 
to maintain a constant force. The bandwidth of the controller was 
found by first estimating the transfer function and then extract-
ing the bandwidth from the transfer function. This approach is 
used in all of the experiments where a bandwidth is estimated.

A safety feature that limits the joint velocities was introduced 
in Section 3.4.1. A third experiment investigates how this fea-
ture impacts the impulse response and bandwidth of the force 
controller.

4.3. Forward Flow haptic control
To test the performance of the haptic control loop, three experi-
ments have been conducted. In the first experiment, the robot 
is moved in free air to evaluate the velocity feedback from 
master to slave. The master was rapidly moved from one point 
to another in order to give the slave robot a step-like input in the 
position domain and an impulse-like in the velocity domain. The 
bandwidth of the position controller of the slave was found by 
using the master system’s position as input and the slave system’s 
position as output.

In the second experiment, the force feedback from the slave 
to the master is evaluated by using the master to control the 
slave to touch a hard surface (the side of the Model 057 phantom 
from CIRS). This creates an impulse-like input to the master, and 
the bandwidth of the force controller of the master is estimated.

Transparency is often used as a performance measure for hap-
tic control. In Zandsteeg et al. (2010), transparency is defined as 
master impedance divided by slave impedance, and good trans-
parency is defined to be where the magnitude of the transparency 
is between ±3 dB, and the phase is between ±45°. In the third 
experiment, the probe was moved up and down while in contact 
with a soft medium, in order to quantify the transparency of the 
system. The transfer functions for force (with slave as input and 
master as output) and position (with master as input and slave a 
output) are estimated. The transfer function for force is given as 
H sF

F s
F s
m

s
( ) ( )

( )=  and position as H sP
P s
P s

s

m
( ) ( )
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TaBle 3 | The sD of the force and velocity, and the position deviation, 
measured when force setpoint is zero.

K KI Force σ (n) Velocity σ (mm/s) Position deviation (mm)

0.010 0.0 0.14 1.6 0.55

0.010 0.5 0.016 0.053 0.041

0.010 0.7 0.018 0.084 0.076

0.005 0.0 0.013 0.00 0.0

0.005 0.5 0.024 0.45 0.049

0.005 0.7 0.028 0.47 0.035

TaBle 2 | real-time performance statistics.

name avg sD Max

Force control period (ms) 8.02 0.030 8.32
Force control execution time (ms) 0.116 0.039 0.34
Force/torque measurement period (ms) 1.0 0.014 1.18
Force/torque measurement execution time (ms) 0.095 0.0038 0.11
Image frame rate (fps) 23.86 – 29

Haptic control period (ms) 1.42 0.015 1.59
Haptic control execution time (ms) 0.594 0.307 1.35

TaBle 4 | Time used from the setpoint is changed until the force is at 
90% of the setpoint, and bandwith of the controller.

K KI rise time (ms) Bandwidth (hz)

0.005 0.7 173 16.6

0.010 0.7 94 34.2
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FigUre 8 | Force response in the z-direction with KI = 0.7.
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This shows that the transparency is found by multiplying the 
two estimated transfer functions.

5. resUlTs

The results are divided into four parts: verification of the real-time 
requirements, evaluation of the force control, characterization of 
the haptic control, and a summary of the requirements for the 
system compared with actual properties.

5.1. real-Time Performance
Real-time performance measures are given in Table  2. In the 
upper part of the table, the system runs with the force control 
and in the lower part the system runs with haptic control. When 
the system is running with haptic control, there are no major 
differences in the real-time performance of the other real-time 
loops, therefore only the haptic loop is reported.

The force control, haptic control, and force/torque acquisi-
tion have two performance measures in Table 2. The first is 
the period and the second is the execution time, which is the 
time used to complete the task in one period. The number 
of domain switches for the force control is two switches per 
period. For the haptic control, there is one domain switch per 
period. The frame rate of the ultrasound image is also reported 
in Table 2.

5.2. compliance Force control
For the experiment where the probe is in free air and have a 
setpoint of zero, the results are is reported in Table 3. The results 
include the SD of the force and velocity, and the position devia-
tion, for different values of K and KI in equation (3). There is a 
significant difference between all the SDs of the force Table  3 
using p = 0.005. For velocity, there is a significant difference using 
p = 0.005 between all the SD except for when K = 0.005 and KI 
is either 0.5 or 0.7.

The results for the experiment where the probe is in contact 
with the phantom and the setpoint changes from 1 to 5  N are 
shown in Figure 8. The rise time and bandwidth are shown in 
Table 4.

The results for the experiment investigating the effect of the 
joint velocity limitations are shown in Figure 9, using the param-
eters K = 0.005 and KI = 0.7, as these parameters gave a good 
compromise between a responsive controller and small oscilla-
tions. All joints are limited by qdl, which is specified in rad/s. The 
bandwidth of the force controller is 7.0, 12.5, and 15.5 Hz for qdl 
0.05, 0.1, and 0.2, respectively.

5.3. Forward Flow haptic control
In Figure 10A, the master and slave positions are given. The posi-
tions are transformed into the same reference for comparison. 
The bandwidth for the position control is estimated to be 65.4 Hz. 
In Figure 10B, the rotation velocity of the master and slave are 
shown. In these two figures, the reference signals are sent from 
the master to the slave. However, the force is sent from the slave 
and to the master. Figure 10C shows the force measured at the 
slave and master, and the bandwidth of the force controller at the 
master is estimated to be 13.4 Hz.

The transparency bandwidth of the controller is 39.5 Hz and 
the controller has good transparency up to 1.2 Hz. The definitions 
of transparency and good transparency were given in Section 4.3.

5.4. system compared to the 
requirements
Both the requirements found in Section 2 and the actual features 
are listed in Table 5. Many of the requirements in the table are 
compared against product specification (Table 5 footnote a–c), 
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and all these requirements are met. In addition, we required 
that the system should be low cost. The total cost of the system 
hardware is approximately 31,900$, excluding the ultrasound 
machine.

The force sensor has a dynamic range of 65 N in the sideway 
directions and 200 N in the up and down direction. It is the last 
direction that is important because it is here the largest forces 
occur. The accuracy is measured as the SD of each individual 
force channel from the sensor and the maximum of these three 
are shown in the table.

6. DiscUssiOn

Most of the previous efforts in the field either use industrial robots 
not suited for human interaction or custom-made robots. There 
are three main advantages in using a collaborative industrial robot 
as compared to custom-made robots. First, the industrial robot 
has already been through an ISO certification process for safety, 
which means that it is not required to have safety guards around 
the robot, and it can operate directly with humans. ISO is working 
toward a standard for surgical robots, and once this standard is in 
place the certification process will be easier. The second benefit 
is that the industrial robot will have a lower cost as it is produced 
in larger volumes and production can be streamlined. The system 
cost is about the same as an ultrasound machine used at a local 
health-care center, and we believe that this low cost can help it 
gain widespread usage. The third advantage is that the system 
can be made commercially available, with less need for further 
research and development.

This paper presented a general system, as opposed to a 
custom-made system for a specific clinical application. The goal 
of creating a general system was that it could then be adapted to 
several different clinical applications. The creation of a general 
system does not require formal interviews with physicians 
before its development. However, a logical next step will be to 

customize the system to a particular setting and perform user’s 
studies.

6.1. real-Time Performance
The force/slave control loop runs at 125 Hz, which means that it 
should have a period of 8 ms. In Table 2, the period is reported 
to be an average 8.02 ms, but the most important factor for a real-
time system is the maximum period, which is 8.32 ms. This shows 
that even if the control program enters a non-real-time domain 
for shorter periods, as described in Section 3.2, the real-time 
requirements are met. The maximum time used for executing the 
control algorithm is only 0.34 ms, which means that there is a very 
large margin from the real-time requirements.

The force/torque acquisition loop should run at 1000 Hz, giv-
ing a period of 1 ms. The average period reported in Table 2 is 
1.0 ms, the maximum is 1.18 ms. This jitter is acceptable for our 
application. The actual acquisition takes a maximum of 0.11 ms, 
which means that there is also a large margin to the real-time 
requirements.

The frame rate of 23.9 fps is close to the desired 25 fps. There is 
some jitter on the time between the frames, but the performance 
is acceptable.

The haptic control should run at 1000 Hz, but is only running 
at 700 Hz. The frequency is set to a lower value than the require-
ment because communicating to the haptic device takes up to 
1.32 ms, and this would violate the real-time requirements of a 
1000 Hz loop. By setting the control loop to 700 Hz, the period 
should be 1.43 ms, which is the very close to average reported 
in the experiment. There is a high variation in the execution 
time for the haptic control loop. This is most likely because the 
communication with the haptic device takes place outside the 
real-time domain.

6.2. compliance Force control 
Performance
The force control has been assessed using three experiments. In the 
first experiment, the probe is in free air and should be stationary; 
however, noise causes the probe to vibrate. With K set to 0.010 and 
KI set to 0, the SD of the measured force is 0.14 N (see Table 3). 
By using the filter, this noise is reduced to 0.016 and 0.018 N for 
KI 0.5 and 0.7, thus reducing the noise by a factor of more than 8. 
It is also shown in the table that the robot is drifting away from 
its starting position when KI is 0 and K = 0.010, but the drift is 
negligible for the two other cases. This clearly shows that adding 
the damping term in the control law increases the robustness of 
the system. The damping also increases the responsiveness of the 
controller at lower frequencies, and therefore, it is beneficial to 
have a high KI. For KI = 0.5, the stationary filter gain is multiplied 
by 2 and for KI = 0.7 by 3.33. The value 0.07 is chosen for KI for 
high noise robustness and increased gain on lower frequencies.

The second requirement for the force control was that the 
system should not be underdamped. With a feedback gain of 
0.010, the system is clearly underdamped and fails to meet this 
requirement. With K = 0.005, there is no overshoot, but some 
small oscillations before entering the steady state. There are 
some oscillations in the steady state for K = 0.010. This means 
that K  =  0.005 is a good compromise between fast response 
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and avoiding an underdamped system. As the performance of 
the compliance control is highly affected by the stiffness of the 
environment, the parameters K and KI might not be optimal on 
a human body. The ultrasound phantom is soft and is compara-
ble with the soft tissue on the human abdomen, and therefore, 
the parameters found should give sufficient performance on this 
type of tissue. However, imaging on a stiffer surface, for instance, 
between the ribs, will likely require a different set of parameters.

The bandwidth of the force controller was found to be 16.6 Hz, 
which is much higher than the required 3 Hz. In Pierrot et  al. 
(1999), a graph of the force controller step response of a robotic 
ultrasound system is reported. Based on the graph, we estimate 
the rise time of their controller to be 193 ms when going from 0 
to 3 N. This is slower than our system.

As a safety feature, the joint velocity may be limited; this will 
reduce the bandwidth of the robot non-linearly in the Cartesian 
space. Figure 9 shows the result of different joint velocity limitations 
for a K = 0.005 and KI = 0.7. As expected, the rise time decreases 
as the limitations increase. When the joint velocities are limited to 
0.2 rad/s, the response is close to the unlimited response. Using a 
limitation of 0.2 rad/s or higher will therefore give increased safety for 
the patient and nearly equal performance for the step response case.

6.3. Forward Flow haptic control 
Performance
Three aspects of the haptic control were evaluated by the experi-
ments: the Cartesian velocity, the rotation velocity, and the force. 
Both the Cartesian and rotation velocity were sent from the 

http://www.frontiersin.org/Robotics_and_AI/archive
http://www.frontiersin.org/Robotics_and_AI
http://www.frontiersin.org


TaBle 5 | comparison of system requirements and actual properties.

required actual

robot
DOF 6 6a

Repeatability (mm) 0.05 0.01a

Payload (N) 20 50a

Slave robot loop frequency (Hz) 100 125a

Force sensor and control

Dynamic range (N) 100 65/200b

Accuracy (N) 0.1 0.012d

Update frequency (Hz) 1000 1000d

Control bandwidth (Hz) 3 16.6d

Ultrasound image

Resolution 576 × 768 576 × 720c

Pixel resolution (bit) 8 8c

Frame rate (fps) 25 23.9d

haptic device and control

Haptic control frequency (Hz) 1000 700d

Position control bandwidth (Hz) 3 65.4d

Force control bandwidth (Hz) 3 13.4d

aFrom UR5 product specification sheet (Universal Robots, 2014).
bFrom ATI Industrial Automation product specification (ATI Industrial Automation, 2014).
cDefined in frame grabber C code.
dMeasured by experiments.
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master to the slave, while the force was sent from the slave to the 
master. Figure 10A shows the position of the master compared to 
the slave. The response from the slave has a small delay and is not 
as sharp as the master position; however, this does not hamper the 
user’s ability to operate the slave.

The rotation velocity from the master is relatively noisy, as 
seen in Figure 10B. The noise from the master is reduced by the 
integration step at the slave, and therefore, the slave motion is 
smooth. Although the slave does not follow the master rotation 
velocity peaks, it is actually beneficial that the peak velocities are 
reduced at the slave. The slave has a maximum rotation velocity of 
3.2 rad/s for each joint. This is set by the producer of the robot and 
monitored by the robot’s hardware. By smoothing the rotation 
velocity, this constraint is not violated. The master follows the 
force given by the slave very accurately, as shown in Figure 10C.

The estimated bandwidth of the position and force control-
ler for the haptic loop is 65.4 and 13.4 Hz, respectively. This is 
much higher than the required minimum bandwidth of 3  Hz. 
Good transparency was defined in Section 4.3, and Zandsteeg 
et  al. (2010) reports that their system achieved good transpar-
ency up to 0.5, 1, and 6  Hz when in contact with fat, muscle, 
and the ribcage, respectively. The system reported here has good 
transparency up to 1.2 Hz when in contact with a soft medium. 
This is comparable with the results in Zandsteeg et  al. (2010). 
It is the position control loop that is the main reason for not 
achieving good transparency at higher frequencies. Using a more 
sophisticated controller rather than the proportional controller 
might yield good transparency for higher frequencies.

In Santos and Cortesao (2015), a more sophisticated haptic 
control method for ultrasound systems is presented, which 

estimates the environment stiffness online. This approach has 
good performance regardless of the stiffness of the environ-
ment. The approach presented in this paper will have varying 
performance depending on the stiffness of the environment.  
A haptic control scheme using two impedance controllers is pre-
sented in Koizumi et al. (2009). The paper states that having two 
impedance controller yields faster position response, compared 
to having impedance control only at the master site and position 
control at the slave site. The controller used in this paper is likely 
most similar in performance to the baseline controller used in 
Koizumi et al. (2009). The controller presented in this paper has 
the ability to start and stop the tele-operation without aligning 
the master and slave robot to a common position. This is an 
advantage compared to two controllers presented above as the 
movements of the haptic device do not have to be mirrored by 
the robot at all times. This would enable the physician to reposi-
tion the haptic device to a better pose or temporarily stop the 
examination.

6.4. safety
Safety is an important aspect in making a robotic ultrasound 
system. Although a number of safety mechanisms have been 
implemented, the idea of being examined by a robot may make 
the patient feel anxious. By giving the patient some degree of 
control over the robot, anxiety may be reduced. In this paper, 
we have an emergency stop button that the patient can use if 
they feel discomfort or want to stop the robot for other reasons. 
Also, robots are being used in more domains as the technology 
advances; therefore, we believe acceptance of robotic systems in 
health care will increase in the future.

One should also consider which group of patients to target 
first. For instance, pregnant women are a group that are generally 
afraid of large forces toward the abdomen and fetus and would 
probably make a poor initial group. If pregnant women were the 
target group, one should probably design a special system taking 
this into account, as seen in Vilchis Gonzales et al. (2001). A more 
well-suited group would be (non-pregnant) patients going for 
abdominal ultrasound. This area of the body is relatively robust 
and away from sensitive areas, such as the face and genitals.

Although the robot has built-in safety mechanisms (conform-
ing the requirements given in Section 2.1.1), this is no guarantee 
for patient safety. The software safety mechanisms described in 
this paper create an additional layer of safety. When installing 
the system for use in a clinical setting, a risk analysis should be 
conducted with a physician. This will identify if there are any risks 
associated with using the system for a specific medical procedure 
that are not addressed in this paper. The risk assessment is a 
requirement in the certification of a collaborative robot.

In the haptic mode, no software safety limitations were given 
on the joint velocities, as opposed to the force control mode. The 
primary reason behind this is that when the robot is in haptic 
mode a human controls the robot and supervises the motions of 
the slave robot. It is, however, possible to add an additional safety 
limitation in this mode if this is found necessary when testing the 
system in a clinical setting.
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7. cOnclUsiOn

This paper has shown that it is feasible to create a Robotic 
Ultrasound System using a low cost and commercially available 
collaborative robot. A set of requirements for such a system has 
been derived based on the state-of-the-art systems, and our system 
meets all these requirements. Both the force control and haptic 
control have been quantitatively assessed. The force control was 
found to have a faster response than seen in Pierrot et al. (1999), 
which is a comparable system. Both the force control and the hap-
tic control have a high bandwidth compared to the requirements.

The scope of this study was to verify the technical aspects of 
a tele-operated ultrasound system. The next natural step will be 
to use the system in a specific clinical application and to perform 
user testing. For this stage, it will be crucial to gather additional 
requirements specific to the clinical setting from physicians, and 
update the system accordingly. The user interface will also need 
some improvements in the next stage, to adapt to the workflow 
of the physicians using the system. In addition, the system needs 
to be tested in the tele-operation mode over network communi-
cation lines in order to assess the usability of the system when 
latency is present.
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