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Although user interfaces with gesture-based input and augmented graphics have pro-
moted intuitive human–robot interactions (HRI), they are often implemented in remote 
applications on research-grade platforms requiring significant training and limiting oper-
ator mobility. This paper proposes a mobile mixed-reality interface approach to enhance 
HRI in shared spaces. As a user points a mobile device at the robot’s workspace, a 
mixed-reality environment is rendered providing a common frame of reference for the 
user and robot to effectively communicate spatial information for performing object 
manipulation tasks, improving the user’s situational awareness while interacting with 
augmented graphics to intuitively command the robot. An evaluation with participants 
is conducted to examine task performance and user experience associated with the 
proposed interface strategy in comparison to conventional approaches that utilize  
egocentric or exocentric views from cameras mounted on the robot or in the environment, 
respectively. Results indicate that, despite the suitability of the conventional approaches 
in remote applications, the proposed interface approach provides comparable task 
performance and user experiences in shared spaces without the need to install operator 
stations or vision systems on or around the robot. Moreover, the proposed interface 
approach provides users the flexibility to direct robots from their own visual perspective 
(at the expense of some physical workload) and leverages the sensing capabilities of the 
tablet to expand the robot’s perceptual range.

Keywords: interaction, interface, robotics, manipulation, mixed-reality, tablet, vision, workspace

1. inTrODUcTiOn

While robotics technologies and applications have experienced accelerating advances, with robots 
vacuuming homes, assembling automobiles, exploring planets and oceans, and performing surger-
ies, their potential remains limited by their ability to effectively interact with people. Recent efforts 
have explored scenarios in which service robots function alongside people in shared workspaces 
(Shah and Breazeal, 2010). To ensure the physical safety and psychological comfort of users in these 
interaction scenarios, a high level of mutual attention and awareness are required of the human 
and robot (Drury et al., 2003). Efforts to maintain these conditions have typically been addressed 
in the design of the robot, with respect to its sensing (Fritzsche et al., 2011), reasoning (McGhan 
et al., 2015), and control (Lew et al., 2000), as well as in the modification of the environment (Lenz 
et al., 2012; Morato et al., 2014) for direct physical HRI applications. However, graphical interfaces 
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have begun to provide elegant solutions for interacting with home 
service robots (Lee et al., 2007; Sakamoto et al., 2016), drawing 
inspiration from interfaces used by trained engineers to remotely 
operate robotic vehicles and manipulators. Recent efforts have also 
sought new interface strategies that permit non-technical users 
to intuitively interact with robots by using non-verbal gestures 
captured through vision (Waldherr et  al., 2000), touch (Micire 
et al., 2009), and inertial sensing (Kao and Li, 2010). However, 
current implementations often confine users to computer stations 
that can be costly, limited in mobility, or contain hardware and 
software that are unfamiliar or inconvenient for lay users. For 
seamless interaction with robots in shared spaces, readily acces-
sible mobile solutions offer a compelling opportunity.

Recent advances in mobile technologies have allowed state-
of-the-art features like image processing, multitouch gesture 
detection, device attitude estimation, and 3D graphics rendering 
to be integrated on mobile devices such as smartphones and 
tablet computers to provide portable interfaces for enhanced HRI. 
Moreover, with their familiarity and ease of use, mobile devices 
can support intuitive applications to operate robotic systems with 
comparable performance and usability vis-a-vis conventional 
research-grade interfaces, for a fraction of the cost and training 
(Su et  al., 2015). Although the principles of efficient HRI have 
begun to be implemented in the design of mobile interfaces, such 
as those that enable shared or adjustable autonomy in interactions 
with service robots (Muszynski et al., 2012; Birkenkampf et al., 
2014), they have principally been investigated in remote opera-
tions rather than in shared human–robot spaces. This presents a 
problem, since interaction techniques utilized in teleoperation are 
not necessarily directly applicable to interactions in close quarters.

In teleoperation scenarios, perception of the remote envi-
ronment often relies on visual feedback provided from either 
egocentric perspectives using cameras mounted on the robot 
(Menchaca-Brandan et al., 2007) or exocentric perspectives using 
cameras mounted in the environment (Hashimoto et al., 2011). 
Several usability issues have been associated with these perspec-
tives that can compromise the operator’s situational awareness. 
For example, the limited field of view of cameras can cause a key-
hole effect, in which operators miss important events that occur 
offscreen (Woods et al., 2004), requiring them to consult addi-
tional sensor information and store mental models of the remote 
environment in short-term memory (both of which introduce 
significant cognitive workload) to maintain situational awareness 
(Goodrich and Olsen, 2003). Moreover, latency and low image 
quality as a result of limited bandwidth, as well as orientation 
and frame of reference issues that stem from unnatural camera 
viewpoints, can disrupt situational awareness and sensations 
of telepresence (Chen et al., 2007). Proposed solutions to these 
challenges have included training operators to utilize multiple, 
multimodal, or ecological displays and controls (Hughes and 
Lewis, 2005; Marín et al., 2005; Nielsen et al., 2007; Green et al., 
2008a). Moreover, virtual and augmented reality have played 
a fundamental role in recent efforts, providing environments 
that can serve as effective tools for spatial communication 
(Green et al., 2008b) and visualizations that promote situational 
awareness despite limited access to on-site cameras, suboptimal 
positioning of cameras, poor viewing angles, occlusion, etc.  

(Ziaei et al., 2011). Specifically, Milgram et al. (1993) have exam-
ined the use of gesture-based interactions with virtual objects as a 
means to communicate spatial information to robots to command 
and control their performance of tasks with physical objects.

Many of the usability issues encountered with conventional 
egocentric and exocentric visual perspectives in teleoperation 
scenarios can be compounded when used in shared spaces. For 
example, using robot-mounted cameras to render egocentric per-
spectives can cause a keyhole effect, while exocentric views require 
the installation of cameras in the environment. With either per-
spective, users can experience orientation and frame of reference  
issues as they attempt to adapt to a different visual perspective 
from their own. When users are collocated with the robot, they 
may tend to switch their attention between the interface screen, 
which presents one visual perspective, and their direct perspective 
of the robot, which can lead to increased mental workload (Chen 
et al., 2007). Moreover, computational overhead associated with 
encoding and streaming video to the mobile device will introduce 
latency that can obstruct performance and user comfort. By lever-
aging the mobility, computational power, and embedded sensors of 
the interface device, many of these usability issues can be avoided.

This paper aims to investigate how a mobile mixed-reality 
interface approach implemented on mobile devices can enhance 
the interactive communication of spatial information with robots 
for object manipulation in shared spaces. Rather than limiting the 
user experience with unfamiliar, uncomfortable, and expensive 
research-grade equipment, the mobility of smartphones and 
tablets affords operators the flexibility of using an interface while 
in close proximity to the robot. By utilizing the video of the shared 
workspace from the device’s rear-facing camera, a number of ben-
efits emerge over conventional approaches. Orientation and frame 
of reference issues are averted since visual feedback is presented 
from the perspective of the user. Thus, the device screen can act 
as an interactive window that allows users to command the robot 
by interacting directly with the world, thus reducing the cognitive 
load associated with attention switching. Moreover, latency aris-
ing from encoding and streaming video from robot-mounted or 
environment-mounted cameras is eliminated, increasing respon-
siveness of the interface.

By implementing user interaction as well as robot percep-
tion, reasoning, and control in the user’s frame of reference, a 
common ground is established between the user and robot that 
facilitates mutual awareness through information sharing. This 
information sharing can be used to improve situational aware-
ness by granting users intuitive visual access to information, such 
as the state of the robot or status of a task, through augmented 
graphics. Since the shared visual perspective is mobile, it is able 
to capture regions of the workspace that are undetectable by con-
ventional egocentric and exocentric views. Thus, the proposed 
mobile mixed-reality interface approach can be used to provide 
the robot with spatial information that can enhance and in some 
cases replace the information from the robot while planning and 
controlling its motion, due to sensorial and mechanical limita-
tions of the robot (constraints on the field of view of its cameras 
or on the reachable space of its limbs).

The paper is organized as follows. In Sections 2 and 3, the mate-
rials and methods used in this study are described, respectively. 
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FigUre 1 | The environment used to conduct the human–robot 
interaction study.

FigUre 2 | Workspace markers arranged in a predefined pattern (as 
captured from the overhead camera).
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Section 2 introduces the robot, the workspace, and interface 
device technology used in the design of the study. Then, Section 3 
presents the three mobile human–robot interface design strategies 
investigated in the study. Section 4 outlines the user evaluation 
conducted to compare the three interface strategies under investi-
gation, including the experimental procedure, the task performed 
by participants, and the assessment and analysis methods utilized. 
Section 5 discusses the results of the evaluation, while Section 6 
provides concluding remarks and future directions of the research.

2. sYsTeM OVerVieW

The system used in this study consists of a humanoid robotic 
platform with two 6 degree-of-freedom (DOF) arms, a table with 
an assortment of blocks of different colors, a computer station for 
video recording and streaming, and a tablet device that is held 
by the user and provides a mixed-reality interface for interacting 
with the robot, as shown in Figure 1. The hardware and software 
architectures employed in this study are adapted from the study 
of Frank et al. (2016), in which the feasibility, precision, and user 
experience associated with mobile mixed-reality interfaces for 
HRI were recently investigated.

2.1. robot
The robotic platform used in this study is a humanoid with two 
6-DOF arms that can manipulate objects on a table. The robot 
is programmed to receive, over Wi-Fi, commands that contain 
desired poses for the robot’s tool to pick up and place objects in 
its workspace. First, an algorithm determines which of the robot’s 
arms to use to pick up and place the object. Then, an inverse 
kinematic model computes the angles required to orient the 
arm’s joints such that its tool is brought to the desired pose. By 
constraining the tool to be oriented downward in a vertical plane, 
the robot’s 6-DOF inverse kinematic model is decoupled into two 
3-DOF solutions known as the inverse position kinematics and 
the inverse orientation kinematics of the arm (Spong et al., 2006). 
The inverse position kinematics give the joint angles necessary to 
position the wrist center of the arm, and the inverse orientation 

kinematics give the joint angles necessary to orient the tool. 
An algorithm plans a path to complete the object manipulation 
task by generating a sequence of intermediate poses for the tool. 
Additional information regarding the robot’s kinematics and 
path planning is provided in the study of Frank et al. (2016). The 
robot also has a stereoscopic vision system that consists of two 
small webcams mounted rigidly to a pan-and-tilt platform. In this 
study, the video captured by this system is utilized for HRI in only 
one of the three interface designs, viz., the one using an egocentric 
perspective.

2.2. Workspace
The robot is surrounded by a symmetrical workspace composed 
of two rectangular sections, one on each side of the robot and one 
semicircular section in front of the robot (Figure 2). Directly in 
front of the robot on the semicircular section are three containers, 
a red, a green, and a blue. On each of the three sections of the 
workspace is a colored square block that must be picked up and 
placed by the robot into the container of corresponding color. On 
the semicircular section is a green block, on the rectangular section 
on the robot’s left side is a red block, and on the rectangular region 
on the robot’s right side is a blue block. Affixed to the surfaces of 
the workspace are twelve visual markers, which are arranged in a 
known pattern at predefined locations (Figure 2). These markers 
are used by the interface to establish a shared reference frame for 
the exchange of spatial information between the operator and the 
robot, as well as for the realistic display of augmented graphics. To 
facilitate the localization of the blocks with respect to this refer-
ence frame, markers are also affixed to each of the blocks. Each of 
the fifteen markers used in this study contains a distinct pattern 
that allows the marker to be uniquely identified. Mounted to the 
ceiling directly above the workspace is a camera, which is used to 
provide an overhead view. The video captured by this camera is 
recorded for all experimental trials performed in the study, but 
is utilized for HRI in only one of the three interface designs, viz., 
the one using an exocentric perspective.
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FigUre 3 | screenshot of the mixed-reality environment with the plot of the robot’s reachable space enabled.
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2.3. computer station and interface 
Device
To record and stream video from the overhead and robot-mounted  
cameras, a computer station is installed beside the robot’s work-
space. The interface device accesses these video streams in two  
of the three designs (i.e., the ones that use the egocentric and exo-
centric perspectives) by connecting to the station with a client–
server architecture. The interface device used in conducting this 
study is an Apple iPad Pro. Released in 2016, this tablet computer 
has a 9.7″ (250 mm) screen with a 2,048 × 1,536 pixel multitouch 
display (264 pixels per inch), a 12-megapixel 4  K resolution  
rear-facing camera, 256 GB of flash memory, a 2.16 GHz dual-
core processor, and 4 GB of RAM. These specifications make the 
iPad Pro, and the generations of mobile devices to come, uniquely 
suited to provide mobile mixed-reality human–robot interfaces. 
This is so because these devices are capable of capturing and pro-
cessing live video sequences, rendering 3D augmented graphics,  
recognizing multitouch gestures, estimating device attitude, and 
communicating over wireless networks, synchronously and in 
real time. Thus, these devices can provide more than intuitive 
user interfaces; running in the background, their mobile applica-
tions have the ability to offload some of the sensing, storage, and 
computation of the system. This ability is exemplified in one of 
the three interface designs explored in this study, viz., the one 
using the rear-facing camera of the tablet to provide a mobile 
perspective for HRI.

3. inTerFaces

To explore mixed-reality as an enabler of HRI and investigate 
ways in which mobile technologies may enhance HRI in shared 

spaces, three mobile interfaces are developed that utilize distinct  
design strategies. In the front end, each interface provides a 
mixed-reality view of the shared space that consists of a live 
video of the space augmented with computer-generated graph-
ics, such as reference planes and axes registered in the view 
and virtual objects linked to corresponding physical objects 
in the space. The principal difference between the three alter-
native interface designs lies in the visual perspective used to 
render the mixed-reality environment. In the first interface, 
the perspective comes from a camera mounted to the robot. 
In the second interface, the perspective comes from a camera 
mounted on the ceiling above the workspace. In the third 
interface, the perspective comes from the rear-facing camera on 
board the interface device. All three interfaces provide the same 
augmented graphics responsible for enhanced visual feedback 
to promote situational awareness and intuitive commanding 
of the robot through touch interactions with the graphics. 
For example, interactive virtual blocks are projected on top of 
actual blocks detected in the video. Through taps, drags, and 
rotations of the user’s fingers on the touchscreen, the virtual 
blocks can be intuitively manipulated to desired poses on the 
screen. A virtual grid is projected onto the surface of the table 
to provide users with a visual aid for precise placement of the 
virtual blocks in the mixed-reality workspace. However, due to 
the limited lengths of the robot’s arms and the constraints on 
their configurations imposed by the grasping approach taken 
by the robot, not all locations in the workspace can be reached. 
To inform themselves of the allowable and prohibited regions 
in the workspace, users can double tap on the screen to toggle 
on and off the display of a semitransparent cross-sectional plot 
of the robot’s reachable space that is projected with the grid 
(see Figure  3). In this plot, red indicates prohibited regions 
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FigUre 4 | coordinate frames used by both the interface and robot to 
communicate spatial information.

FigUre 5 | egocentric views of the workspace as captured from the robot-mounted camera.
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while green indicates allowable regions. Thus, the augmented 
graphics rendered by the interfaces can support human–robot 
collaboration for object manipulation tasks in shared spaces 
by forming mixed-reality graphical environments in which 
the user and robot exchange relevant spatial and task-specific 
information.

In the background of each interface, the mobile application 
must perform several tasks. First, each video frame is processed 
using an adaptive thresholding technique to detect the image 
locations of the centers of the markers affixed to the workspace 
and objects of interest. Since the twelve workspace markers 
are coplanar, if any four or more workspace markers have 
been detected in the video frame then an iterative approach 
is used to estimate the relative pose of the plane of the work-
space through the solution of a perspective n-point problem 
(Oberkampf et al., 1996). To estimate the relative pose of each 
object of interest, the same approach is applied to the solution 
of a perspective 4-point problem for each object marker, where 
the points used are the four corners of the marker. Next, the 
relative poses are transformed so that the poses of all objects 
of interest are represented with respect to the fixed coordinate 
frame established by the workspace markers (see Figure  4). 
These transformations allow both the interface to augment the 
video with virtual elements that enhance the user’s situational 
awareness and provided the pose of the robot is known with 

respect to the workspace frame, the performance of object 
manipulation tasks by the robot using the vision-based meas-
urements obtained by the interface.

To determine which object users would like the robot to 
manipulate and at what pose they would like the robot to place 
the object, the interface first captures touch gestures (taps, drags, 
rotations, and releases) of the users’ fingers on the screen. Then, 
the relative transformation to the workspace frame is used to 
map users’ touch gestures on the screen to locations and orienta-
tions in the plane of the workspace with respect to this reference 
frame. As users interact with the virtual objects on the screen, 
the interface uses the mapped poses to display these objects 
underneath the users’ fingers, creating the sensation that they are 
moving the block along the surface of the table. Once users have 
completed their interactions with the virtual blocks and are sat-
isfied with their interactions, a press of a button communicates 
the associated spatial commands to the robot that enable it to 
manipulate the corresponding physical object to the appropriate 
desired pose. Open source libraries are used to perform these 
tasks, such as the Open Source Computer Vision (OpenCV) 
library to process video frames, Open Source Graphics Library 
for Embedded Systems (OpenGL ES) to render augmented 
graphics, and the CocoaAsyncSocket library to communicate 
with the robot over Wi-Fi using the TCP/IP protocol.

3.1. conventional egocentric interface
With the first interface, users interact with the robot while 
being provided visual feedback from the perspective of one of 
the robot’s cameras, which is mounted on a pan and tilt system. 
The limited field of view of this camera is only capable of cap-
turing one of the three sections of interest in the workspace at 
any given time (see Figure 5). Thus, users are forced to pan and 
tilt the camera between these three sections if objects are to be 
moved from one section of the workspace to another. To give 
users the most natural control of the pan and tilt of the robot’s 
camera system, while reserving touchscreen gestures for inter-
actions with virtual elements in the mixed reality environment, 
the interface uses the device’s accelerometer and gyroscope 
to estimate the device’s attitude. These estimates, which are 
obtained at a rate of 30 Hz, are represented as Euler angles with 
respect to a fixed reference frame whose Z axis is vertical along 
the downward-facing gravity vector and whose X axis points 
along the centroidal axis in the longitudinal direction of the 
tablet from when the interaction was initiated. Readings from 
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FigUre 7 | exocentric view of the workspace as captured from an overhead camera.

FigUre 6 | rotations considered between coordinate frames in 
estimating the roll and yaw of the device.
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the magnetometer are used to correct the direction of the X axis 
to maintain long-term accuracy. Figure 6 shows the yaw rota-
tion θ that transforms the XYZ frame to an intermediate frame 
x′y′z′ and the roll rotation ϕ that transforms the intermediate 
frame x′y′z′ to the frame xyz attached to the device. Since the 
yaw and roll of the device are directly analogous to the pan 
and tilt, respectively, of the robot’s camera system, a one-to-one 
mapping is used to command the attitude of the robot’s camera 
system from the estimated attitude of the device. However, the 
camera system can pan only 270° and tilt only ±45°. Due to 
these limitations in the mobility of robot’s camera system and 
the limited field of view of its cameras, there are locations in the 

workspace that are unobservable using this interface (i.e., close 
to the robot as well as behind the robot).

3.2. conventional exocentric interface
To improve upon the limitations encountered with the first 
interface in observing the workspace, a second interface provides 
users with an expanded and more natural view from a camera 
mounted to the ceiling above the workspace (see Figure 7). Since 
the camera is fixed, no device motion is captured by the interface. 
Users simply interact with the mixed-reality environment gener-
ated from an overhead perspective of the workspace. However, 
there remain locations in the workspace that cannot be observed 
from the perspective presented by this interface (i.e., underneath 
the robot’s arms). Due to the inability to adjust the perspective 
provided by this interface, users still cannot interact with objects 
everywhere in the robot’s reachable space without the installation 
of additional cameras.

3.3. Proposed Mobile Mixed-reality 
interface
With the third interface, users hold the tablet such that its rear-
facing camera is pointed at the robot and its workspace from an 
arbitrary perspective. In this interface design, the tablet’s camera 
captures the video used to render the mixed-reality environment 
on the screen for interacting with the robot (see Figure 8). The 
mobility afforded with this interface approach offers a few distinct 
advantages over the other two approaches, particularly the ability 
to access every location in the robot’s reachable space without 
the need for installed sensing or computation beyond the mobile 
device. These features allow for more seamless and economic 
implementation of instrumented human–robot interactions in a 
wider range of applications.
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FigUre 8 | Mobile view of the workspace as captured from the tablet’s rear-facing camera.
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4. eValUaTiOn

To assess the user experience and performance in interacting 
with the humanoid robot using the developed interfaces, an 
experimental study was conducted with participants, who 
were each asked to command the robot to complete an object 
manipulation task using one of the interfaces. The objective of 
the task was to pick up each of the three blocks in the workspace 
and to place it in the container of matching color in as little 
time as possible. See http://engineering.nyu.edu/mechatronics/
videos/mmrmanipulation.html for a video illustrating user 
interaction for task completion with each of the three interfaces. 
The interface assignment for each participant was generated 
randomly to prevent any potentially biased data. The proposed 
mobile mixed-reality interface has a distinct advantage over 
the other two interfaces since, if one of the blocks were placed 
directly underneath either of the robot’s arms, that block will be 
out of the field of vision of both the egocentric and exocentric 
interfaces. This would cause participants to lose visible and 
interactive access to the block from either of these interfaces. This 
advantage of the mobile mixed-reality interface exists in general 
when only a single camera is mounted to either the environment 
or the robot, since the robot and obstacles in the environment 
will always occlude a portion of the workspace. Thus, to level the 
playing field and ensure consistent and unbiased experimental 
data, the three blocks started in locations that were visible with 
each of the three interfaces.

First, each participant completed a preliminary assessment, 
which was used to gage the participant’s familiarity with mobile 
devices, AR, and robots. Then, participants were given a one-
minute introduction to the task to be performed and the interface 
to be used to perform the task. Participants were instructed about 

the objective of the task, i.e., to place each block in the container 
of the same color. Participants using the mobile interface were 
instructed to keep as many workspace markers on the screen as 
possible to achieve the most accurate performance. Each partici-
pant was given only one chance to place each block.

Prior to performing the task, with the containers removed 
from the workspace, each participant was given one pretrial to 
practice commanding the robot to pick up and place the green 
block to an arbitrary pose in the workspace. For half of the par-
ticipants (10 in each group of 20 participants), the augmented 
plot of the robot’s reachable space was enabled, and for the other 
half the plot was disabled. Due to the lengths and configurations 
of the robot’s arms, and the grasping approach implemented in 
the study, approximately 80.1% of the workspace is unreachable, 
18.7% can be reached by one of the robot’s arms, and 1.2% can 
be reached by both arms. Thus, the pretrials were conducted to 
evaluate the extent to which the augmented plot improves par-
ticipants’ situational awareness such that they can successfully 
complete an object manipulation to a reachable location in the 
workspace.

As participants performed the task, they stood facing the robot 
from across the semicircular section of the workspace. With the 
third interface, participants were encouraged to move around 
as needed to see blocks that might be hidden behind the robot. 
To assess the participants’ performance of the task using each of 
the interfaces, the time elapsed and the success of each trial were 
manually recorded by the evaluator observing the trial. Since 
participants were asked to pick up and place three blocks, their 
success was graded as the percentage (from 0 to 100%) of these 
six operations that they completed successfully.

After participants performed the task, they were asked to 
respond to an evaluation that assessed their experiences in two 
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Table 1 | The performance of participants in the pretrial, with and 
without access to the augmented plot.

With ar plot Without ar plot Total

Passed pretrial 26 10 36
Failed pretrial 4 20 24
Total 30 30 60

FigUre 9 | The average levels of familiarity with various emerging 
technologies reported by participants.
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parts. In the first part of the evaluation, the participants were 
asked to indicate their level of agreement with nine positive 
and negative statements on a 5-point scale. In the second part 
of the evaluation, the NASA Task Load indeX (NASA-TLX) was 
used to assess the workload associated with using each interface  
(Hart, 2006). This index, which is calculated on a 0–100 scale, 
indicates the overall demand of the task on the participant and is 
composed of six categories: mental workload, physical workload, 
temporal workload, performance, effort, and frustration. To 
obtain the NASA-TLX, participants complete a workload evalu-
ation sheet in which, for each of the six categories, they mark an 
“X” on the 0–100 scale that is separated into 20 equally spaced 
segments of five points. In the Raw TLX (RTLX) variation of the 
assessment, the ratings reported for each category are uniformly 
weighed and used to calculate an average overall workload for the 
task. To aid them in carefully responding to the workload evalua-
tion, participants were provided with a guide that described each 
of the categories in detail. Finally, at the end of the evaluation, 
participants were provided a blank sheet of paper where they were 
encouraged to leave comments and feedback about their experi-
ence while performing the task.

5. eValUaTiOn resUlTs anD 
DiscUssiOn

To evaluate aspects of the performance and user experience 
associated with interacting with the humanoid robot using 
each of the three user interfaces, the study was conducted with 
60 undergraduate engineering student participants. All 60 par-
ticipants owned a smartphone and 61.7% owned a tablet. Since 
participants were students in engineering, roughly half (50.6%) 
had interacted with, worked on, or built a robot before, while the 
rest (49.6%) had neither seen nor interacted with a robot up close 
prior to their participation in the study. Due to recent releases 
of popular games and utilities with augmented reality, 38.1% 
of the participants reported having at least one recent mobile 
augmented reality experience. Figure 9 summarizes participants’ 
self-reported levels of familiarity with each of the emerging 
technologies relevant to the study.

5.1. Performance
As participants interacted with the robot using each of the inter-
faces, their performance of the task was evaluated by recording 
the number of successful pickups and placements of each block 
on the table and the amount of time taken to complete the task.

5.1.1. Success Rate
Of the 60 participants in the study, 60% performed the pretrial 
successfully. Of these 36 participants, 72.2% had the augmented 
plot of the robot’s reachable space enabled. Of the 24 that failed 
the pretrial, 83.3% did not have the augmented plot enabled. 
Table  1 shows the number of participants who had the aug-
mented plot enabled and passed the pretrial, those who had 
the augmented plot enabled but failed the pretrial, those who 
did not have the plot enabled but passed the pretrial, and those 
who did not have the plot enabled and failed the pretrial. The 

majority of participants who were provided the augmented plot 
succeeded in accomplishing the test (86.67%) and those who were 
not provided the augmented plot failed in accomplishing the test 
(66.67%). To determine whether access to the augmented plot 
had a significant effect on participants’ success in the pretrial, 
the N-1 Two-Proportion Test proposed by Campbell (2007) was 
used and resulted in rejection of the null hypothesis that par-
ticipants perform equally well with and without the augmented 
plot (z = 4.181, p < 0.0001). These results indicate the significant 
benefit that the augmented plot has in raising participants’ aware-
ness of the robot’s spatial limitations. Note that, although usability 
issues prevented a small group of participants from passing the 
pretrials with the augmented plot enabled, 33.33% of the partici-
pants were able to accomplish the pretrial successfully without 
access to the plot. Since 18.7% of the workspace is reachable, the 
participants without the augmented plot who guessed a reachable 
location is nearly double of the amount that would be expected 
as a chance occurrence. This is due to several participants’ prefer-
ences to command the blocks to locations directly in front of the 
robot, where most of the reachable space is concentrated. Note 
that no statistically significant differences were found between the 
mean performances of the pretrial achieved with each interface.

Overall, participants performed the object manipulation task 
very well with each of the interfaces. Of each group of 20 par-
ticipants, 16, 18, and 17 participants succeeded in picking and 
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FigUre 10 | rates of successful pick and place operations accomplished using each interface.

FigUre 11 | average amount of time spent performing the object 
manipulation task with each interface.
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placing at least 2 of the 3 blocks using the egocentric, exocentric, 
and mobile mixed-reality interfaces, respectively. Participants 
performed an average of 86.7%, 84.2%, and 91.7% of their 
interactions successfully with the red, green, and blue blocks, 
respectively. Figure 10 shows the average percentage of success-
ful pick and place operations performed by participants using 
each interface, both for each of the blocks and overall during a 
trial. Although Figure  10 shows that, on average, participants 
were more successful with the green block and performed better 
using exocentric interface than the other two, no statistically 
significant differences were found, neither between interactions 
with the different blocks nor between the different interfaces. In 
other words, participants perform the task just as well with the 
mobile mixed-reality interface (which communicates directly 
with the robot without the need for robot-mounted or environ-
mentally mounted sensors) as with the egocentric or exocentric 
interfaces (which require cameras and their associated process-
ing to be installed in the environment or onto the robot).

5.1.2. Time
Although participants completed the task at the same rate using 
each of the interfaces, the amount of time taken to complete the 
task differed depending on which interface was used. Figure 11 
presents the sample medians of the times elapsed while perform-
ing the task with each of the interfaces (169, 132.5, and 139 s with 
the egocentric, exocentric, and mobile mixed-reality interfaces, 
respectively), along with their 95% confidence intervals, calcu-
lated according to Sauro and Lewis (2012). With each interface, 
the same amount of the trial time is spent waiting for the robot 
to complete its operations on the blocks. Thus, differences in 
total trial times are largely due to differences in interaction time 
of the participants, which can arise from variations between 
participants or between the efforts required to perform the task 

using different interfaces. The results of independent two-tailed 
t-tests indicate no statistically significant differences between 
the egocentric and mobile interfaces or between the exocentric 
and mobile interfaces. However, a statistically significant differ-
ence is found between the egocentric and exocentric interfaces 
(t(38) = 7.0636, p = 2.0174 × 10−8 < 0.05). This difference in time 
can be explained by the distinct amounts of mental and physical 
efforts demanded by each interface. Specifically, participants 
using the exocentric interface do not have to change the visual 
perspective provided by the interface. Thus, participants only 
need to become comfortable with the visual perspective once 
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and can spend most of the interaction time manipulating the 
augmented graphics. Meanwhile, using the egocentric interface 
required participants to physically turn their bodies to adjust 
the perspective of the robot-mounted camera. Use of the mobile 
interface requires participants to physically move around the 
environment to adjust the interface’s visual perspective. However, 
since participants with mobile interface choose very different 
vantage points from which to observe the workspace and take 
largely varying amounts of time to get settled at these vantage 
points, there is much larger variation in the time they take to 
complete the task than participants with the other two interfaces. 
In fact, the standard deviation of the times taken with the mobile 
interface (42.1 s) is more than twice the amount with the egocen-
tric interface (16.8 s) and with the exocentric interface (19.9 s). 
Thus, to calculate the degrees of freedom for the t-tests involv-
ing the mobile interface, the Welch–Satterthwaite procedure is 
used to account for these large differences in variances (Sauro 
and Lewis, 2012). Although the egocentric interface required 
less physical motion than the mobile interface, it will be shown 
that participants found the egocentric perspective unnatural and 
uncomfortable. Thus, participants using the egocentric interface 
may have spent a large amount of interaction time readjusting to 
changes in visual perspective.

5.2. User experience
In addition to the performance achieved, participants’ percep-
tions of their experience form a fundamental part of evaluating 
the mixed-reality interfaces. The user experience associated with 
each interface was assessed using three mechanisms: a usability 
questionnaire, a NASA RTLX self-assessment, and by reviewing 
participant comments and feedback.

5.2.1. Usability Questionnaire Results
To assess aspects of participants’ user experience, a questionnaire 
inspired by the Post-Study System Usability Questionnaire (Lewis, 
2002) was designed and administered to participants. This ques-
tionnaire asked participants to indicate their level of agreement 

with the following nine positive and negative statements on a 
5-point scale (1: strong disagreement and 5: strong agreement).

 a. It was difficult to interact with the virtual elements on the 
screen.

 b. The virtual graphics on the screen were useful visual aids.
 c. Overall, the application made it easy and fun to interact with 

the robot.
 d. I required assistance to interact with the robot.
 e. It took a long time for me to become comfortable using the 

application.
 f. It was easy to place and orient blocks on the table using this 

application.
 g. Overall, I felt that I was able to use the application to accurately 

communicate my intentions to the robot.
 h. Overall, I would recommend this application to people who 

work with robots at home or work.
 i. I would like to see more applications like this for people who 

may one day have robots at home or work.

Figure  12 shows the participant responses for each state-
ment in the questionnaire. These responses look promising, 
indicating relatively low amounts of perceived difficulty 
and relatively moderate to high amounts of satisfaction and 
perceived performance with the interfaces. By conducting 
independent two-tailed t-tests on the response data, no statisti-
cally significant differences were found between the responses 
given by participants using the exocentric interface and those 
using the mobile interface. However, several statistically sig-
nificant differences were found between the responses given 
by participants using the egocentric interface and those using 
the exocentric and mobile interfaces. For example, although 
many participants either disagreed or strongly disagreed that 
any of the interfaces made it difficult to interact with the vir-
tual elements on the screen, participants using the egocentric 
interface found that it was more difficult than those using 
exocentric interface (t(38) = 4.7721, p = 2.6985 × 10−5 < 0.05). 
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Moreover, participants using the egocentric interface found 
that it was not as easy to place and orient blocks on the table as 
those who used either the exocentric interface (t(38) = 3.3040, 
p  =  0.0021  <  0.05) or mobile interface (t(38)  =  2.3576, 
p = 0.0236 < 0.05). Overall, participants using the egocentric 
interface consistently agreed less with the statement that: (1) it 
was easy and fun to interact with the robot than those who used 
the exocentric interface (t(38) = 3.2302, p = 0.0026 < 0.05) or 
mobile interface (t(38) = 2.0353, p = 0.0488 < 0.05) interfaces 
and (2) they were able to use the application to accurately com-
municate their intentions to the robot than those who used the 
exocentric interface (t(38) = 3.7173, p = 6.4693 × 10−4 < 0.05) 
or mobile interface (t(38) = 2.1475, p = 0.0382 < 0.05). These 
differences in perceived difficulty and ability could be due to 
the fact that using the egocentric interface requires participants 
to first turn the device to find the object of interest, tap on the 
object to select it, then turn again to find a view containing the 
goal location for the object and finally tap and drag on the goal 
location, whereas the exocentric interface contains both the 
start and goal locations of each object in the view at all times and 
does not require alternating sequences of device movements and 
touchscreen gestures to interact with the robot. However, since 
the mobile interface sometimes may require some movement to 
achieve a convenient perspective of the workspace, participants 
find its level of difficulty somewhere between that of the two 
conventional interface designs on average.

The difficulty and discomfort associated with needing to move 
the device to find objects and goal locations in the perspective 
of the robot explain why the egocentric interface required more 
time to complete the task than the other two interfaces. This 
argument is supported by the finding that participants using the 
egocentric interface responded that they required more time to 
become comfortable using the interface than participants using 

the exocentric interface (t(38) = 2.2736, p = 0.0287 < 0.05) or 
mobile interface (t(38) = 3.4183, p = 0.0015 < 0.05). Moreover, 
participants using the egocentric interface responded that they 
required more assistance from the laboratory assistant in order 
to the use the interface than participants using the exocentric 
interface (t(38) = 2.1954, p = 0.0343 < 0.05).

5.2.2. Workload
Further insight into the user experience associated with per-
forming the task with each interface is obtained by reviewing 
the responses to the workload evaluation. Using the RTLX 
approach, the ratings reported for each category are used to 
compute the average overall workload index. Figure 13 shows 
the mean values of the workload reported by the participants 
for each category, as well as the mean values of overall work-
load computed from these reported values. These results are 
promising since they show that participants using each interface 
reported a relatively low workload in each of the categories. As 
was the case with the user experience results, no statistically 
significant differences were found between the exocentric 
and mobile interfaces. However, statistically significant dif-
ferences were found between the overall index computed for 
the egocentric interface and both the exocentric interface 
(t(38)  =  3.0592, p  =  0.0041  <  0.05) and the mobile interface 
(t(38) = 2.2041, p = 0.0336 < 0.05). These differences are due to  
several statistically significant differences that were found 
between participants’ perceived mental workload, physical 
workload, and effort with the egocentric interface and the 
workload amounts perceived by participants using the other 
two interfaces. Specifically, participants using the egocentric 
interface reported experiencing both significantly higher men-
tal and physical workload than the participants using either the 
exocentric interface (mental: t(38) = 2.1804, p = 0.0355 < 0.05, 
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physical: t(38) = 5.8473, p = 0.0343 < 0.05) or mobile interface 
(mental: t(38)  =  2.1941, p  =  9.2227  ×  10−7  <  0.05, physical: 
t(38) = 2.3158, p = 0.0261 < 0.05). These results are consistent 
with comments made earlier in the paper regarding the disad-
vantages of using the egocentric perspective. Note that although 
participants using the mobile interface, on average, report 
experiencing more than twice the amount of physical workload 
than those using the exocentric interface, a large variance in the 
physical workload perceived by these participants prevents this 
difference from being statistically significant. This large vari-
ance could be due to the fact that there were several options for 
how participants needed to move to interact with a block that 
was hidden behind the robot, resulting in different amounts of 
movement for different participants. Moreover, varying amounts 
of comfort and engagement with the mobile interface may have 
influenced participants’ perceptions of the physical demands of 
the task. Despite significant differences in recorded trial times, 
significant differences were not found between the temporal 
demand experienced with different interfaces. Furthermore, 
despite significant differences between the level of difficulty 
experienced by participants, significant differences were not 
found in the workload evaluation between the frustration expe-
rienced by participants using different interfaces. However, a 
significant difference was found in the reported effort required 
to accomplish the task between participants using the egocentric 
interface and those using the exocentric interface. These results 
are consistent with the significant differences found in mental 
and physical workload.

5.2.3. Participant Comments
Further insights regarding the differences in user experiences 
and perceived workload between the interfaces can be obtained 
by reviewing the participants’ comments and feedback. Of the 
60 participants in the study, 44 provided descriptive comments 
and suggestions for future improvement to the design of the 
interfaces. Comments included praises, positively biased state-
ments that do not offer recommendations for improvement, 
such as

The interface definitely made it fun and easy to interact 
with the robot.—Participant 22 who used the proposed 
mobile mixed-reality interface.

There were also a few criticisms, characterized as negatively 
biased statements that do not offer recommendations for 
improvement, such as

The video had significant lag.—Participant 52 who used 
the conventional exocentric interface.

However, most participants left useful suggestions for improve-
ment that were neither positively or negatively biased, such as

Perhaps make the augmented grid lines less visible so 
they are more user-friendly.—Participant 18 who used 
the conventional egocentric interface.

Figure 14 presents the percentages of each type of comment 
left by participants using each interface in the study. These results 
show that a majority of the participants were affected enough by 
their participation in the study to leave meaningful comments 
for developers and that a sizable portion of participants were 
satisfied enough to praise their experience in writing. Praises 
were taken as validation of our arguments for integrating mobile 
hardware and software in the development of mixed-reality 
interfaces for interacting with robots, such as the ones proposed 
in this paper. Many of the praises touched on the satisfaction 
associated with being able to successfully control the actions 
of the humanoid robot. Participants were also impressed with 
the ability to naturally interact with the augmented blocks in 
the mixed-reality environment and the intimate connection 
observed between their actions with the augmented blocks and 
the resulting operations performed by the robot on the physical 
blocks. Criticisms served as a reminder that this class of mobile 
mixed-reality human–robot interfaces is still in its infancy, 
and much work remains to be done to improve the visual and 
interactive aspects of the interfaces. These criticisms included the 
observation that a small amount of delay was present in the video 
provided by the egocentric and exocentric interfaces. Moreover, 
although the overhead camera was placed at the minimal dis-
tance needed to capture the entire workspace, participants felt 
the perspective used by the exocentric interface was too far above 
the table, making the blocks appear too small and difficult to 
interact with. Furthermore, several participants who used the 
egocentric interface found it uncomfortable to see themselves 
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performing the task from the perspective of the robot. Criticisms 
of the mobile interface were not related to the perspective pro-
vided by the camera or any video delay, but instead were focused 
on usability issues associated with the visual and interactive 
aspects of the interface. Suggestions included alternative ways 
that the augmented grid and blocks ought to be displayed  
in the environment (e.g., changing the appearance and lowering 
the transparency of the visuals, providing augmented reality 
containers, etc.), as well as alternative ways in which users ought 
to interact with these augmented elements (e.g., allowing virtual 
elements to “snap” to locations in the environment, allowing 
users to perform pinch gestures on the screen to zoom in and 
out on the view, etc.). These suggestions will be considered in 
the development and testing of future prototypes before the next 
user study with the interfaces is conducted.

6. cOnclUsiOn

This paper proposed a novel mobile mixed-reality interface 
approach to interact with robots in shared spaces using the mobile 
devices that users already own and are familiar with. The proposed 
approach appropriately leverages the capabilities of mobile devices to 
render mixed-reality environments from views provided by their 
rear-facing cameras. This allows for the development of interfaces 
with more intuitive visual perspectives, reduced latency, improved 
responsiveness, and expanded perceptual range in comparison  
to implementing conventional egocentric and exocentric inter-
faces on mobile devices.

To evaluate aspects of the performance and user experience 
associated with these interfaces, a user study was conducted in 
which participants interacted with a humanoid robot to perform 
object manipulation on a tabletop. The study revealed the fol-
lowing benefits of the proposed approach. First, by integrating 
touchscreen interaction with augmented graphics, the interfaces 
allowed users to naturally command the robot to manipulate 
physical objects. Second, the interactions enabled by the 
approach were as successful and yielded comparable or better 
user experiences as the conventional interface approaches. Third, 
the mobility associated with the approach provided the sensa-
tion of directly interacting with objects in the robot’s workspace 
through a visually engaging mixed-reality window. Fourth, by 
allowing users to move about while pointing their device from 
different perspectives, the approach resolved usability issues com-
monly exhibited by conventional interfaces, such as the keyhole 
effect and occlusion. The practical significance of the proposed 
approach is evidenced from the following. First, the approach 
provides intuitive and natural interactive mixed-reality interac-
tion with robots without the need for large operator stations or 
sophisticated vision systems mounted in the environment or on 
the robot. Second, the approach can be generalized to disparate 
robots and workspaces, provided that an accurate kinematic 
model of the robot and an accurate geometric model of the visual 
features in the environment are known. Third, the approach 
enables robotic platforms to be operated outside the traditional 
laboratory environment, which may preclude the installation of 
vision sensors. Fourth, the approach can significantly reduce the 
cost and complexity of implementing human–robot interaction 

systems. Finally, the proposed approach can be adapted to a broad 
range of applications, such as assembly, machining, packaging, 
and handling tasks commonly encountered in manufacturing 
and construction.

The following are the specific conditions under which the 
proposed approach works well. First, the approach addresses 
applications in which the user and robot occupy a shared space. 
Second, the approach requires n ≥ 4 visual markers in the work-
space of the robot that are coplanar and detectable by the mobile 
device’s camera from various perspectives. Third, the approach 
is deemed feasible with mobile devices with comparable or 
superior capability to an iPad Pro vis-à-vis its sensing and pro-
cessing capabilities. Despite its benefits, the proposed approach 
is limited as revealed by the aforementioned specific conditions 
for it to function well. For example, instead of being limited to 
shared spaces, conventional approaches can be implemented in 
remote operation scenarios also. However, the list of applications 
in which people interact with robots in shared spaces is steadily 
growing (e.g., in education, medicine, recreation, and domestic 
applications). Next, as the robot and objects in the workspace 
obstruct the view of one or more visual markers from the mobile 
device camera, additional visual markers must be introduced 
into the workspace (e.g., twelve visual markers were affixed to the 
tabletop in this study). Thus, to relieve constraints on the robot’s 
workspace, future work will explore alternative methods of plane 
estimation by exploiting (i) the visual features on the robot rather 
than the workspace, (ii) the concept of vanishing points, and  
(iii) the inertial measurement unit of mobile devices. Finally, the 
proposed approach has only been tested with the robot perform-
ing relatively simple pick-and-place tasks on rigid blocks that 
have simple shapes and are affixed with visual markers. However, 
a variety of vision techniques exist for detecting and estimating 
the pose of objects without the use of visual markers. In an effort 
to generalize the proposed approach to practical applications of 
robotic manipulation, future efforts will integrate these tech-
niques to the treatment of irregular-shaped or deformable objects. 
Furthermore, complex tasks with obstacles will be addressed by 
the fusion of sensor data captured by the mobile device and by  
the robot to construct a map of the robot’s configuration space to 
be used for path planning.
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