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Neuromuscular electrical stimulation (NMES) is a promising technique to artificially activate muscles as a means to potentially restore the capability to perform functional tasks in persons with neurological disorders. A pervasive problem with NMES is that overstimulation of the muscle (among other factors) leads to rapid muscle fatigue, which limits the use of clinical and commercial NMES systems. The objective of this article is to develop an NMES controller that incorporates the effects of muscle fatigue during NMES-induced non-isometric contraction of the human quadriceps femoris muscle. Our previous work that used the RISE class of non-linear controllers cannot accommodate fatigue and muscle activation dynamics. A totally new control design approach and associated stability proof is required to derive a new class of NMES control design that accounts for muscle fatigue dynamics and a first-order activation dynamics, in addition to the second-order musculoskeletal dynamics. Motivated from a control method for robotic systems in a strict-feedback form, a backstepping based-non-linear NMES controller was designed to accommodate for the additional muscle activation dynamics. Further, experimentally identified estimates of the fatigue and activation dynamics were incorporated in the control design. The developed controller uses a neural network-based estimate of the musculoskeletal dynamics and error due to fatigue estimation. A globally uniformly ultimately bounded stability is proven the new controller that accounts for an uncertain non-linear muscle model and bounded non-linear disturbances (e.g., spasticity and changing load dynamics). The developed controller was validated through experiments on the left and right legs of 3 able-bodied subjects and was compared with a proportional-derivative (PD) controller and a PD augmented with a neural network. The statistical analysis showed improved control performance compared with the PD controller.
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1. INTRODUCTION

Neuromuscular electrical stimulation (NMES) is a promising technique that produces a muscle contraction through the application of an external electrical current. It has the potential to restore functional tasks in persons with upper motor neuron lesions. Numerous technical challenges such as non-linearity associated with muscle force generation, uncertainties in muscle physiology (e.g., calcium dynamics, pH, and muscle architecture), muscle fatigue, and time delays hinder an effective application of NMES to produce a desired muscle contraction.

In light of these challenges, researchers have explored several control strategies to develop effective NMES controllers; e.g., linear PID-based pure feedback methods (cf., Abbas and Chizeck, 1991; Lan et al., 1991a,b; Lynch and Popovic, 2012; Klauer et al., 2014; and the references therein), neural network (NN) based controllers (cf., Tong and Granat, 1999; Kordylewski and Graupe, 2001; Sepulveda, 2003; Zhang and Zhu, 2004; Giuffrida and Crago, 2005; Wang et al., 2013; and the references therein), and combined feedback and feedforward methods (Chang et al., 1997; Ferrarin et al., 2001; Chen et al., 2005; Ajoudani and Erfanian, 2009; Freeman et al., 2009; Freeman, 2014). Recently, Lyapunov-based techniques were utilized in Schauer et al. (2005), Sharma et al. (2009b, 2011, 2012), and Downey et al. (2015) to design NMES controllers and prove asymptotic stability for an uncertain non-linear muscle model. While efforts, such as Sharma et al. (2009b, 2011, 2012), Wang et al. (2013), and Cheng et al. (2016), provide an inroad to the development of analytical NMES controllers for the non-linear muscle, these results do not account for muscle fatigue, which is a primary factor to consider to yield some functional results in many rehabilitation applications.

Heuristically, muscle fatigue is a decrease in the muscle force output for a given input and is a complex, multifactorial phenomenon (Levy et al., 1990; Russ et al., 2002). Some of the factors associated with the onset of fatigue are failure of excitation of motor neurons, impairment of action potential propagation in the muscle membrane and conductivity of sarcoplasmic reticulum due to Ca2+ ion concentration, and the change in concentration of catabolites and metabolites (Asmussen, 1979). Factors such as the stimulation method, muscle fiber composition, state of training of the muscle, and the duration and task to be performed have been noticed to affect fatigue during NMES. Given the impact of fatigue during NMES, researchers have proposed different stimulation strategies (Binder-Macleod et al., 2002; Maladen et al., 2007; Downey et al., 2011, 2015) to delay the onset of fatigue such as choosing different stimulation patterns and parameters, improving fatigue resistance through muscle retraining, sequential stimulation, and size order recruitment.

Controllers can be designed with some feedforward knowledge to approximate the fatigue onset or employ some assumed mathematical model of the fatigue in the control design. Researchers in Giat et al. (1993), Riener et al. (1996), Riener and Fuhr (1998), and Ding et al. (2002a,b) developed various mathematical models for fatigue. In Giat et al. (1993), a musculotendon model for a quadriceps muscle undergoing isometric contractions during NMES was proposed. The model incorporated fatigue based on the intracellular pH level where fatigue parameters for a typical subject were found through metabolic information, experimentation, and curve fitting. A more general mathematical model for dynamic fatigue defined as a function of the Ca2+ dynamics was proposed in Riener et al. (1996) and Riener and Fuhr (1998). Fatigue was introduced in the musculoskeletal dynamics as a fitness variable that varies as electrically stimulated muscles fatigue or recover. The fatigue time parameters were estimated from stimulation experiments. Models in Ding et al. (2002a,b) predict force due to the effect of stimulation patterns and resting times with changing physiological conditions, where model parameterization required investigating experimental forces generated from a standardized stimulation protocol.

Although the aforementioned mathematical models for fatigue prediction are available, few researchers have utilized such models for closed-loop NMES control. Results in Riener and Fuhr (1998) and Jezernik et al. (2004) use the fatigue model proposed in Riener et al. (1996) and Riener and Fuhr (1998) for NMES controllers, where patient specific parameters (e.g., fatigue time constants) are assumed to be known, along with exact model knowledge of the calcium dynamics. The difficulty involved in the control design using calcium dynamics, or intracellular pH level, is that these states cannot be measured for real-time control. An ad hoc method to obtain states such as the calcium dynamics or pH level for real-time would be to estimate states from a first or second-order differential equation that acts as a phenomenological fatigue model (cf., Giat et al., 1993; Riener and Fuhr, 1998; Jezernik et al., 2004), where the parameters in the equations are estimated from experimentation or are based on data from past studies.

The focus of this article is to address muscle fatigue by incorporating an uncertain fatigue model (i.e., the model developed in Riener et al. (1996)) in the NMES controller. Unlike our previous NMES controllers (Sharma et al., 2009b, 2011, 2012; Wang et al., 2013; Downey et al., 2015), the controller presented here models the presence of muscle fatigue and compensates for the diminishing control effectiveness caused by NMES-induced muscle fatigue. Our previous work used the RISE-type controllers. The stability and control design approach used for these type of controllers are incompatible when fatigue and muscle activation dynamics are incorporated. The continuous NN-based controller is proven (through a Lyapunov-based stability analysis) to yield a globally uniformly ultimately bounded stability result despite the uncertain non-linear muscle model and the presence of additive bounded disturbances (e.g., muscle spasticity, changing loads in functional tasks, and delays). This article extends the preliminary results presented in Sharma et al. (2009a), Sharma (2010), and Kirsch (2016) through experimental validation of the new controller. In Sharma et al. (2009a) and Sharma (2010), how this controller might be implemented was left unclear because the developed controller requires muscle activation variable that cannot be directly measured. In this article, a procedure for determining the parameters of muscle activation and fatigue dynamics are presented accompanied with the experimental validation of the developed controller.

2. MUSCLE ACTIVATION AND LIMB MODEL

The following model development represents the musculoskeletal dynamics during NMES applied to a person’s quadriceps muscle. The total musculoskeletal knee-joint model can be categorized into body segmental dynamics and muscle activation and contraction dynamics. The muscle activation and contraction dynamics model the force generation in the muscle, while the body segmental dynamics considers the active moment and passive joint moments acting on the knee. This is illustrated in Figure 1.
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FIGURE 1 | Electrical stimulation of the quadriceps causes the muscle to contract and shorten. This creates a torque at the knee joint, causing a knee extension motion.



2.1. Contraction and Activation Dynamics

The torque produced about the knee is generated through muscle forces that are elicited by NMES. The active moment generating force at the knee joint is the is related to the muscle force as

[image: image1]

where ς ∈ [image: image1] denotes a positive moment arm that changes with the extension and flexion of the leg and a(q(t)) ∈ [image: image1] is defined as the pennation angle between the tendon and the direction of the muscle fibers. The pennation angle increases as the muscle shortens and varies between the different muscle types, but ranges from approximately 0–30°(Winter, 2009). As given in Riener and Fuhr (1998), the moment arm can be defined as

[image: image1]

where c1, c2 ∈ [image: image1]+ are positive constants. The moment arm is considered as a continuously differentiable, positive, and bounded function with a bounded first time derivative. The muscle force F ∈ [image: image1] in equation (1) is defined as (Riener and Fuhr, 1998)

[image: image1]

where Fm ∈ [image: image1] is the constant maximum isometric force generated by the muscle. The uncertain non-linear functions η1: [image: image1] → [image: image1] in equation (2) is the force–length relationship, defined as (Hatze, 1977)

[image: image1]

where b ∈ [image: image1] is a constant that denotes the unknown shape factor, l ∈ [image: image1] denotes the length of the muscle, [image: image1] denotes the optimal muscle length (i.e., η1 is greatest for [image: image1]). In equation (2), η2: [image: image1] → [image: image1] is the force–velocity relationship, defined as (Happee, 1994)

[image: image1]

where [image: image1] is an unknown non-negative normalized velocity with respect to the maximal contraction velocity of the muscle, and d1, d2, d3, d4 ∈ [image: image1]+ are unknown, positive constants.

The force–length function, η1 in equation (3), is a Gaussian function. Therefore, for all real values of l the force–length function can be bounded by a constant, which we will define to be εη1. This lower bound is practical in the sense that muscles are capable of generating a contractile force for any real muscle length. Similarly, the force–velocity function η2 in equation (4) is lower bounded by a constant εη2. The lower bound on the force–velocity relationship is practical in the sense that η → 0 as the muscle shortening velocity (a concentric contraction) nears infinity.

The definitions in equation (3) are not directly used in the control development. Instead, the structure of the relationships in equation (3) is used to conclude that η1 and η2 are continuously differentiable, non-zero, positive, and bounded functions.

The muscle force in equation (2) is coupled to the stimulation control input v ∈ [image: image1] through an intermediate normalized muscle activation variable x ∈ [image: image1]. The muscle activation variable is governed by the following differential equation (Zajac, 1989)

[image: image1]

where w ∈ [image: image1] is the constant, unknown natural frequency of the calcium dynamics. The function sat[v] ∈ [image: image1] (i.e., recruitment curve) is denoted by a piecewise linear function as (Schauer et al., 2005)

[image: image1]

where vmin ∈ [image: image1] is the minimum stimulation required to generate noticeable movement or force production in a muscle and vmax ∈ [image: image1] is the stimulation input to the muscle at which no considerable increase in force or movement is observed. Based on equations (5) and (6), a linear differential inequality can be developed to show that x ∈ [0, 1]. Muscle fatigue is included in equation (2) through the invertible, positive, bounded fatigue term φ ∈ [image: image1] that is generated from the first-order differential equation as (Riener et al., 1996)

[image: image1]

where φmin ∈ [0, 1] is the unknown minimum fatigue constant of the muscle and Tf, Tr ∈ [image: image1]+ are unknown time constants for fatigue and recovery in the muscle, respectively. Because x ∈ [0, 1] it can be shown that φ ∈ [φmin, 1], where φ = 1 when the muscle is fully rested, and φ = φmin when the muscle is fully fatigued. For x = 0, equation (7) can be reduced to [image: image1], which has the solution φ(t) = 1 + (φr0 − 1)e−t∕Tr that converges to 1 as t → ∞. For x = 1, equation (7) can be reduced to [image: image1], which has the solution [image: image1] that converges to φmin as t → ∞. Since x ∈ [0, 1] and because equation (7) is a first-order differential equation, the solutions of φ at the bounds of x results in φ being bounded as φ ∈ [φmin, 1].

2.2. Body Segmental Dynamics (Knee Dynamics)

The total knee-joint dynamics in the sagittal plane can be modeled as (Schauer et al., 2005)

[image: image1]

In equation (8), J ∈ [image: image1]+ denotes the inertia of the combined shank and foot, Me ∈ [image: image1] denotes the elastic effects due to joint stiffness, Mg ∈ [image: image1] denotes the gravitational component, Mv ∈ [image: image1] denotes the viscous effects due to damping in the musculotendon complex (Ferrarin and Pedotti, 2000), τd ∈ [image: image1] is an unknown bounded exogenous disturbance that represents an unmodeled reflex activation of the muscle (e.g., muscle spasticity) and other unknown unmodeled phenomena (e.g., changing loads), and τ ∈ [image: image1] denotes the torque produced at the knee joint due to NMES. In the subsequent development, the unknown disturbance τd is assumed to be bounded, which is reasonable for typical disturbances such as muscle spasticity and load changes during functional tasks. The definitions of Me, Mg, and Mv are given in our previous work (Sharma et al., 2009a,b, 2011, 2012).

3. CONTROL DEVELOPMENT

The objective is to develop an NMES controller to produce a knee torque trajectory that will enable a person’s shank to track a desired trajectory, denoted by qd ∈ [image: image1], despite uncertain fatigue effects and coupled muscle force and calcium dynamics. A Lyapunov redesign approach is used, where the control development and stability analysis are performed at the same time, to design control and update laws. Without loss of generality, the developed controller is applicable to different stimulation protocols (i.e., voltage, frequency, or pulse width modulation). To quantify the objective, a position tracking error, denoted by e ∈ [image: image1], is defined as

[image: image1]

where qd is designed such that [image: image1], where [image: image1] denotes the ith derivative for i = 0, 1, 2, 3, 4. To facilitate the subsequent analysis, a filtered tracking error, denoted by r ∈ [image: image1], is defined as

[image: image1]

where α ∈ [image: image1] denotes a positive constant.

3.1. Open-Loop Error System

The open-loop tracking error system is developed by taking the time derivative of equation (10), multiplying the resulting expression by J, and then utilizing the expressions in equations (1), (2), (8), and (9) to yield
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where the auxiliary term ρ ∈ [image: image1] is defined as

[image: image1]

After multiplying equation (11) by ρ−1, the following expression is obtained:

[image: image1]

where Jp, τdp, Lρ ∈ [image: image1] are defined as

[image: image1]

Property 1: Based on the assumptions and properties in Section 2, ρ is continuously differentiable, positive, and bounded. The first time derivatives of ρ and [image: image1] exist and are bounded. The inertia function Jp is positive definite and can be upper and lower bounded as

[image: image1]

where a1, a2 ∈ [image: image1]+ are some known positive constants. Based on the boundedness of ρ, [image: image1], and [image: image1]

[image: image1]

where ξj, ξτ ∈ [image: image1]+ are some known positive constants.

Based on equation (7) a positive estimate [image: image1] is generated as

[image: image1]

where [image: image1] denote constant, estimates of the time constants Tf and Tr, respectively. [image: image1] is a non-zero known positive constant that is an estimate of φmin, and [image: image1] is the estimated normalized muscle activation variable which is generated based on equation (5) as

[image: image1]

where [image: image1] denotes the constant best-guess estimate of w, the unknown natural frequency of the calcium dynamics. The estimated function [image: image1] is upper bounded by a positive constant [image: image1]. Specifically, [image: image1] can be determined as

[image: image1]

The differential equation (15) ensures that [image: image1] remains strictly positive. Based on equations (6) and (16), a linear differential inequality can be developed to show that [image: image1].

In the next step, the open-loop error dynamics in equation (12) is algebraically manipulated to separate a term that will be estimated by the NN, and also to obtain functions that represent errors due to estimated fatigue and muscle activation variables. Thus, the open-loop error dynamics can be expressed as

[image: image1]

where the auxiliary function S ∈ [image: image1] that will be estimated by the NN is defined as

[image: image1]

and the error functions φe, [image: image1], [image: image1] are defined as

[image: image1]

Since φ is a bounded function, the error function φe can be upper bounded as

[image: image1]

where ξφ ∈ [image: image1] is some known positive constant. The auxiliary function S can be represented by a three-layer NN as

[image: image1]

where y ∈ [image: image1]7 is defined as

[image: image1]

[image: image1] and [image: image1] are bounded constant ideal weight matrices for the first-to-second and second-to-third layers, respectively, where N1 is the number of neurons in the input layer, N2 is the number of neurons in the hidden layer, and n is the number of neurons in the output layer. The sigmoid activation function in equation (21) is denoted by [image: image1], and [image: image1] ∈ [image: image1]n is the functional reconstruction error, which can be upper bounded by a constant as

[image: image1]

The additional term “1” in the input vector y and activation term σ enables the activation function thresholds to be included as the first columns of the weight matrices (Lewis et al., 2002). Thus, any tuning of W and U also includes tuning the thresholds.

3.2. Closed-Loop Error System

Since a direct control input does not appear in the open-loop system in equation (17), a backstepping-based approach is used to inject a virtual control input xd ∈ [image: image1] (i.e., desired muscle activation) as

[image: image1]

Based on equation (24), the virtual control input is designed as a three-layer NN feedforward term plus a feedback term as

[image: image1]

where [image: image1] and [image: image1] are positive constant gains. The feedforward NN component in equation (25), denoted by [image: image1] is generated as

[image: image1]

where [image: image1] and [image: image1] are estimates of the ideal weight matrices. Estimates for the NN weights in equation (26) are generated online using a projection algorithm (Krstic et al., 1995) as

[image: image1]

where [image: image1] and [image: image1] are constant, positive definite, symmetric gain matrices. The closed-loop tracking error system can be developed by substituting equation (25) into equation (24) as

[image: image1]

where [image: image1] is defined as

[image: image1]

and ex ∈ [image: image1] is the backstepping error defined as

[image: image1]

After writing the definitions of S and [image: image1] in terms of ideal and estimated NN weights, the closed-loop system can be expressed as

[image: image1]

where [image: image1] is defined as [image: image1], the notations [image: image1] and [image: image1], [image: image1], for a given y is defined as [image: image1]. The Taylor series expansion for σ(UTy), (Lewis et al., 2002) for a given y, is [image: image1], where [image: image1] and [image: image1] can be used to write [image: image1] as [image: image1], where [image: image1]. Using this expression, equation (30) can be rewritten as

[image: image1]

where the unmeasurable auxiliary term N ∈ [image: image1] is introduced to facilitate subsequent stability analysis and is defined as

[image: image1]

where [image: image1] is defined as [image: image1]. Based on equations (14), (20), (23), and (27), the fact that x, [image: image1], and the assumption that desired trajectories are bounded, the following inequality can be developed (Lewis, 1996):

[image: image1]

where ζi ∈ [image: image1]+ for (i = 1,2) are known positive constants, and z ∈ [image: image1]2 is defined as

[image: image1]

3.3. Backstepping Error System

To facilitate the subsequent stability analysis, the time derivative of the backstepping error (equation (29)) can be determined by using equation (16) as

[image: image1]

Due to the input saturation function in this system, which is expressed in equation (6), we want v ∈ [vmin, vmax]. Based on equations (6) and (33), the stimulation control input is designed as

[image: image1]

where Δv = vmax − vmin and [image: image1]1; k ∈ [image: image1]+ denotes a positive constant adjustable control gain. For [image: image1], (i.e., when [image: image1]), equation (33) becomes

[image: image1]

Note that equation (35) is valid only for the case where the control signal in equation (34) is not saturated (i.e., [image: image1]). In other words, equation (35) is valid for

[image: image1]

The controller given in equation (34) is the actual stimulation input to the muscle. The variables vmax and vmin are saturation and threshold stimulation inputs, respectively and can be selected appropriately, depending on the type of modulation employed. For example, the controller can be implemented as a voltage modulation or current modulation or pulsewidth modulation controller. Mainly a PD + NN signal (with fatigue compensation) is used as a virtual control input and due to the use of backstepping approach, the actual controller uses the time derivative of the virtual control input, in addition to other signals such as [image: image1], [image: image1], r, and ex. A block diagram describing the controller is shown in Figure 2.


[image: image1]

FIGURE 2 | A block diagram describing the control implementation.



4. STABILITY ANALYSIS

Theorem 1. The controller given in equations (25) and (34) ensures that all system signals are bounded under closed-loop operation and that the position tracking error is uniformly ultimately bounded in the sense that

[image: image1]

provided that the bound in equation (36) is satisfied (i.e., the input is not saturated), and the control gains α (introduced in equation (10)) and [image: image1] (subsequently introduced) are selected according to the following sufficient condition:

[image: image1]

where [image: image1]0, [image: image1]1, [image: image1]2 ∈ [image: image1]+ denote positive constants, and ζ2 is a known positive constant introduced in equation (32). Proof : See Appendix.

5. PARAMETER ESTIMATION

The controller given in equation (34) is a robust and adaptive controller; i.e., many of the aforementioned model parameters in Section 2 are not required to be known for the control implementation. The controller, however, uses estimates of the muscle activation dynamics in equation (5), the muscle recruitment threshold and saturation in equation (6), and the fatigue variable in equation (7). These are estimates of the following parameters: threshold (vmin), saturation (vmax), natural frequency of the calcium dynamics (w), muscle fatigue state (φ), and the muscle activation (x). This section describes the procedures that were used to estimate these parameters. The parameter estimation was performed on the right and left legs of three able-bodied subjects.2 The results of the parameter estimation for Subject 1 are presented in this section to demonstrate the procedure and accuracy of the parameter estimation. The parameters estimated for all participants can be found in the following section. During the parameter estimation procedures the participants were asked to relax and avoid any voluntary contractions that might influence the results during electrical stimulation.

All of the procedures discussed in this section were performed in a leg extension machine fitted with a load cell that held the leg in an isometric configuration at approximately 90° of knee flexion, as shown in Figure 3. The isometric joint torque was computed from the force measured by the load cell (Omega Engineering Inc., USA) and the moment arm of the leg extension machine. Isometric tests were used because it can be shown that in an isometric contraction the joint torque normalized by the maximum torque that can be produced at that joint angle is equal to the product of the muscle activation and the fatigue state (i.e., for isometric contraction η2 = 1 and [image: image1] from equation (2)). The quadriceps muscles were stimulated using an FNS-16 Multi-Channel Stimulator (CWE Inc., USA), which is current amplitude controlled with a resolution of 0.1 mA and maximum current amplitude of 100 mA. The FNS-16 was modified from the standard model to increase the amplitude range from 20 to 100 mA, as NMES of human quadriceps muscles typically require current amplitudes in the range of 20–100 mA to achieve a significant muscle contraction. A current amplitude controlled 35 Hz pulse train with a pulse width of 400 μs was used. The stimulation train was delivered to the quadriceps muscles through 2.75" × 5" self-adhesive NMES stimulating electrodes (Dura-Stick plus). The muscle activation and fatigue parameters estimated in this section are dependent on the stimulation parameters used during identification. Therefore, it is important to note that the stimulation parameters (frequency and pulse width) used during the parameter estimation procedures are same as the stimulation parameters during the controller validation experiments. It is also important to note that the parameters can change with placement of the electrodes. To address this issue the electrode placement procedures in (https://www.axelgaard.com/Education) were used, and the electrode placements were noted for each subject to facilitate consistency between all procedures.


[image: image1]

FIGURE 3 | Test setup for estimating fatigue and activation dynamics. The isometric joint torque, produced by stimulation of the quadriceps muscles, was measured by keeping the arm of the leg extension machine fixed and holding the subject’s leg in place with a load cell. The test setup was also used to validate the developed controller for NMES knee extension tracking experiments. A rotary encoder was used to measure the knee-joint angle. The depicted individual provided written and informed consent for the publication of this image.



Pulse trains of increasing current amplitude were used to determine the saturation and threshold current amplitudes. The threshold current amplitude is the amplitude that produces the first noticeable isometric joint torque, and the saturation current amplitude is the minimum amplitude that produces no further significant increase in joint torque. One-second long stimulation pulse trains were used to minimize muscle fatigue that may occur during the procedure. From the results shown in Figure 4A, the threshold amplitude was determined to be 33 mA. The increase in the isometric torque was found to be an insignificant (much less than 1 Nm) at stimulation amplitudes beyond 77 mA. Therefore, the saturation current amplitude was chosen as 77 mA.


[image: image1]

FIGURE 4 | (A) The threshold and saturation current amplitudes were determined from this plot. The threshold amplitude was determined to be 33 mA, and the saturation amplitude was determined to be 77 mA. (B) This plot shows the measured muscle activation and the best fit first-order response for a unit step input, which has an RMS error of 0.045. The first-order response has a time constant of 0.16 s, which corresponds to a calcium dynamics natural frequency of 12.5 HZ.



To generate an estimate of the muscle activation (Ca2+) dynamics in equation (16), its natural frequency was estimated. The muscle activation dynamics were modeled as a first-order system with sat[v] as the input and 2/w as the time constant (see equation (16)). Therefore, the estimated natural frequency, [image: image1], can be determined by solving for the time constant of a first-order system that best matched the response of the muscle activation. Assuming that muscle fatigue does not occur (φ = 1) the normalized load cell data can be used as a measurement of muscle activation (i.e., [image: image1]). The unit step response of muscle activation dynamics were tested by stimulating the subject at the saturation level (sat[v] = 1) and using the load cell data, normalized by the maximum isometric force measured at that position (Fmη1), as a measurement of muscle activation. This procedure was conducted 3 min after the previous procedure to ensure that the subject was not fatigued. This procedure was only conducted once, since further trials would induce fatigue. Any induced muscle fatigue would cause the isometric contraction to not reach a normalized activation of one, which would affect the parameter estimation. An optimization method was then used to solve for the first-order system with a time constant that best matches the response measured by the load cell. MATLAB’s fmincon function (MathWorks, Boston, MA, USA), using an interior-point algorithm, was used to perform the optimizations to estimate the muscle activation time constant for each of the participants. The normalized load cell measurement and the first-order response that best fits the measured data are shown in Figure 4B. A first-order system with a time constant of 0.16 s, which corresponds to [image: image1], was found to best fit the measured data with a root mean square (RMS) error of 0.045.

To generate an estimate of the fatigue state, an estimated model of the fatigue dynamics, described in equation (15), was used; i.e., the parameters Tf, Tr, and φmin were estimated using a procedure similar to Riener et al. (1996). This procedure was conducted on a separate day from the previous procedures (muscle activation estimation) to ensure that the muscle was fully rested. First, the muscle was potentiated using 10, 1-s long pulse trains with 10 s between the trains. The current stimulation amplitude was set at the saturation level. This was done to warm up the quadriceps muscles to electrical stimulation, and the duration of the potentiation was short enough to prevent the muscles from fatiguing. After the potentiation sequence, a constant stimulation at the saturation amplitude was used for 3 min. This fatigues the quadriceps muscles, approximately to its minimum level, φmin. Immediately after the fatiguing protocol, 1-s long pulse trains of stimulation were used every 10 s to see the rate at which the joint torque magnitude recovered. The measured load cell data during the potentiation, fatigue, and recovery processes can be seen in Figure 5. The steady decrease in the measured joint torque during the fatigue process and the steady increase in the joint torque produced during the recovery process illustrate that fatigue and recovery are occurring as expected. These measurements were then used to estimate the parameters of muscle fatigue dynamics in equation (15).


[image: image1]

FIGURE 5 | Results of the experiments to determine the parameters of the muscle fatigue parameters. These three plots show the torque measured during the potentiation, fatigue, and recovery segments of the procedure.



It was assumed that the muscle was fully rested at the beginning of the fatigue process. Therefore, the initial condition of the fatigue state was assumed as [image: image1]. Also, because the participant was being stimulated at the saturation amplitude for the duration of the fatigue procedure, the muscle activation variable was assumed to be 1 throughout the fatigue process (this is because the duration of the procedure is significantly longer than the muscle activation time constant that was previously determined). This approximation is necessary, as it allows us to measure the rate at which the muscle recovers without unnecessarily fatiguing the muscle. This procedure is identical to the potentiation procedure, where it can be observed that no noticeable muscle fatigue occurs. Using these assumptions the equation of the muscle fatigue dynamics (see equation (15)) can be reduced to [image: image1] whose solution, given the previously stated initial condition, is [image: image1]. A least-squares non-linear curve fitting algorithm was then used to solve for the parameters [image: image1] and [image: image1] that best fit the time response of the fatigue state to the normalized load cell measurement from the fatigue process. The normalized load cell data and the plot of the fatigue state that best fits the measured data are shown in Figure 6A. The resulting fit has an RMS error of 0.0373, and the parameters that were determined from this fit are [image: image1] and [image: image1].
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FIGURE 6 | (A) The fatigue time constant and minimum fatigue states were determined by fitting the solution of the differential equation of the fatigue state to the normalized load cell data. From this fit, which has an RMS error of 0.0373, the fatigue time constant and minimum fatigue state were determined to be [image: image1] and [image: image1], respectively. (B) The recovery time constant can be determined by fitting the solution of the differential equation of the fatigue state during recovery to the normalized load cell data. From this fit, which has an RMS error of 0.0031, the recovery time constant was determined to be [image: image1].



During the recovery procedure, it was assumed that the pulses of stimulation were sufficiently short such that the muscle activation variable was essentially zero throughout the duration of the procedure. Therefore, the equation of the muscle fatigue dynamics can be reduced to [image: image1], whose solution is [image: image1], where [image: image1] is the initial condition that was measured from the first isometric contraction during the recovery procedure. The normalized load cell data and the plot of the fatigue state that best fits the measured data are shown in Figure 6B. The resulting fit has an RMS error of 0.0031, and the recovery time constant determined from the fit is [image: image1]. The estimated parameters of all of the participants are given in Table 1.

TABLE 1 | Values of the estimated parameters and control gains used in the experiments for the right leg (RL) and left leg (LL) of each subject.

[image: image1]

6. EXPERIMENTAL RESULTS

The controller developed in equation (34) was validated through three sets of experiments on the right and left leg of three able-bodied subjects. The participants were seated in the leg extension machine, which is fitted with a CALT GHH100 rotary encoder (Shanghai Qiyi Electrical & Mechanical Equipment Co. Ltd.) to measure the knee angle, and were asked to remain completely relaxed and to avoid any volitional contractions that might influence the control. The first two sets of experiments used a desired sinusoidal trajectory with a minimum of 0° and a maximum of 45° and a period of 2 s. The third set of experiments tested the controllers’ ability to perform on a larger bandwidth of desired trajectories, 1-s time period and 4-s time period. The maximum amplitude of the 1-s time-period trajectory was reduced to 35°. The controller modulated the current amplitude while the pulse train’s frequency was fixed at 35 Hz with a pulse width of 400 μs. The 35 Hz pulse wave was used because it is within the optimal range for stimulating the muscle. It yields reduced fatigue in comparison to a higher frequency and produces a smoother motion compared with a lower frequency that tends to produce rippled knee motion (Riener et al., 1996). A pulse width can be chosen between the range of 100–500 μs. In this range, human skeletal muscle response to changes in stimulation amplitude (force–amplitude relationship) is highly predictable and thus was deemed appropriate for use in the current study. Because the new controller is a proportional-derivative (PD) type controller, tracking experiments using a PD controller were also conducted in the first two sets of experiments so that the performance of the new controller could be compared with a similar linear controller. In the third set of experiments, the controller was compared with a PD type controller augmented with a feedforward NN (Wang et al., 2013). The estimated control parameters and control gains for the fatigue compensation controller and the control gains for the PD controller from the first two sets of experiments are shown in Table 1, where Kp and Kd are the proportional and derivative gains of the PD controller, respectively. The control gains of the fatigue compensation controller (i.e., α, ks, and k) were introduced in equations (10), (25), and (34). The minimum muscle fatigue parameter, [image: image1], for the right leg of Subject 3, which is approximately zero, indicates that when their quadriceps muscles are fully fatigued the stimulation will produce approximately no muscle force. The PD and FC controller gains given in Table 1 were determined experimentally using approximately 5–6 s long trials (per leg and per subject) before the 30 and 120 s long experiments. As no systematic tuning approach exists for the newly developed FC controller, the control gains were tuned through trial and error with the guidance of the knowledge of how each term in the controller affects the dynamics of the controlled system. Short duration trials were used to minimize the amount of muscle fatigue induced during tuning, and each subject was given 5 min after the tuning procedure to allow the participant to recover from any induced muscle fatigue before conducting the main experiments.

In the first set of experiments, after tuning the controller parameters, five 30-s long tracking experiment trials were performed on each leg of each participant for the FC and PD controllers. The root mean square (RMS) errors were computed for each trial, and then averaged over the five trials. The averaged RMS errors for the full duration of the experiments (0–30 s), the steady-state RMS (SSRMS) errors (ignores the first two periods of the desired trajectory), and the RMS of the current amplitude of the stimulation are shown in Table 2. Representative trials of the results of the fatigue compensation (FC) controller and the PD controller are shown in Figure 7. A Shapiro–Wilk test was used to determine if the RMS and SSRMS data were normal data sets. From the results of the Shapiro–Wilk test, it was concluded that the RMS and SSRMS PD controller data sets are not normal distributions. Therefore, a two-tailed Wilcoxon signed rank test with a 95% confidence level was used to determine if there was a difference between the FC and PD data sets. From the results of the Wilcoxon signed rank test,3 it was concluded that the FC and PD controllers are statistically different. Therefore, since the FC controller has a lower mean RMS and SSRMS error and because the data sets are significantly different it can be concluded that the FC controller yielded significantly better performance.

TABLE 2 | Root mean square errors (RMS) for the full 30-s long trajectory tracking experiments and steady-state (4–30 s) RMS (SSRMS) errors averaged over five trials for the right leg (RL) and left leg (LL) of each subject for both the fatigue compensation (FC) and PD controllers.
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FIGURE 7 | The trials that resulted in the lowest steady-state RMS errors for the fatigue compensation and PD controllers are shown in panels (A,B), respectively. The trial for the fatigue compensation controller was taken from one of Subject 1’s trials, which had a steady-state RMS error of 2.44°. The trial for the PD controller was taken from one of Subject 2’s trials, which had a steady-state RMS error of 4.23°.



In the second set of experiments, to determine how well the newly developed controller performed over long duration, where muscle fatigue should have a greater effect on performance, 2-min long tracking experiments were performed for one trial on each leg of each subject. A desired sinusoidal trajectory with a minimum of 0° and a maximum of 45° and a period of 2 s was used for the 2 min trials. Representative trials of the 2-min long experiments using the FC controller and the PD controller are shown in Figure 8, and the RMS errors computed from these trials are shown in Table 3. The RMS data sets were found to be not normally distributed, so a Wilcoxon signed rank test was used to conclude that there was a statistically significant difference between the FC and PD RMS data sets.4 Therefore, since the mean RMS error of the FC trials is lower than the mean RMS error of the PD trials it can be concluded that the FC controller also yielded significantly better performance over 2-min long trials.
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FIGURE 8 | The 2-min long trials that resulted in the lowest RMS errors for the FC and PD controllers are shown in panels (A,B), respectively. Both trials were taken from the results of Subject 1’s left leg. The results of the FC controller in panel (A) had an RMS error of 3.24°, and the results of the PD controller in panel (B) had an RMS error of 6.96°.



TABLE 3 | RMS errors for 2-min long trials with PD and FC controllers for the right leg (RL) and left leg (LL) of each subject.

[image: image1]

The estimated muscle fatigue state, obtained from the estimated models of muscle fatigue (see equation (15)), from the 2-min long trials are plotted in Figure 9 to illustrate the effect that each controller has on the estimate of muscle fatigue. Although the FC controller performed significantly better than the PD controller, it can be observed from Figure 9 that there is little difference in the muscle fatigue induced by both controllers. This was not the case for all subjects though as can be seen in Table 4, which shows the estimate of the fatigue states at the end of the 2-min long tracking trials. The fatigue state estimates were found to be not normally distributed, so a Wilcoxon signed rank test was used to conclude that there was no statistically significant difference between the two data sets.5 Therefore, because there is no statistical difference in the terminal fatigue estimate data it can be concluded that the FC controller does not cause any significant increase or decrease in muscle fatigue. Nevertheless, these values may not correlate with the actual fatigue and there is a caveat in making the conclusion that the two controllers might cause the same muscle fatigue. The main point is that the estimate show both controllers may be comparable in terms of inducing fatigue based on the estimated dynamics of fatigue. The estimated fatigue is an approximate quantifier of what is the capability of each controller in inducing fatigue, which based on Figure 9 and Table 4 comes out to be same.
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FIGURE 9 | Estimate of the fatigue state, obtained from the estimated model of muscle fatigue, from the 2-min trials of Subject 1 for the FC and PD controllers.



TABLE 4 | The estimate of the fatigue states at the end of the 2-min long tracking trials for the right leg (RL) and left leg (LL) of each subject.

[image: image1]

In the third set of experiments, to demonstrate the controllers’ ability to track trajectories with different frequencies, five 30 s trials were conducted on both legs of subject 2 for two more trajectories. The first trajectory, which is comparable with normal gait speeds, is twice as fast with a time period of 1 s and maximum amplitude of 35°. The second trajectory is half as slow with a time period of 4 s and maximum amplitude of 45°. In addition, to compare the FC controller to a similar class of adaptive controllers, a PD control with a feedforward NN was also tested in this set of experiments. The averaged RMS errors for the full duration of the experiments (0–30 s), the steady-state RMS (SSRMS) errors (ignores the first two periods of the desired trajectory), and the RMS of the current amplitude of the stimulation are shown in Table 5. Representative trials of the results of the fatigue compensation (FC) controller and the PD controller are shown in Figure 10. The subjects that were recruited for the previous set of experiments were unavailable for testing and more experiments were not performed for this set. Because this set of experiment was performed on only one subject, statistical tests are not included.

TABLE 5 | Root mean square errors (RMS) for the full 30-s long trajectory tracking of 1 and 4 s time-period sinusoidal experiments and steady-state (2–30 and 8–30) RMS (SSRMS) errors averaged over five trials for the right leg (RL) and left leg (LL) of each subject for both the fatigue compensation (FC) and PD + NN controllers.
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FIGURE 10 | The trials that resulted in the lowest steady-state RMS errors for the (A) fatigue compensation and (B) PD + NN controllers for the (left) 1 s time-period trajectory and (right) 4 s time-period trajectory.



7. DISCUSSION

Compared with our previous work, this work is a different control design because an integrator backstepping approach was employed to design an NMES controller that accounts for muscle fatigue and activation dynamics. The associated stability analysis is also different from the stability analyses of the RISE controllers (i.e., a different Lyapunov function is used). In our previous work with the RISE and RISE + NN controllers, the design approach only considered the second-order musculoskeletal dynamics. To account for muscle fatigue, an additional muscle activation dynamics needs to be added. This increases the order of the system from second order to third order. Our previous controllers RISE and RISE + NN are not designed for a third order system and their associated stability analyses for the 3rd order system may not be feasible. The ability of this controller to compensate for the effects of NMES-induced muscle fatigue is the main novelty of this developed controller, as no previously developed NMES controllers compensate for muscle fatigue. The control system presented in this article was originally developed in Sharma et al. (2009a). However, the previous work did not present a method for the implementation of this controller or any experimental results. This article concludes the work by presenting how the controller may be implemented through using estimated muscle parameters, procedures for estimating the required parameters, and experimental results that show the controller to have a statistically significant improvement over a PD controller. Also, given the developed control strategy and stability analysis, if a different first-order fatigue model (e.g., an EMG-based fatigue model) is available, it can be incorporated into the control design, which can provide a more accurate and real-time compensation of muscle fatigue.

To approximate the unknown model parameters, an NN-based feedforward approach was used. The NN design is based on an online update law and does not require a priori weight training. The estimates of the three-layer NN are updated by the laws given in equation (27). These laws allow the NN weights to be updated in real time, which are designed by using the Lyapunov control redesign process. According to Weierstrass–Stone theorem a three-layer NN can be used to approximate any continuous function up to a residual threshold, and hence, motivates the choice of a three-layer network. In three-layer NN, by increasing the number of hidden layer neurons (L), the approximation error can be reduced arbitrarily small, and the weights can be adjusted based on the adaptation law. For a two layer NN the basis function (hidden layer with activation functions) has to be selected carefully for practical implementations. This is not a problem with a three-layer NN because the input layer can be tuned to find an appropriate basis function. Moreover, the approximation error for a two layer NN is bounded from below on the order of [image: image1], which implies that if the input dimension (n) is large, increasing L has no effect on reducing the approximation error (Lewis et al., 2002).

The work of Wang et al. (2013) presents the control development of an adaptive inverse optimal NMES controller. This work may seem similar to Wang et al.’s work as both papers used PD and neural network components; however, there are three major differences. First, the controller developed in Wang et al. is an optimal controller whose control objective is to minimize a user-specific cost functional, while the controller developed in this article is strictly error-based feedback control. Second, the controller developed in Wang et al. does not account for muscle fatigue, where as the controller developed in this paper models and compensates for the effects of muscle fatigue. Third, the control design approach and stability analyses of both papers are different because in Wang et al. an inverse optimal control approach was used to derive a PD + NN controller but in this current work a backstepping approach is used to derive a controller that uses PD + NN controller as a virtual control input (due to feedback type 3rd order dynamics), which leads to a controller that uses time derivatives of PD + NN controller.

The 30-s long and 2-min long trials illustrated that the developed controller performs significantly better than a PD controller. For the 30 s trials, the mean steady-state RMS errors for the PD controller and the FC controller were 6.73° and 3.93°, respectively. For the 2-min long trials the FC controller was shown to have a mean RMS error of 3.78°, while the PD controller was shown to have a mean RMS error of 9.04°. The 30-s long and 2-min long trials illustrated that the developed controller performs significantly better than a PD controller. For the 30 s trials, the mean steady-state RMS errors for the PD controller and the FC controller were 6.73° and 3.93°, respectively. For the 2-min long trials the FC controller was shown to have a mean RMS error of 3.78°, while the PD controller was shown to have a mean RMS error of 9.04°. The first two sets of experiments illustrated that the developed controller performs significantly better than a PD controller. For the first set of experiments, the mean steady-state RMS errors for the PD controller and the FC controller were 6.73° and 3.93°, respectively. For the second set of experiments, the FC controller was shown to have a mean RMS error of 3.78°, while the PD controller was shown to have a mean RMS error of 9.04°. A Wilcoxon signed rank test was used to show that the differences in performance were significant. The significant decrease in the performance of the PD controller for the 2-min long trials, compared with the 30-s long trials, indicated that the muscle fatigue does in fact cause a degradation in the control performance. However, for the newly developed FC controller there was no significant decrease in the performance of the controller for the 2-min long trials compared with the 30-s long trials. Therefore, it can be concluded that the newly developed FC controller is significantly more robust to the effects of muscle fatigue than a PD controller. Also, from the results of the third set of experiments, the FC controller is able to perform for slower and faster trajectories and fairs close to a PD + NN controller, which does not consider activation or fatigue dynamics. However, since only 1 subject was recruited for this set of experiment, the performance of the new controller with PD + NN controller lacks statistical significance. It should also be noted that the poor performance of the PD controller is also a result of its limitations as a linear controller. In other words, not only can the PD controller not compensate for the effects of muscle fatigue but it also cannot compensate for the other non-linearities of the system that are apparent in its dynamics in equation (8). A potential limitation of a PD controller is that high gain feedback is typically required to provide robustness to uncertain dynamics or unmodeled phenomena. High gain feedback can often result in large amplitude or high frequency control effort, which can lead to increased discomfort in people that are sensitive to stimulation intensity or lead to increased fatigue. The control gains can be adjusted to account for the level of noise in the feedback signal (i.e., which could result in high frequency stimulation) versus performance metrics and robustness. While various approaches have been documented for systematically adjusting the control gains for PD-like controllers (Åström et al., 1993; Killingsworth and Krstic, 2006), an empirical approach was used to obtain the results in this article. The results were obtained from the experiments performed on able-bodied subjects and any voluntary contributions from them may create a bias in the results. Therefore, the subjects were instructed to relax and not to interfere with FES and were unaware of the type of desired trajectory used. To completely ensure that the subjects would not interfere with the FES performance, EMG signals may be used to quantify any voluntary effort and thus remove any bias in the results.

Although the estimated muscle fatigue for the demonstrative trials were approximately equal for the two controllers, this was not true for all participants. From the results of the Wilcoxon signed rank test it was concluded that the developed controller does not cause any significant increase or decrease in muscle fatigue. However, it should be noted that this is an estimate of the muscle fatigue state and not the actual muscle fatigue state. Also, the controller is only compensating for the muscle fatigue to maintain the performance of the controller. The improved performance achieved by the FC controller was likely a result of the FC controller having a higher frequency response than the PD controller, as can be observed in Figures 7 and 8.

8. CONCLUSION

In this article, an NMES controller that incorporates the effects of muscle fatigue through an uncertain function of the activation dynamics was developed. The developed controller was shown to yield globally uniformly ultimately bounded tracking, provided that the sufficient conditions are met. The experimental results illustrate the feasibility of the controller to enable the lower leg to track a desired trajectory through stimulation of the quadriceps muscle. The focus of the current work was control development and analysis of the controller that incorporates muscle fatigue dynamics. The next step is to validate the new controller performance in a pathological case; e.g., stimulating muscles atrophied due to SCI. Especially, it will be interesting to see the controller’s performance when muscle is atrophied. The resulting control effectiveness of the muscle could be so low due to atrophy that not enough stimulation can be applied with safe limits to yield output. In other clinical populations, the user may be hyper sensitive to stimulation, limiting the amount that can be applied and also resulting in inefficient amount of stimulation. These issues and other implications from specific clinical populations would need to be considered in a more detailed clinical study, which is beyond the scope of this control development and analysis. The controller also needs to be tested for complex tasks that relate to activities of daily living. Therefore, our future work will focus on implementing the controller on clinical population and testing its performance during tasks such as walking elicited through FES.
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APPENDIX

Let V ∈ [image: image1] denote a continuously differentiable, non-negative, radially unbounded function defined as

[image: image1]

By using equation (13) and typical NN properties (Lewis et al., 2002), V can be upper and lower bounded as

[image: image1]

where λ1,λ2,θ ∈ [image: image1]+ are known positive constants, and X ∈ [image: image1]3 is defined as

[image: image1]

Taking the time derivative of equation (A1), utilizing equations (10) and (31), the definition of ks, and canceling similar terms yields

[image: image1]

Using equations (14), (27), and (32), the expression in equation (A4) can be upper bounded as

[image: image1]

Assuming that equation (36) is satisfied, and substituting equation (35) into equation (A5), results in

[image: image1]

Completing the squares for the bracketed term in equation (A6), and further bounding the expression yields

[image: image1]

The inequality in equation (A2) can be used to rewrite equation (A7) as

[image: image1]

where δ ∈ [image: image1]+ is a positive constant defined as

[image: image1]

and β ∈ [image: image1] is defined as

[image: image1]

The linear differential inequality in equation (A8) can be solved as

[image: image1]

Based on equations (A2) and (A9), it can be derived that

[image: image1]

which can be used, along with equation (A3), to show that the error can be bounded as

[image: image1]

where [image: image1], [image: image1], and [image: image1].

Provided the sufficient condition in equation (38) is satisfied, the expressions in equations (A10) and (A11) indicate that e, r, ex, [image: image1]. Given that e, r, qd, [image: image1], equations (9) and (10) indicate that q, [image: image1]. Since [image: image1], the boundedness of the ideal weights (Lewis et al., 2002) can be used to conclude that [image: image1]. Based on equation (5), it can be shown that [image: image1]. Given that [image: image1], e, r, q, [image: image1], [image: image1], the NN input vector βy ∈ Λ∞ from equation (22). Since ex, [image: image1], equation (29) can be used to show that xd ∈ Λ∞. Given that r, [image: image1], [image: image1], [image: image1], equations (25) and (26) indicate that [image: image1], [image: image1]. Since e, r, [image: image1], [image: image1], [image: image1], [image: image1], equations (31) and (32) indicate that [image: image1]. As r, y, [image: image1], the update laws [image: image1]. Since [image: image1], it can be shown that [image: image1]. Given that the [image: image1], [image: image1], [image: image1], r, [image: image1], it can be shown that [image: image1]. Because [image: image1], it can be concluded that the stimulation control input v is bounded.



1The controller may have a high frequency component due to the use of acceleration signals (xd contains the time derivative of the auxiliary signal, r). To remove the requirement for acceleration, the dynamic surface control (Alibeji et al., 2015) can be explored.

2Before any experimentation, approval from the Institutional Review Board at the University of Pittsburgh was obtained. The consent for the research participants was both informed and written.

3The critical test statistic value for a sample size of 30 and a 95% confidence level is 137, and the test statistic from the results of the Wilcoxon test was determined to be 4. Since the calculated test statistic is less than the critical test statistic it was concluded that the RMS and SSRMS data for the FC and PD controllers are significantly different.

4The critical test statistic value for a sample size of 6 and a 95% confidence level is 0, and the test statistic from the results of the Wilcoxon test was determined to be 0. Since the calculated test statistic is equal to the critical test statistic it was concluded that the RMS and SSRMS data for the FC and PD controllers are significantly different.

5The critical test statistic value for a sample size of 30 and a 95% confidence level is 0, and the test statistic from the results of the Wilcoxon test was determined to be 9. Since the calculated test statistic is greater than the critical test statistic it was concluded that there is no statistical difference between the two data sets.

OPS/images/frobt-04-00068-eq018.jpg
é(ﬁn(.yt w)x+ (1-¢)(1-%), (15)
Tr

1> 3(0) >





OPS/images/frobt-04-00068-eq017.jpg
Jo| <&

|Tap| < &ry

(14)





OPS/images/frobt-04-00068-eq020.jpg
L
7. $min

p=p0)+1+ T

.





OPS/images/frobt-04-00068-eq019.jpg
+ wsat[v],

(16)





OPS/images/frobt-04-00068-eq014.jpg
Jor = Jo(ae+ Gq) + Lp + Tap — X,





OPS/images/frobt-04-00068-eq013.jpg
p = ccos(a)Fmmna.





OPS/images/frobt-04-00068-eq016.jpg
al|YI> <~y < aalyl? VA eR", (13)





OPS/images/frobt-04-00068-eq015.jpg
1>

S I~

£y
Tip =

2

5]

L2

(M. + Mg + M,)

P





OPS/images/frobt-04-00068-eq011.jpg





OPS/images/frobt-04-00068-In_eq036.jpg
W e RW:tDXn





OPS/images/frobt-04-00068-eq010.jpg





OPS/images/frobt-04-00068-In_eq037.jpg





OPS/images/frobt-04-00068-eq012.jpg
Jr=J(ae+q4q) + M + Mg +M, + 75— pyx, (11)





OPS/images/frobt-04-00068-In_eq035.jpg





OPS/images/frobt-04-00068-In_eq040.jpg





OPS/images/frobt-04-00068-In_eq041.jpg





OPS/images/frobt-04-00068-In_eq038.jpg





OPS/images/frobt-04-00068-In_eq039.jpg





OPS/images/frobt-04-00068-In_eq044.jpg
O(UTy)





OPS/images/frobt-04-00068-In_eq042.jpg
a(UTy) = a(Uy) + o' (UTy) Uy + O(UTy)





OPS/images/frobt-04-00068-In_eq043.jpg
o' (U'y) = do(U"y)/d(U"y)|yry—gr,





OPS/images/frobt-04-00068-eq007.jpg
sat]

0
o

V< Vmin
Vimin <V < Viax

V> Vinax,

(6)





OPS/images/frobt-04-00068-eq006.jpg
2x = —wx + wsat|v|,





OPS/images/frobt-04-00068-eq009.jpg
Jg+ M + Mg+ M, + 74






OPS/images/frobt-04-00068-eq008.jpg
= %(«Jmm »O)x+ (1=9)(1 -x), )





OPS/images/frobt-04-00068-eq003.jpg
F£
©F,
‘m117)2X.

(2)





OPS/images/frobt-04-00068-eq005.jpg
s

Larctan(dav + d3) + ds,

(4)





OPS/images/frobt-04-00068-eq004.jpg
m & exp (*(

bl

))

(3)





OPS/images/frobt-04-00068-t005.jpg
FC controller

PD + NN controller (Wang et

2013)

RMS error [°]
SSRMS error [7]
RMS current [mA]
RMS error 7
SSRMS error [7]
RMS current [mA]

1-s Time period
RL

575
5.28
202
7.39
6.56
251

18

3.96
3.77
19.7
5.59
503
230

4-s Time period
RL

3.36
3.7
15.1
574
470
19.4

18

3.89
335
241
4.18
412
234





OPS/images/frobt-04-00068-In_eq047.jpg





OPS/images/frobt-04-00068-t004.jpg
Fatigue state estimate

Subject 1

RL L
FC controller 0617 0.705
PD controller 0.719 0.704
Difference —0.102 0.001

Subject 2 Subject 3 Mean

RL 18 RL L
0.549 0.406 0919 0614 0533
0579 0.408 0.860 0.605 0.646
—0.030 —0.002 0.059 0.009 —0.011

From the resuits of a Wilcoxon signed rank test it was concluded that there is no statistical difference in the fatigue states at the end of the 2-min long trials.

sD

0.171
0.153
0.053





OPS/images/frobt-04-00068-In_eq048.jpg
U € RW+HLXN






OPS/images/frobt-04-00068-eq002.jpg
—crexp(—2g°)sin(g) — ¢,





OPS/images/frobt-04-00068-In_eq045.jpg





OPS/images/frobt-04-00068-eq001.jpg
ccos(a)F,

(1)





OPS/images/frobt-04-00068-In_eq046.jpg
&' Uy + o(U%y)’





OPS/images/frobt-04-00068-In_eq051.jpg
£ = xg+ ¥x + ¢r — ke s ke R?





OPS/images/frobt-04-00068-In_eq052.jpg
vo= Av{(£)7 €} + vinin





OPS/images/frobt-04-00068-In_eq049.jpg





OPS/images/frobt-04-00068-In_eq050.jpg
X

€





OPS/images/frobt-04-00068-In_eq053.jpg
sat[v] = (%) ¢€)





OPS/images/frobt-04-00068-In_eq054.jpg
Vi < AV{(2) €} + Vinin < Vinax)






OPS/images/frobt-04-00068-In_eq018.jpg





OPS/images/frobt-04-00068-In_eq017.jpg





OPS/images/frobt-04-00068-In_eq020.jpg





OPS/images/frobt-04-00068-In_eq019.jpg





OPS/images/frobt-04-00068-In_eq016.jpg





OPS/images/frobt-04-00068-In_eq015.jpg





OPS/images/frobt-04-00068-t001.jpg
Pmin
Vinin [MA]
Vinax [MA]

ks
a
K
Ko

Ky

Subject 1
RL T
125 105
433 266
720 110
0.188 0383
30 23
80 74
0.1 0.1
10 10
625 53
19 18
05 05

Subject 2

RL

6.67
19.7
126
0138
25
70
0.07

333
18
04

L

7.69
200
183
0125
26
70
0.09

3.85
2.05
0.8

Subject 3

L

1053
26.0
124

0.144





OPS/images/frobt-04-00068-g010.jpg
Desired

Measured

esired

<[

2R °%¢e °
Bap] uomisod  [Bep] Jou3
S5 3
8 8
;
q q
z 8 8
8 8
= e
e e
: o o
u m =i e ° mo
_
m%_ UOSOd  [.6a0t 1oy

<_s Woung

8
0
&
©
0 00
wa
lo

<=_H ueuny

15 20
Time [s]

10

15
Time [s]

10

Desired —Measursﬂ

Desired — Measured

]
0
<
o
]
"

e
I

«
== o

[ uoa B:w

25 30
SSRMS error = 4.

20

15

X

@ |

o 0
<
Bop] uonisod

8
&
|
©
°
©
<o

I mcE Jou3

0 5 10 15 20 25 3 0 5 1‘0 15 20 25 3
Time [s] Time [s]

G
&

vuw] jueung





OPS/images/frobt-04-00068-t003.jpg
Subject 1 Subject 2 Subject 3

RL 18 RL L RL

FG controller RMS error [7] 3.26 324 a1 3.92 408
RMS current [mA] 516 37.2 354 401 37.9
PD controller RMS error [°] 7.66 6.96 7.28 77 12.8
RMS current [mA] 37.2 37.9 37.9 03 364

These results were evaluated with a Wilcoxon signed rank test, which concluded that the FC controller performed significantly better.

L

408
37.2

1.9
410

Mean

3.78
399

9.0
386

sD

0418
592

2557
2.06





OPS/images/frobt-04-00068-t002.jpg
Subject 1 Subject 2 Subject 3 Mean sb

RL L RL L RL L
FC controller RMS error [°] 3.72 3.48 433 415 5.00 2.93 3.93 0.721
SSRMS Error [] 343 337 429 405 4.96 285 3.82 0.758
RMS current [mA] 462 443 347 409 348 a7.4 414 6.26
PD controller RMS error [7] 5.40 6.94 8.30 525 885 561 6.73 1.56
SSRMS error [°] 525 6.99 8.49 5.08 8.92 565 6.73 1.68
RMS current [mA] 336 36.2 366 39.3 362 46.2 380 439

These results were evaluated with a Wicoxon signed rank test, which concluded that the FC controller performed significantly better.





OPS/images/frobt-04-00068-In_eq022.jpg





OPS/images/frobt-04-00068-In_eq021.jpg





OPS/images/frobt-04-00068-In_eq095.jpg





OPS/images/frobt-04-00068-g009.jpg
—FC
—PD

120

60 80
Time [s]

40

0
L]
o

) o o
S @ S
S
ajewns3y ajelg anbied

0.75

0.7





OPS/images/frobt-04-00068-In_eq024.jpg
U € RM+1DXN;





OPS/images/frobt-04-00068-g008.jpg
gle [deg.] >
N s O
o3 S 3

S oo

JointError [deg.] Joint Any

Current [mA]
N oA O ®
S 538

gle [deg.] m
Ny
o3 3838

JointError [deg.] joint An
S o3

)

29 @
S & S

urrent [r

C
N
S

Desired ——Measured

i

o

2 20 60 80 100 120

o

2 2 60 80 100 120

o

2 ) 60 80 100 120
Time [s]

Desired ——Measured

o

2 40 60 80 100 120

o

2 20 60 80 100 120

2 40 60 80 100 120
Time [s]





OPS/images/frobt-04-00068-In_eq023.jpg





OPS/images/frobt-04-00068-In_eq098.jpg





OPS/images/frobt-04-00068-In_eq099.jpg





OPS/images/frobt-04-00068-In_eq096.jpg
W





OPS/images/frobt-04-00068-In_eq097.jpg





OPS/images/frobt-04-00068-In_eq102.jpg





OPS/images/frobt-04-00068-In_eq103.jpg
00





OPS/images/frobt-04-00068-In_eq100.jpg





OPS/images/frobt-04-00068-In_eq101.jpg





OPS/images/frobt-04-00068-In_eq104.jpg





OPS/images/frobt-04-00068-g003.jpg





OPS/images/frobt-04-00068-In_eq007.jpg





OPS/images/frobt-04-00068-g004.jpg
A ——
orq
-—--‘Current]
60
100 1
: £
40%
S s0 3
20
% 20 40 60 80 .
Time [s]
B 1
0.9,

15
Time [s]





OPS/images/frobt-04-00068-In_eq006.jpg
5(t) = Ymin — (Omin — 1)e™ /T





OPS/images/frobt-04-00068-g001.jpg





OPS/images/frobt-04-00068-In_eq009.jpg





OPS/images/frobt-04-00068-g002.jpg
qa

sta

/» Update Law

*a

Desired trajectories
4

Estimated Activation
Dynamics

Recruitment
Curve
Inversion






OPS/images/frobt-04-00068-In_eq008.jpg





OPS/images/frobt-04-00068-g007.jpg
2
-]

=
3
g
®
=3
£

N
8

o

°
@
3
@
N
8
»
b
@
w

3

3

Joint Error [deg.}
°

°
@
3
@
N
S
»
b
@
w

irrent [mA]
8§ 3 8

\gle [deg)) @
8 3

°

°
o

3

=
»
S
»
2
w
w

3o

Joint Error [deg.] joint Ang
3






OPS/images/frobt-04-00068-g005.jpg
Faligue

[Potentiation

8 8 8 8 ®

[ anbiog

8 8 8 8 ®

[wn] anbioy.

8 8 8 8 ®

[wn] onbioy

180 200 220 240 260 280 3C 300

120 140 160

120

100

Time [s]

Time [s]

Time [s]





OPS/images/frobt-04-00068-In_eq005.jpg





OPS/images/frobt-04-00068-g006.jpg
100 120 140 160






OPS/images/frobt-04-00068-In_eq014.jpg
POmin € R





OPS/images/29_ImageEntity.jpg





OPS/images/frobt-04-00068-In_eq011.jpg





OPS/images/frobt-04-00068-In_eq105.jpg





OPS/images/34_ImageEntity.jpg





OPS/images/frobt-04-00068-In_eq010.jpg





OPS/images/frobt-04-00068-In_eq106.jpg





OPS/images/frobt-04-00068-In_eq013.jpg
T, T, € RT





OPS/images/logo.jpg
Ghesk for

i@





OPS/images/frobt-04-00068-In_eq012.jpg





OPS/images/frobt-04-00068-In_eq109.jpg





OPS/images/frobt-04-00068-In_eq110.jpg
Xi 1 X, ex € Lo





OPS/images/frobt-04-00068-In_eq107.jpg





OPS/images/frobt-04-00068-In_eq108.jpg
WU W, U e Lo





OPS/images/frobt-04-00068-In_eq025.jpg





OPS/images/frobt-04-00068-In_eq026.jpg
o RV2
— RNl





OPS/images/frobt-04-00068-In_eq029.jpg
S(t) € R





OPS/images/frobt-04-00068-In_eq030.jpg





OPS/images/frobt-04-00068-In_eq027.jpg
ke

ks, + ks,





OPS/images/frobt-04-00068-In_eq028.jpg
ki ks, € R™





OPS/images/frobt-04-00068-In_eq033.jpg
[, € RWMN+DX(Ni+1)





OPS/images/frobt-04-00068-In_eq034.jpg
ScR





OPS/images/frobt-04-00068-In_eq031.jpg
W e RNat1)xn





OPS/images/frobt-04-00068-In_eq032.jpg
[, € RWat)x(No+1)





OPS/images/frobt-04-00068-eq054.jpg





OPS/images/frobt-04-00068-eq053.jpg
V< —£v+o‘, (A8)
s





OPS/images/frobt-04-00068-eq056.jpg
£
V< v(o)e’kz'+5% [1 —e

(A9)





OPS/images/frobt-04-00068-eq055.jpg
3 = min|(min(a. ks, ) — (2), k|.





OPS/images/frobt-04-00068-In_eq004.jpg
@ = (1 — )





OPS/images/frobt-04-00068-In_eq003.jpg
!





OPS/images/frobt-04-00068-eq058.jpg
le(t)|| < ege™ ' + €2,

(A11)





OPS/images/frobt-04-00068-eq057.jpg
X1 < 7()\2\\)((0)“2*9)5 R )‘25, (A10)





OPS/images/frobt-04-00068-In_eq002.jpg





OPS/images/frobt-04-00068-In_eq001.jpg
leR





OPS/images/frobt-04-00068-In_eq076.jpg
Lmin





OPS/images/frobt-04-00068-In_eq077.jpg
L
e





OPS/images/frobt-04-00068-In_eq075.jpg
72.0s





OPS/images/frobt-04-00068-In_eq080.jpg





OPS/images/frobt-04-00068-In_eq081.jpg





OPS/images/frobt-04-00068-In_eq078.jpg
€0 = \/)\%(/\z\e(o)Hl +0)





OPS/images/frobt-04-00068-In_eq079.jpg
1

Sha





OPS/images/frobt-04-00068-In_eq084.jpg





OPS/images/frobt-04-00068-In_eq082.jpg





OPS/images/frobt-04-00068-In_eq083.jpg





OPS/images/frobt-04-00068-eq043.jpg
(36)





OPS/images/frobt-04-00068-eq045.jpg
min(a, ks, ) > (G,





OPS/images/frobt-04-00068-eq044.jpg
< epexp(—ert) + €2,





OPS/images/frobt-04-00068-eq051.jpg
V< —ae’ —kyr' — ke
+ Gl I + [ 6 — kar?)]- (46)





OPS/images/frobt-04-00068-eq050.jpg
V< —ae” —kqr* — rpex + exéy (A5)
+Gllzl ]+ [(r G~ k)]





OPS/images/frobt-04-00068-eq052.jpg
s

V< ~[min(aks) = G|l ~ ket + (a7)






OPS/images/frobt-04-00068-eq047.jpg
M| XI5 < V(1) < X X||°+ 0,

(A2)





OPS/images/frobt-04-00068-eq046.jpg
V(& %ez + %Imz + %ei + %n(W"‘r;‘W) (A1)

1 oems
+ E:r(UTr;‘U).





OPS/images/frobt-04-00068-eq049.jpg
V= —ae’ +rN— (ky +k;,)r" — rpec + exéx
+ W+ rWT Oy — (W W)

— @y )+ 2 - g, (A4





OPS/images/frobt-04-00068-eq048.jpg
(A3)





OPS/images/frobt-04-00068-In_eq087.jpg





OPS/images/frobt-04-00068-In_eq088.jpg





OPS/images/frobt-04-00068-In_eq085.jpg





OPS/images/frobt-04-00068-In_eq086.jpg





OPS/images/frobt-04-00068-In_eq091.jpg





OPS/images/frobt-04-00068-In_eq092.jpg





OPS/images/frobt-04-00068-In_eq089.jpg





OPS/images/frobt-04-00068-In_eq090.jpg
Lads





OPS/images/frobt-04-00068-In_eq093.jpg





OPS/images/frobt-04-00068-In_eq094.jpg





OPS/images/frobt-04-00068-eq034.jpg





OPS/images/frobt-04-00068-eq033.jpg





OPS/images/frobt-04-00068-eq040.jpg
ex = ——x+ sat[v )] — g. (33)





OPS/images/frobt-04-00068-eq039.jpg





OPS/images/frobt-04-00068-eq042.jpg
ex = ©or — key.





OPS/images/frobt-04-00068-eq041.jpg
EWN ud ' + 4)
v { ( 2) (} Vinins
(34)





OPS/images/frobt-04-00068-eq036.jpg
. 1 T
Joi = — 36— e+ N+ W'

WS Ty — ke — Ges 31)





OPS/images/frobt-04-00068-eq035.jpg
Joi = %gjp e+ Wo+ Wo+ Wa+tee (30

+ Typ — X — ek — kit — Pex,





OPS/images/frobt-04-00068-eq038.jpg
IN| < G+ G|z,





OPS/images/frobt-04-00068-eq037.jpg
N=wWe'U'y+ woly) +e+ Tip — PX — Pk,





OPS/images/frobt-04-00068-In_eq055.jpg





OPS/images/frobt-04-00068-In_eq058.jpg
F,.1m





OPS/images/frobt-04-00068-eq032.jpg
. 1 = = Py -
Joi = =& — e+ S+ Tup — X — pek — ki — Pex.





OPS/images/frobt-04-00068-In_eq059.jpg





OPS/images/frobt-04-00068-In_eq056.jpg





OPS/images/frobt-04-00068-In_eq057.jpg





OPS/images/frobt-04-00068-In_eq062.jpg





OPS/images/frobt-04-00068-In_eq063.jpg





OPS/images/frobt-04-00068-In_eq060.jpg
Foutls





OPS/images/frobt-04-00068-In_eq061.jpg





OPS/images/frobt-04-00068-In_eq064.jpg
5 (1) = Pmin — (Pmin — 1) T





OPS/images/frobt-04-00068-eq023.jpg
- &),

we(x,%) =

w(x)

— (),

(19)





OPS/images/frobt-04-00068-eq029.jpg
xg = @ (S + ksr),

(25)





OPS/images/cover.jpg
frontiers
in Robotics and Al

A Non-Linear Control Method to

Compensate for Muscle Fatigue

during Neuromuscular Electrical
Stimulation





OPS/images/frobt-04-00068-eq028.jpg
1 S e an sl
Ip‘r:s+mp—E@pe—w—%x—w#rwd—w. (24)





OPS/images/frobt-04-00068-eq031.jpg
W = proj(Thér), U= proj(Tay(6"TWr)"),  (27)





OPS/images/frobt-04-00068-eq030.jpg
(26)





OPS/images/frobt-04-00068-eq025.jpg
(21)





OPS/images/frobt-04-00068-eq024.jpg
el < &y

(20)





OPS/images/frobt-04-00068-eq027.jpg
(23)





OPS/images/frobt-04-00068-eq026.jpg
(22)





OPS/images/frobt-04-00068-In_eq065.jpg





OPS/images/frobt-04-00068-In_eq066.jpg





OPS/images/frobt-04-00068-eq022.jpg
. . —a 1
S = Jp(ia + 0@) + Ly + e — G&+ &, (18)





OPS/images/frobt-04-00068-In_eq069.jpg
4335





OPS/images/frobt-04-00068-eq021.jpg
. - " o 1
Joi =S+ Ty — € — pF — gk — P — 5, (17





OPS/images/frobt-04-00068-In_eq070.jpg
Pmin

0.188





OPS/images/frobt-04-00068-In_eq067.jpg





OPS/images/frobt-04-00068-In_eq068.jpg





OPS/images/frobt-04-00068-In_eq073.jpg
A(t)

1+ (G

—1)e /T





OPS/images/frobt-04-00068-In_eq074.jpg





OPS/images/frobt-04-00068-In_eq071.jpg





OPS/images/frobt-04-00068-In_eq072.jpg





