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It has been proposed that machine learning techniques can benefit from symbolic

representations and reasoning systems. We describe a method in which the two can

be combined in a natural and direct way by use of hyperdimensional vectors and

hyperdimensional computing. By using hashing neural networks to produce binary

vector representations of images, we show how hyperdimensional vectors can be

constructed such that vector-symbolic inference arises naturally out of their output.

We design the Hyperdimensional Inference Layer (HIL) to facilitate this process and

evaluate its performance compared to baseline hashing networks. In addition to

this, we show that separate network outputs can directly be fused at the vector

symbolic level within HILs to improve performance and robustness of the overall

model. Furthermore, to the best of our knowledge, this is the first instance in which

meaningful hyperdimensional representations of images are created on real data, while

still maintaining hyperdimensionality.

Keywords: hyperdimensional computing, semantic vectors, hashing, machine learning, image processing

1. INTRODUCTION

Over the past decade, Machine Learning (ML) has made great strides in its capabilities to the point
that many today cannot imagine solving complex, data-hungry tasks without its use. Indeed, as
learning by example is a very necessary skill for an artificial general intelligence, it seems that ML’s
success bodes its necessity - in some form or other - in future AI systems. At the same time, end-
to-end ML solutions suffer from several disadvantages; results are generally not interpretable or
explainable from a human perspective, new data is difficult to absorb without significant retraining,
and the amount of data/internalized knowledge required to train can be untenable for tasks that are
easy for humans to solve. Symbolic reasoning solutions, on the other hand, can offer a solution to
these problems.

One issue with symbolic reasoning is that symbols preferred by humans may not be easy to
teach an AI to understand in human-like terms. Problems like these have led to the interesting
solution of representing symbolic information as vectors embedded into high dimensional spaces,
such as systems like word2vec (Mikolov et al., 2013) or GloVe (Pennington et al., 2014). These
are often used to inform other symbolic or ML systems to give semantic context to information
represented textually. In some systems, symbolic concepts themselves are represented entirely as
high dimensional vectors that coexist in a common space-these are often referred to as Vector
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Symbolic Architectures (VSA). This notion is of particular
interest, as many ML techniques produce such high
dimensional vectors as a byproduct of their learning process or
their operation.

In this article, we have focused on the notion of combining
ML systems and VSA using high dimensional vectors directly.
Specifically, we focused on the use of hyperdimensional vectors
and Hyperdimensional Computing to achieve this (Kanerva,
2009). The properties of hyperdimensionality give rise to
interesting ways to manipulate symbolic information so long as
that information can be represented with long binary vectors.
Moreover, this combination is achieved naturally, and is highly
modifiable. Hyperdimensional computing can even improve
the results of ML methods. Since hyperdimensional computing
requires a method to convert data into long binary vectors,
we focused mostly on hashing techniques for images, though
the results are applicable for any ML approach that produces
long binary vectors, either by directly producing them or
by a special encoding. This allows a convenient method for
converting images into hyperdimensional representations that
naturally work with symbolic reasoning systems, such as fuzzy
logic systems.

Consider Figure 1, which demonstrates how
hyperdimensional vectors could be used to convert data
driven systems of different modalities to a shared space of
long binary vectors. Once mapped to such a space, where
distance between mappings is meaningful, it is clear that the

FIGURE 1 | Mapping different modalities of information to the same space of long binary vectors allows knowledge of the world to coexist and combine together

symbolically as well. A dog may be seen and heard, recognized by two separate data-driven learning systems. The output of each, representing the presence of a

dog, is mapped to a binary vector representing the current data. The closer this mapping is to a learned representation of all dogs, the more likely it is to be a dog. In

the same space, linguistic knowledge of dogs can also be mapped to symbolic representations. Combining all three modalities by purely hyperdimensional

computations gives a single symbolic representation of everything pertaining to the concept of dogs.

binary space is a purely symbolic representation of both the
input to each data-driven system and their respective output.
Once symbolically represented, operations performed in the
hyperdimensional space can further map vectors to more
complicated representations: in this particular instance, the
symbolic concept of a dog. In a more complicated system, the
entire hyperdimensional space can be overlayed by a knowledge
graph, fuzzy logic system, VSA, or any other symbolic reasoning
system. We largely focused on how to achieve this mapping from
an external learning system to a binary space and, consequently,
how to symbolically “fuse” different modalities together to
get a better symbolic representation of a real-world, data-
driven concept. Our experimental results indicate impressive
improvement in terms of performance, when fusing the outputs
of multiple data-driven models, at little to no computational cost.
The structure of this fusing allows for more models to be added
or removed as desired without requiring expensive computation
or retraining.

The remainder of this article is structured as follows. First, in
section 2, we have provided necessary background information
on hyperdimensional computation. Next, in section 3, we have
discussed related work and results that are pertinent to this
article. Then, in section 4, we have presented the architecture
of a system that could achieve the desired functionality shown
in Figure 1 and shown how it can be trained and used at
testing time. Of particular importance is the notion of the
Hyperdimensional Inference Layer, which can effectively fuse
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symbolic representations in the hyperdimensional space. In
section 5, we have outlined an experiment to test how well
such an architecture would work in practice. Notably, we have
constrained ourselves to using image hashing networks and have
shown that not only can our architecture effectively fuse the
outputs of different networks together in the hyperdimensional
space but also that the mere usage of hyperdimensional vectors
as a memory mechanism can improve performance as well.
Naturally, in section 6, we have shown the results of these
experiments. Finally, in section 7, we have discussed our results
and outlined the pros/cons of using hyperdimensional vectors to
fuse learning systems together at a symbolic level as well as what
future work is necessary.

2. BACKGROUND INFORMATION

We first covered some of the relevant properties of
hyperdimensional vectors for comprehension, as discussed
in Kanerva (2009). Hyperdimensionality arises in binary vectors
of sufficiently long length, usually on the order of 10,000 bits.
Given two random vectors a and b from B

n = {0, 1}n for large
n, their overlap in bits has a high probability of being close to
the expected value of n/2 with a standard deviation of

√
n/4.

Therefore, two randomly selected vectors will overwhelmingly
have a Hamming Distance of n/2; in this case, we can say the
vectors are uncorrelated.

Two vectors a and b can be bound together by using the
exclusive-or (XOR) operation, which we will represent with
∗ symbol:

c = a ∗ b (1)

Trivially, given one of the vectors, say a, we can unbind c to get b:

a ∗ c = a ∗ (a ∗ b) = (a ∗ a) ∗ b = b (2)

Suppose that a and b represent symbolic concepts; binding them
with Equation (1) and unbinding with Equation (2) produces
a new symbolic concept c that is deconstructed to its atomic
symbols. Additionally, it is trivial that the Hamming Distance
between two vectors is preserved when both aremapped by either
another XOR withm or by a common permutation 5 of bits:

|am ∗ bm| = |(a ∗m) ∗ (b ∗m)| = |a ∗ b| (3)

|5a ∗ 5b| = |5(a ∗ b)| = |a ∗ b| (4)

For our purposes, permutation and XOR are used
interchangeably as “multiplication” operations. In order to
create a more sophisticated and structured vector, we required
an “addition” operation. We primarily concerned ourselves with
the “consensus sum,” where each bit of the resultant vector is set
to be the bit value that appears more often in that component
across the terms:

+c ({a1, a2, ..., al}) = a1 +c a...+c al = ac (5)

where for a count z of 0’s across the l terms:

aic =







0 z > l/2
1 z < l/2
random z = l

(6)

However, if permutation is used for multiplication, it is valid
to use XOR for addition. For either ∗ or +c as the + operator,
a sequence of symbolic information A = A1A2...Al can be
represented as

a = 5(...(5(5a1 + a2)+ a3)+ ...)+ al
= 5l−1a1 + 5l−2a2 + ...+ 5al−1 + al

(7)

where ai are vector representations of corresponding Ai and
5 is a permutation that represents the sequence. When using
XOR, subsquences can be removed, replaced, or extended by
constructing them and XOR-ing with a.

Finally, a record r of fields f = [f1, f2,= ..., fl], and their values
v = [v1, v2, ..., vl] can be constructed symbolically by binding
each fi with its corresponding vi using Equation (1) and summing
the result with Equation (5):

r = v · f = v1 ∗ f1 +c ...+c vi ∗ fi +c vl ∗ fl (8)

Given a value vx, a record r can be probed by performing an
XOR and finding the fj with the smallest HammingDistance, thus
checking the existence of a field:

min
j

|(vx ∗ r) ∗ fj| (9)

A similar approach can be done to approximately recover the
value of a field:

min
j

|(fx ∗ r) ∗ vj| (10)

When the bits of a probe do not correlate with a term in r, the
term collapses into a noise vector, whereas the term that does
correlate will produce a signal that approximately undoes the
XOR binding.

3. RELATED WORK

Our work is primarily an extension of HAP (Mitrokhin et al.,
2019) in which drones are trained to predict their egomotion in
3-D space. A neuromorphic camera’s events are converted into a
time image slice of motion, represented as a sparse RGB image,
whose pixel data is symbolically represented with a structured
hyperdimensional vector. Raw RGB values are semantically
embedded into the hyperdimensional space such that each
color component is closer to its nearest values than further
values. Possible velocity values are finely binned and likewise
semantically embedded. A structured record m is constructed to
associate the egomotion in one component velocity to another
record containing all time image slices that fall into the same
velocity bin, with Equation (8), at training time. Egomotion
prediction is achieved purely by these memory units m via
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FIGURE 2 | Hyperdimensional memory mechanism in HAP (Mitrokhin et al., 2019). A memory unit m consists of velocity bins as fields that are bound to another

record of summed vector representations of time image slices from training. An input image is converted to its hyperdimensional vector representation and XOR’d with

m. If it matches approximately with one of the image slice sums, the result contains the matching velocity representation with some noise.

XORing a novel time slice image withm and probing the possible
velocities to find the closest match. Figure 2 demonstrates
this process.

This method works because of the sparseness of pixel data in
time image slices. The collection of time slices that are associated
to a velocity bin average out to be representative of the motion
changes the neuromorphic camera experienced. Surprisingly, this
is sufficient to achieve neural-network-like performance, with a
tiny fraction of memory, training samples, computation power,
and training time of a neural approach. However, it is completely
interpretable, can be trained online. and is effectively a symbolic
reasoning system. Unfortunately, regular image data is too dense
in information for this approach to work as implemented in HAP
(Mitrokhin et al., 2019).

There exist other methods that have used hyperdimensional
techniques to perform recognition (Imani et al., 2017) and
classification (Moon et al., 2013; Rahimi et al., 2016; Imani
et al., 2018; Kleyko et al., 2018). As with HAP (Mitrokhin et al.,
2019), there have been other attempts to perform feature and
decision fusion (Jimenez et al., 1999) or paradigms that can
operate with minuscule amounts of resources (Rahimi et al.,
2017). We differ from these approaches in that we try to
assume as little about the model as possible except that it would
be used in some form of classification for information that
can be represented symbolically and modified with additional
classifiers. Our results are a benchmark to see how much a
hyperdimensional approach could facilitate a direct connection
between ML systems and symbolic reasoning. On the solely
symbolic representation and reasoning side, there exists relevant
work on using cellular automata based hyperdimensional

computing (Yilmaz, 2015). Some formulations based on real-
valued vectors can also exhibit similar properties to long binary
vectors so far as compositionality and decompositionality is
concerned (Summers-Stay et al., 2018).

4. ARCHITECTURE

Extending the model from HAP (Mitrokhin et al., 2019), the
input vector is treated as any output from an ML system and
the output velocity bins are now a symbolic representation of
the output classes of the network. These would then feed in to a
larger VSA system, that could feasibly be composed of other ML
systems. Suppose that we have a pre-trained ML system, such as
a Hashing Network, which can produce binary vectors as output
to represent images.

4.1. Training the Hyperdimensional
Inference Layer
For a classification task, during training time, training images are
hashed into binary vector representations. These are aggregated
with the consensus sum operation in Equation (5) across their
corresponding gold-standard classes, and a random basis vector
meant to symbolically represent the correct class is bound to the
aggregate with Equation (1). The resultant vector now represents
a memory containing all training instances observed but that
are represented symbolically with appropriated hashed binary
vectors that are projected into a hyperdimensional binary space
by randomly permuting and assembling the hash vector. Figure 3
shows this process when training to classify a “dog” in an
image. This dog class is aggregated into a larger vector, once
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FIGURE 3 | The training pipeline for a particular class of “dog.” First, training images are hashed into binary vectors using a pre-trained network. The vectors for each

image are then projected to a hyperdimensional length by randomly repeating the bits consistently. Each vector is aggregated by the consensus sum operation into a

single vector containing all training instances for that class. A symbolic representation of the class, called “Dog” in this example, as another hyperdimensional vector, is

bound to the aggregated vector. This forms the association between representative images and the class itself. Once these inference vectors are computed for each

class, they are aggregated by consensus sum into the Hyperdimensional Inference Layer, which then performs classification at testing time.

again with the consensus sum operation in Equation (5), to
produce a hyperdimensional vector containing similar memory
vectors across the other classes. This is referred to as the
Hyperdimensional Inference Layer (HIL), which then infers the
correct class at testing time for a novel image.

4.2. Testing the Hyperdimensional
Inference Layer
Once training is complete, classification of a novel image is
relatively straightforward. An image is converted to a binary
vector by the pre-trained hashing network. This vector is then
projected into a hyperdimensional vector in the same manner
as during training. Finally, the XOR between this vector and the
HIL is computed. The Hamming Distance between the resultant
vector and each of the class representations is measured. The
class vector with the smallest Hamming Distance is selected as
the correct classification. Figure 4 shows this process in action.

4.3. Consensus With Multiple Models
One advantage of the hyperdimensional architecture for
inference is how it can be easily manipulated. Of particular
interest is when there are multiple models that can produce
features in the form of hyperdimensional vectors for an
input. Suppose we had several models, each with their own
advantages. We can fuse their output together to form a
consensus system that will consider each network’s feature
output before classification. We simply repeat the same method
as we did for our classes but with symbolic identifiers for

which model aggregated which data. Prediction is done as
before, probing each model’s output with XOR and finding the
closest matching network vector. Figure 5 demonstrates how this
pipeline would work.

5. MATERIALS AND METHODS

The methodology, external systems, and datasets used for testing
were as follows.

5.1. Methodology
To test how well hyperdimensional vectors can facilitate the
mapping from the input/output of an ML system to a symbolic
system, we required a model problem where it was possible
to convert an ML result into hyperdimensional vectors. We
studied the typical image classification problem but with hashing
networks, as they directly convert raw images into binary
vectors of variable length, which are used for classification and
ranking based on Hamming Distance. This is simply done for
convenience, as most neural methods do not product binary
vectors of such large length that are also rankable, and we did
not want other methods for embedding real numbered vectors
into binary spaces to affect the results. We utilized theDeepHash1

library, which incorporates recent deep hashing techniques for
image classification and ranking (Cao et al., 2016, 2017, 2018;
Zhu et al., 2016; Liu et al., 2018). Our goal wsa to show that

1Code repository available on GitHub at https://github.com/thulab/DeepHash.
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FIGURE 4 | The pipeline for testing the Hyperdimensional Inference Layer. Images are presented to the hashing network H, which are then hashed into binary vectors.

As during training, these are projected into hyperdimensional vectors. The result is then XOR’d with the HIL. The XOR distributes across the terms in the HIL and

creates noise for terms corresponding to incorrect classes. Only the correct class will deviate from the noise and will be detected as the best matching class by

computing the Hamming Distance between the result of the XOR and every vector representation of the classes; the class with the smallest Hamming Distance is

selected as the correct classification.

FIGURE 5 | Given multiple ML models, the HIL of each can be fused together by repeating the same training procedure. Thus, given an image, each hashing network

converts it to a different binary vector, which is projected into hyperdimensional lengths. These are bound with symbolic vectors identifying each individual hashing

network and aggregated via consensus sum. The result allows us to perform inference across multiple models at testing time.

an added layer of inference to the outputs of these methods
with hyperdimensional computing allows us to convert their
results into common length, hyperdimensional vectors, without
losing performance. In fact, as we have seen, performance can
even increase.

Two separate experiments were performed to evaluate how
well a structure like the one shown in Figure 1 would work in
practice. Again, we limited ourselves to visual learning systems
for simplicity, though there is no reason for such a limitation
in practice.

1. We first tested how well a hyperdimensional representation
of a given hashing network’s output can work with a
HIL. That is, does the inclusion of a HIL (and by
extension, hyperdimensional representations) obfuscate the
classification, thereby worsening performance, or does it
perhaps improve the performance? In theory, the system
should not do worse. However, the nature of HIL’s structure
may enable a better memorization of training examples.

We trained individual Hash Networks to perform image
classification and then compared their performance with and
without a HIL. Performance is tracked by comparing the F1
score for classification to the number of training iterations
for the Hash network or epochs. We were also interested in
how the HIL affects the F1 score as the Hamming Distance
threshold for similarity increases.

2. Additionally, we studied whether the HIL could improve the
overall performance of our Hash Networks if we fused them
at the symbolic level of their outputs, using a HIL, as shown
in Figure 5. We designed an experiment where all networks

used in our first experiment are combined together by fusing

their individual HIL into a new HIL. The idea asiws that,

individually, these Hash Networks have different strengths
and weaknesses based on their formulation. When fused

into a HIL, each contributes toward the overall classification

result, allowing the best matching classification across all
models simultaneously.
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5.2. External Systems
We used three of the image hashing networks from DeepHash
in our experiments. In the following sections, we have described
and outlined each one individually. In general, these networks
use features provided by another system and compute hashes
based on features extracted from the images into compact codes
for image retrieval and classification. Additionally, we built
our hyperdimensional inference layer by using the open source
framework pyhdc2 library, as used in HAP (Mitrokhin et al.,
2019), which contains basic, but very efficiently implemented,
operations for hyperdimensional computing and representing
hyperdimensional vectors. Finally, AlexNet (Krizhevsky et al.,
2012) features pre-trained on ImageNet (Deng et al., 2009) are
used in the DeepHash pipeline and are available for download
from the GitHub repository.

5.2.1. Deep Quantization Network (DQN)
The Deep Quantization Network (DQN) is a hashing-by-
quantization network used for efficient image retrieval (Cao
et al., 2016). The system supervises its hashing and allows
statistical minimization of quantization errors from hand-crafted
or machine learned features in a step separate from what
traditional quantized hashing networks did prior. DQN formally
controls this quantization error. The system is composed of four
main subsystems:

1. Multiple convolution-pooling layers that capture deep image
representations.

2. A fully connected layer that bottlenecks deep representations
and projects them into an optimal lower dimensional
representation for hashing.

3. A pairwise cosine layer for learning similarity preservation.
4. The quantization loss product that controls the quality of the

hash and quantizes the bottleneck representations.

5.2.2. Deep Cauchy Hashing Network (DCH)
The Deep Cauchy Hashing Network (DCH) seeks to improve
hash quality by penalizing similar image pairs having a Hamming
Distance bigger than the radius specified by the hashing network
(Cao et al., 2018). The authors argue that hashing networks tend
to concentrate related images within a specified Hamming ball
due to mis-specified loss function. By penalizing the network for
when this happens with a pairwise cross-entropy loss based on a
Cauchy distribution, the rankings become stronger.

5.2.3. Deep Triplet Quantization Network (DTQ)
The Deep Triplet Quantization Network (DTQ) further improves
hashing quality by incorporating similarity triplets into the
learning pipeline. By a new triplet selection approach, Group
Hard, triplets are selected randomly from each image group that
are deemed to be “hard.” Binary codes are further compacted
by use of triplet quantization with weak orthogonality at
training time.

2Code repository available on GitHub at https://github.com/ncos/pyhdc.

5.3. Datasets
Evaluations of the hashing networks by themselves and
with the hyperdimensional inference layer are performed on
the CIFAR-10 standard dataset (Krizhevsky and Hinton,
2009) and the NUSWIDE_81 dataset (Chua et al., 2009),
which contains tagged Flickr images with 81 concepts
for classification.

6. RESULTS

In the following sections, we present the results of our evaluation
of the hyperdimensional inference layers in both experiments.

6.1. Hyperdimensional Inference Layer
Results
To test the capabilities of the hyperdimensional inference
layers in preserving the output of ML models when
transformed into hyperdimensional vectors, we compared
the performance of each hashing network individually vs.
the performance when the hyperdimensional inference
layer is added to the hashing network, as shown in
Figures 3, 4.

6.1.1. Results for CIFAR-10
Figure 6 compares the F1 scores of each hashing network with
and without the HIL on CIFAR-10. The left column shows
performance across iterations of network training (DTQ shows
epochs instead). The threshold for Hamming Distance to search
in is set to 2 (out of 128 bit vectors) for the baseline networks. For
HIL results, as the vectors are hyperdimensional, the threshold
is set to be proportionally that many bits out of 8,000. In
all cases, the HIL improves performance greatly and with less
iterations/epochs. In the right column, the F1 score is shown
for successively more lax Hamming Distances in both methods,
taking the best matching vector in a Hamming ball of that size. In
the case of hyperdimensional vectors for the HIL, the size is once
again proportional to 8,000 bit long vectors. For each baseline
hashing network, there is clearly an optimal Hamming Distance
to use. This is not the case for HIL, where it plateaus in each
case for any distance smaller than the peak. As the number of
bits increase, the performance quickly degrades to bemore in line
with the hashing network.

6.1.2. Results for NUSWIDE-81
Figure 7 compares the F1 scores of each hashing network with
and without the HIL on NUSWIDE-81. As with CIFAR-10,
the left column shows the performance of each hashing
network across iterations of network training. The threshold for
Hamming Distance is once again set to 2 bits out of 128 for
the baseline networks. For HIL, the distance is proportionally
scaled to hyperdimensional lengths in 8,000. Once again, in
all cases the HIL greatly improves the F1 score. In the
right column, the F1 score is shown for successively more
lax Hamming Distances in both methods, retrieving the best
match in the Hamming ball of that size. In the case of
hyperdimensional vectors, the distances are scaled up to the
appropriate values. For each baseline hashing network, there is
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FIGURE 6 | (A) F1 score for classification on the CIFAR-10 dataset with DCH with and without the HIL, as a function of the number of iterations of training of the DCH

network. (B) F1 score for classification on the CIFAR-10 dataset with DCH with and without the HIL, as a function of the Hamming Distance for classification. The

networks are fully trained to the end point shown in subplot (A). (C) F1 score for classification on the CIFAR-10 dataset with DTQ with and without the HIL, as a

function of the number of iterations of training of the DTQ network. (D) F1 score for classification on the CIFAR-10 dataset with DTQ with and without the HIL, as a

function of the Hamming Distance for classification. The networks are fully trained to the end point shown in subplot (C). (E) F1 score for classification on the

CIFAR-10 dataset with DQN with and without the HIL, as a function of the number of iterations of training of the DQN network. (F) F1 score for classification on the

CIFAR-10 dataset with DQN with and without the HIL, as a function of the Hamming Distance for classification. The networks are fully trained to the end point shown in

subplot (E). Baseline networks are shown in blue, while the same network with a HIL appended to the end is shown in yellow. Note that in the left column of subplots,

the Hamming Distance for classification is set to 2 for inlier/outlier count. The left column of results show that the HIL boosts the speed at which the network trains,

(Continued)
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FIGURE 6 | achieving a higher performance in far fewer iterations of expensive network training. As the HIL adds negligible overhead in memory/computation time,

there is no downside to using a HIL. The right column of results show that the HIL prevents the need for searching for an optimal Hamming Distance threshold to

classify with, as it supercedes peak performance of the network right away for the lowest possible distance thresholds. After peak performance of the baseline

network, larger Hamming Distance thresholds eventually decay to the performance of the baseline.

FIGURE 7 | (A) F1 score for classification on the NUSWIDE-81 dataset with DCH with and without the HIL, as a function of the number of iterations of training of the

DCH network. (B) F1 score for classification on the NUSWIDE-81 dataset with DCH with and without the HIL, as a function of the Hamming Distance for classification.

The networks are fully trained to the end point shown in subplot (A). (C) F1 score for classification on the NUSWIDE-81 dataset with DQN with and without the HIL, as

a function of the number of iterations of training of the DQN network. (D) F1 score for classification on the NUSWIDE-81 dataset with DQN with and without the HIL,

as a function of the Hamming Distance for classification. The networks are fully trained to the end point shown in subplot (C). Baseline networks are shown in blue,

while the same network with a HIL appended to the end is shown in yellow. Note that in the left column of subplots, the Hamming Distance for classification is set to 2

for inlier/outlier count. Results for DTQ are omitted for incompatibility with NUWSIDE-81. We largely get the same results in the left column as with CIFAR-10, showing

an improvement in performance versus training iterations when an HIL is appended to the end of the baseline network, which adds negligible memory/computation

costs. In the right column of results, the HIL differs from CIFAR-10’s results in that there is a peak to the performance of the HIL enhanced network. This is likely due to

NUSWIDE-81 being designed for the task of web image annotation and retrieval.

clearly an optimal Hamming Distance to use, though it is much
less pronounced with HIL. In all cases, it is safer to use a smaller
Hamming Distance rather than a larger one, except near the
optimal values.

6.2. Results for the Consensus Architecture
We tested the capability of hyperdimensional computing to
fuse the results of different models at the vector-symbolic
level. This setup allows to compensate for the shortcomings

of the individual models and give a more robust result -
a desirable property of hyperdimensional representations. We
tested the consensus pipeline on all three hashing networks
and on CIFAR-10’s full dataset, with fully trained hashing
networks and HILs for each. The F1 scored increased to
0.79, ∼10% more than the scores any of the models achieved
individually with HIL, as seen in Figure 6. This confirms our
suspicion that direct fusion at the symbolic level gives far more
robust results.
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6.3. Summary of Experimental Results
Our experiments indicate no performance downside to adding
an HIL to an existing, Deep Hash Network. Indeed, it seems
that the HIL enables better results with fewer epochs and
even improves the F1 score. Furthermore, fusion of multiple
networks into a single HIL increased the F1 score greatly
above any of the individual networks, even with an HIL. Since
each Hash Network formulation differs significantly from each
other, one network might be better suited at hashing particular
information. We surmise the improvement of performance is
because the robustness of the HIL allows each network to
naturally contribute its classification to the overall classification
decision in a consensus-like fashion.

It should be noted that hyperdimensional computations are
very fast. The pyhdc package is designed to perform these
computations very efficiently. As a result, the addition of the HIL,
in either experiment, is negligible in terms of extra computations
and execution time. This is in line with previous results shown in
HAP (Mitrokhin et al., 2019), where in a matter of milliseconds
the HIL can be trained, retrained from scratch, and even perform
classification, on a standard CPU processor. In our results,
the HIL also incurred milliseconds of additional runtime. This
further indicates that there is virtually no downside to adopting
the hyperdimensional approach presented in our architecture.

7. DISCUSSION

Hyperdimensional computing has many attractive properties.
Our results confirm the notion that hyperdimensional
representations can be useful in VSA and symbolic reasoning
systems. It is also important to note that hyperdimensional
vectors have not yet been effectively used to represent dense
RGB images in prior work. This potentially opens up new
avenues for combining symbolic reasoning and ML methods.
Hyperdimensional representations produced by converting
the output of deep hashing networks into symbolic inference
structures allows the use of fuzzy logic systems, of which the use
of HILs in our experiments are a simple example of. Since HIL
structures can be fused across different modalities, this increases
the robustness and interpretability of the inference process.
We have shown the potential advantages of multi-modal fusion
in the HIL by combining three separately trained, differently
constructed deep hashing networks without the need of any
additional training or oversight, improving the overall result.
This is despite the fact that each model is successively more
state-of-the-art, meaning that there is no catastrophic loss in
integrating newer models into the inference system as more
are developed.

Although the results so far are quite interesting and point to a
potential future of hyperdimensional computing in the marriage
of ML and symbolic reasoning systems, there are still many
drawbacks to the approach we have presented. First of all, it
would be preferable to use non-hashing (or perhaps even non-
supervised) networks to bootstrap our system, as these tend
to perform much better than hashing methods. However, this
would require the ability to convert embeddings in a more

sophisticated neural system into corresponding binary vectors.
Special quantization methods may need to be developed to
facilitate this in future work in order to fully take advantage of
hyperdimensional representations.

It is clear that more work is required to fully integrate
hyperdimensional representations into ML systems. Specifically,
these need to be more compliant to deep representations of
features. There are many avenues of future research that can
improve upon these limitations, especially in regard to special
conversion between deep features in different modalities, such
as text, and images. On the symbolic reasoning side, our results
do not produce a full-scale, fully realized symbolic system. For
example, Figure 1 would indicate that, given the high likelihood
of detection of a dog, the system could reason that there is a
high likelihood that what is currently observed likes to bark,
has four legs, and loves to wag its tail. However, it is not clear
how this linguistic knowledge would be incorporated into the
associated hyperdimensional space. One can imagine knowledge
graph like structures overlaying the hyperdimensional space, or
perhaps more sophisticated structures, but it is not readily clear
what the best formulation is.

Furthermore, we must point out some of the drawbacks
of using hyperdimensional representations to facilitate
a connection between data-driven systems and symbolic
reasoning systems:

• We have the necessary requirement that data-driven systems
can be readily converted into long binary vectors. This is a
severe restriction, as most state-of-the-art methods naturally
use real-valued computations. Most neural methods produce
samples on complex manifolds that may be difficult to
effectively map to hyperdimensional vectors. Thus, there is a
need for a general technique to project real-valued embeddings
from data-driven systems to binary spaces. As a result, real-
value hyperdimensional vectors may be better suited to certain
tasks (Summers-Stay et al., 2018; Sutor et al., 2019).

• Along the same lines, many modern-day symbolic
reasoning systems also rely on real-value computations
or representations, especially when data driven. New
methods would have to be developed to work with more
sophisticated systems.

• While hyperdimensional vector representations of different
modalities can be embedded effectively into a common space,
they may also require a nearest neighbor lookup when looking
for similar, known concepts. This may become expensive when
the hyperdimensional space contain many concepts. In order
to maintain that data of a particular modality is closer to other
examples of that modality, it may be necessary to adopt an
approach that facilitates this, such as in Sutor et al. (2018).
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