
Still Not Solved: A Call for Renewed
Focus on User-Centered
Teleoperation Interfaces
Daniel J. Rea1* and Stela H. Seo2

1Faculty of Computer Science, University of New Brunswick, Fredericton, NB, Canada, 2Department of Social Informatics, Kyoto
University, Kyoto, Japan

Teleoperation is one of the oldest applications of human-robot interaction, yet decades
later, robots are still difficult to control in a variety of situations, especially when used by
non-expert robot operators. That difficulty has relegated teleoperation to mostly expert-
level use cases, though everyday jobs and lives could benefit from teleoperated robots by
enabling people to get tasks done remotely. Research has made great progress by
improving the capabilities of robots, and exploring a variety of interfaces to improve
operator performance, but many non-expert applications of teleoperation are limited by the
operator’s ability to understand and control the robot effectively. We discuss the state of
the art of user-centered research for teleoperation interfaces along with challenges
teleoperation researchers face and discuss how an increased focus on human-
centered teleoperation research can help push teleoperation into more everyday
situations.
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1 INTRODUCTION

Teleoperated robots, robots controlled at a distance, are already used in a number of situations where
it is unsafe for humans to be physically present, such as search-and-rescue (Casper and Murphy,
2003; BBCClick, 2017; Peskoe-Yang, 2019) after natural disasters (Settimi et al., 2014; Norton et al.,
2017; Tadokoro, 2019), scientific research such as moving underwater (Delmerico et al., 2019),
working in space (Schilling et al., 1997), or making critical inspection and repairs (Buonocore, 2021;
González et al., 2021; Koh et al., 2021). However, with a small number of exceptions, we see no
remotely operated robots in use by the general public, whether it is at work or in their personal space.
When we look to existing teleoperation situations–often robots in extreme situations–we find that
teleoperation, even when performed by expert operators, is still an extremely difficult task, requiring
multiple specialized operators for a single robot (Norton et al., 2017; Murphy and Tadokoro, 2019).
Despite such human resources, it is still difficult to perform even basic collision avoidance, and this
operation difficulty increases operator stress (Norton et al., 2017; Murphy and Tadokoro, 2019). If
experts struggle to teleoperate robots remotely, then it is likely that the average person, even using
simpler robots, would also struggle.

Teleoperation research has long noted that one of the bottlenecks to teleoperation performance is
the operator’s abilities, which can be limited by the technology itself, such as camera field of view
(Endsley, 1988; Yanco et al., 2004; Chen et al., 2007; Lin et al., 2007; Niemeyer et al., 2016). In light of
this, a long-term effective strategy for research is to create robots and interfaces that specifically
reduce these limiting factors of the robot, such as adding additional camera views (Saakes et al., 2013;
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Rakita et al., 2019a), leveraging multiple robots semi-
autonomously (Rakita et al., 2019b; Coelho et al., 2021), or
inventing new ways to control robots (Escolano et al., 2012;
Choi et al., 2018). This research has resulted in numerous new
techniques that can benefit numerous teleoperation scenarios.
Despite the progress in these areas, teleoperation remains
difficult.

In this paper, we review core challenges in teleoperation
interface design and recent systematic surveys and find that
teleoperation performance, especially for non-experts, is still
hindered by the operator and the interface they use to control
andmonitor the robot. We found less user-centered work, instead
focusing on improving and augmenting teleoperation technology
to mitigate its weaknesses. User-centered work, in contrast,
started from the abilities and needs of the operator and built
interfaces with them in mind. Showcasing the potential of this
approach, we highlight classic and recent examples for human-
centered and non-expert teleoperation interface design [e.g., for
manipulation (Herlant et al., 2016; Kent et al., 2017; Li et al., 2017;
Rakita et al., 2017), shared autonomy (Jain et al., 2015; Aronson
et al., 2018; Rakita et al., 2019b; Jeon et al., 2020; Nicolis, 2020),
camera control (Rakita et al., 2018; Rakita et al., 2019a), and social
and psychological interfaces (Rea et al., 2017a; Rea and Young,
2018; Rea and Young, 2019a; Rea et al., 2020; Seo et al., 2020;
Valiton and Li, 2020)], we call for teleoperation and robot
researchers broadly to use more additional advanced
applications of user-centered practices by starting with user-
driven solutions in addition to existing technically-driven
approaches.

We further argue that engage with user-centered problems in
teleoperation in a variety of applications, the field should focus
more on simple everyday applications for non-expert users. We
found that these seemingly simple tasks such as turning a door
knob are still surprisingly difficult for modern teleoperation
approaches, and we describe broad research directions for
making user-centered interfaces as well as user-focused
methods. Existing user-centered teleoperation research
demonstrates that our call is a complimentary approach to
traditional teleoperation research that has simply received less
attention, but nevertheless has the potential for impact. This
paper emphasizes and broadens other recent calls for increased
focus on human factors (Murphy and Tadokoro, 2019), general
usability (George et al., 2015), and information visualization
(Szafir and Szafir, 2021). These directions can help bring
teleoperated robots into daily life to improve productivity,
accessibility, and more.

2 CORE PROBLEMS IN TELEOPERATION
INTERACTION

Using recent systematic surveys as a base [e.g., general
telerobotics (Niemeyer et al., 2016), interfaces for teleoperated
manipulators (Young and Peschel, 2020), or field robotics (Liu
and Nejat, 2013; Delmerico et al., 2019; Murphy and Tadokoro,
2019)], we informally surveyed teleoperation interface research in
recent years, as well as more influential work from the past 2

decades. We targeted the keywords of “teleoperation,”
“interaction,” “interface,” and “user-centered,” in our journal
and conference searches, and excluded work that was
primarily engineering, algorithmic, or expert use-cases such as
teleoperated space or surgery robots. We found most work
focused on aiding two major user-centered problems in both
expert and non-expert teleoperation: situation awareness and
robot control. Together, these problems create a significant
cognitive burden on the operator, making teleoperation
difficult, regardless of the task being done with the robot. We
briefly describe and discuss these major problems, and highlight
some of the larger approaches we found. In particular, we found
some research highlighting the user-centered nature of these
problems, and successes for user-centered solutions.

2.1 Visualization of the Remote Data for
Teleoperation Awareness
The term, situation awareness, emerged from aviation psychology
to describe the pilot’s understanding of tactical flight operations
(Durso and Gronlund, 1999), but it is applicable broadly to any
cognitive activity and information processing, including
teleoperation (Durso and Gronlund, 1999; Yanco and Drury,
2004a; Endsley, 2015). Situation awareness, in teleoperation, is an
operator’s ability to perceive, understand, and reason about the
environment around them and around their remote robot
(Endsley, 1988; Rakita et al., 2017; Rakita et al., 2018; Nicolis,
2020), which requires the operator to process a large amount of
robot sensor data from the remote environment in real-time
(Goodrich et al., 2013).

2.1.1 Sensors for Situation Awareness
Research has been improving an operator’s ability to build and
maintain a high level of situation awareness for decades (Endsley,
1988; Endsley, 2016; Niemeyer et al., 2016). A general first-step
approach is to add sensors to enable the robot to provide some

FIGURE 1 | Cockpit for remote drone teleoperation. Pilots need to
process numerous sensors while handlingmission tasks with multiple controls
in stressful situations. (wikipedia.org/wiki/File:
6th_Reconnaissance_Squadron_-_Operator.jpg, public domain).
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information for the operator to perceive the remote space and
make better decisions [e.g., (Endsley, 1988; Endsley, 2016; Yanco
and Drury, 2004a), see Figures 1, 2]. Sensors may add perceptual
abilities that people typically do not have, such as depth sensors
that can see in the dark (Mast et al., 2015), or sonar that detects
nearby objects (Nielsen et al., 2007). Additional sensors may
instead simply add more advantageous data, such as egocentric
cameras that provide a better detailed view, or exocentric cameras
to provide a better sense of where the robot is in its environment
(Saakes et al., 2013; Seo et al., 2017a). Entire other robots may be
added to provide more abilities and viewpoints (Saakes et al.,
2013; Rakita et al., 2019a; Coelho et al., 2021).

Adding more information via sensors, however, does not
always help the operator’s situation awareness, as people can
only pay attention to a certain amount of information at once
(Drury et al., 2003; Endsley, 2016; Norton et al., 2017). Instead of
additional sensors, the user may be encouraged to perform robot
actions to actively observe the environment [active perception
(Bajcsy et al., 2018)]. This adds additional controls and
perception needs to teleoperation, creating more cognitive
load. The challenge of increasing cognitive load with robot
capability is an on-going research topic in human-robot
interaction (George et al., 2015; Delmerico et al., 2019;
Murphy and Tadokoro, 2019). Research has therefore focused
on reducing cognitive load for building and maintaining situation
awareness to improve overall teleoperator performance.

2.1.2 Visualizations for Increasing Situational
Awareness
To gain the benefits of additional sensors without increasing
cognitive load, research is actively developing new techniques to
visualize sensor data (Drury et al., 2003; Yanco and Drury,
2004b). A general trend is to process more raw data for the
operation, and then create a display of those results, that is, easy
for the operator to understand and reason about. For example,
interfaces can highlight points of interest in ways that naturally
draw the operator’s interest (Rea et al., 2017b), leverage people’s

existing knowledge to summarize an off-screen’s object’s position
and distance (Seo et al., 2017b), or combine multiple mediums
like sound or haptics [multi-modal interfaces such as
(Hacinecipoglu et al., 2013; Suarez Fernandez et al., 2016;
Nicolis, 2020; Seo et al., 2020)]. Making robot sensor
visualizations is not always obvious as sensors may detect
qualities that are hard to visualize with a screen or speakers
[such as haptic and force data (Reveleau et al., 2015; Nicolis,
2020)]. Interfaces like those described here—and many others
(Nielsen et al., 2007; Yang et al., 2015; Seo et al., 2017a)—that fuse
and interpret sensor data are essentially performing situation
awareness processing for the operator, instead of having the
operator analyze data or separate visualizations to come to
conclusions themselves. How to produce such visualizations is
difficult and an on-going topic in teleoperation, requiring more
research in information visualization (Szafir and Szafir, 2021).

2.2 Robot Control Interfaces
In addition to creating and maintaining situation awareness from
sensor data, the operator must make decisions quickly for their
tasks and provide commands to a robot using the available
controls. Understanding how to control a robot is also difficult
for operators. This may be adjusting the robot’s body pose, such
as moving a multi-jointed robot arm, or to help drive a robot
through an environment. Control itself consists of many
problems, including situation awareness, simplify control
complexity, choosing levels of autonomy for an action, or
dealing with physical problems like latency. In general, the
control scheme must be clear so that operators can
understand and reason about how to command a robot to
complete a task they may have—known as a gulf of execution
that the operator must cross with the help of good interaction
design (Norman et al., 1986). We found research typically focuses
on one of two problems: how the input is provided by the
operator, and what level of automation the robots behaviors use.

2.2.1 Level of Automation for Controls
A fundamental choice for robot control interfaces is how
autonomous the actions will be. Historically, this has been
almost no automation, with operators manually controlling
each motor [e.g., early arms seen in (Singh et al., 2013) or
remote-controlled vehicles]. However, in recent years, research
has increasingly focused on introducing more semi-autonomous
behaviors, enabling simple inputs to result in complex behaviors
(Singh et al., 2013; Herlant et al., 2016; Kent et al., 2017; Li et al.,
2017; Rakita et al., 2017; Rakita et al., 2019a; Nicolis, 2020; Young
and Peschel, 2020). In addition, high levels of automation are vital
to assist teleoperators in managing multiple robots while
performing their tasks (Squire and Parasuraman, 2010; Wong
and Seet, 2017). Automation enables the operator to think less
about the robot’s computers, sensors, and joints, and more as a
tool that can accomplish tasks, reducing cognitive load.

2.2.2 Freeing Operators With Semi-Autonomous
Controls
While there are clear benefits to semi-autonomous controls, there
are tradeoffs and other problems introduced. For example, consider

FIGURE 2 | A teleoperation interface from Clearpath Robotics. This
tablet interface contains numerous sensor data streams which are accessed
through mode switching via the top buttons in a tab-like interface. This
interface reduces information load for the operator, but makes accessing
all information quickly more difficult due to the need to switch tabs (source:
Clearpath Robotics).
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if the operator may define some level of goal (destination, pose,
action, etc.), and then the robot autonomously proceeds partially or
completely to that goal [e.g., (Quigley et al., 2004; Singh et al., 2013;
Tsui et al., 2013)]. Once commands have been given, there is time
while the robot proceeds which an operator can use to deal with
other tasks [e.g., (Olsen and Wood, 2004; Glas et al., 2012)].

However, algorithms may be imperfect and the real world is
dynamic, and so it may be necessary for the operator to provide
more input during a task, such as help a kinematics simulator predict
what position would be best to grip an option with a robotic arm
(Leeper et al., 2012). Another potential drawback is that while
attending other tasks, operators must maintain situation
awareness of the teleoperation task, or reacquire it upon
returning to the robot, potentially delaying task completion and
adding workload to the operator (Donald et al., 2015). An operator
may wish to edit or cancel an existing command in real-time, adding
more complexity to the interaction. Because of the benefits for
operator multitasking, and long-term planning of robot actions [e.g.,
(Liu et al., 2011; Sakamoto et al., 2009), see Figure 3], these problems
for semi-autonomous teleoperation remain under active research,
with research inventing new algorithms for autonomous behaviors
and investigating their user acceptance [e.g., (Dragan and Srinivasa,
2013;Mehr et al., 2016; Javdani et al., 2018; Reddy et al., 2018; Brooks
and Szafir, 2019)].

2.2.3 Robot and Mixed Initiative Controls
In addition to executing actions semi-autonomously, robots may
also take actions by themselves (machine initiative) instead of
waiting for operator commands [human initiative (Kortenkamp
et al., 1997; Gombolay et al., 2017)]. This is particularly suited to be
used in multiple robot teleoperation scenarios where one operator
controls multiple robots [e.g., (Kolling et al., 2012; Glas et al., 2012)].
However, any autonomous action by the robot again threatens to
break an operator’s situation awareness and can also be confusing to
the user if it is unclear the robot is taking initiative or a result of an
operator command (mixed initiative systems). Such shared
autonomy is a promising Frontier for improved usability and

under active research [e.g., (Dragan and Srinivasa, 2013; Jain
et al., 2015; Mehr et al., 2016; Aronson et al., 2018; Javdani et al.,
2018; Reddy et al., 2018; Brooks and Szafir, 2019; Jeon et al., 2020),
discussed later]. Recent research has shown the consistency and
transparency in these robot-initiated actions is key to a better user
experience (Small et al., 2018). Therefore, even with high levels of
robot autonomy, we still need to consider the operator’s user
experience when creating teleoperation interfaces.

2.2.4 Input Strategies for Teleoperation
Even controlling a single robot is a challenging task that taxes an
operator’s cognitive resources (Steinfeld et al., 2006); seemingly basic
tasks such as navigating a single, wheeled robot around a space are
difficult enough that researchers have invented interfaces that aim to
reduce the overhead required for a teleoperator in such a situation
[e.g., (Barber et al., 2010; Young et al., 2011; Singh et al., 2013)].

2.2.5 Input Strategies for Non-Expert Teleoperators
Some strategies specifically targeting non-expert users (Kent et al.,
2017; Li et al., 2017; Rakita et al., 2017; Rakita et al., 2019b; Jeon et al.,
2020), such as employing well-known control metaphors [e.g., a dog
leash for a robot companion (Young et al., 2011)], visualizing the
results of a command (Singh et al., 2013), using intuitive controls
such as sketching paths in an image of the environment (Sakamoto
et al., 2009; Sugiura et al., 2010; Liu et al., 2011) (see Figure 3). These
earlier works leverage user-centered design—the interface designs
are rooted in familiar ways of acting and thinking (behavioral and
cognitive psychology, human factors). We note that these controls
simplify or reduce the degrees of freedom in the interface that the
user has to explicitly think about (e.g., they simply move a pen
instead of working with multi-button or multi-axis controls for 2D
or 3D movement). With this approach of making interfaces more
approachable, simpler, and familiar, the general public are more
likely to find the controls usable than controls built for engineers or
programmers (Singh et al., 2013; Delmerico et al., 2019).

2.2.6 Dynamic Control Granularity
Another strategy is to allow flexible levels of control. For example,
an operator may need to define a precise path through an
environment or grip an object at a certain angle; in these cases
it is common to have complete control over robot movements
with specialized interfaces designed for one robot’s capabilities
[e.g., (Sakamoto et al., 2009; Hashimoto et al., 2011; Glas et al.,
2012)]. However, complex controls can make some actions,
especially common actions, tiring to manually perform
repeatedly. For these situations, one strategy is to combine
those common but complex commands into single actions
that are easy to invoke (Barber et al., 2010; Jain et al., 2015;
Jeon et al., 2020)—once again simplifying the control space the
user needs to think about. By understanding the tasks operators
wish to complete with a robot, the interfaces can be made more
manual or more automated to ease teleoperation.

While promising and demonstrably effective, we see little of
these advances in modern teleoperation in our daily lives. It is
possible that even further usability advances in feedback
interfaces are needed to make teleoperation more accessible to
the general public.

FIGURE 3 | A sketch-based control interface for a robot that overlays
commands in an overhead view of the real world to aid control and
understandability of the robot’s future actions. From Sakamoto et al. (2009),
with permission.
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2.3 Robot Awareness of the Operator
An even less studied aspect of situation awareness that
relates to controls is the robot’s (and the teleoperation
interface’s) awareness of the operator. In other words, to
properly execute commands and display appropriate
feedback, teleoperation interfaces and robots should
consider the environment and how commands serve the
operator’s goals (Endsley, 1988). A robot may also be
aware of an operator’s state, such as by user
modelling—algorithmically predicting what a person is
thinking, feeling, or will do (Basu et al., 2017; Jain and
Argall, 2020; Jeon et al., 2020), or by directly monitoring
the user [e.g., (Jia et al., 2014; Aronson et al., 2018)]. For
example, control can be simplified by guessing operator
intention to move to a space or pose and using
automation to move towards that goal [e.g., (Gopinath
et al., 2017; Aronson et al., 2018; Jain and Argall, 2020)],
or the robot may understand a command but modify
feedback to the operator to encourage better collision
avoidance (Hacinecipoglu et al., 2013). Interfaces could
even present information to create a specific state in the
operator to affect future teleoperation (Rea and Young,
2019a; Rea et al., 2020).

Robots can also consider how an operator thinks a task
should be completed, such as asking the operator to give input
when an algorithm cannot decide between several courses of
action [e.g., (Leeper et al., 2012)]. The robot should also be
aware if the operator is distracted or busy with other tasks if
input is needed, and use strategies such as taking intelligent
automated actions until the operator is free [e.g., (Glas et al.,
2012)], or the robot could use interfaces to draw operator
attention quickly to important areas without distracting them
too much (Rea et al., 2017b). Guessing operator intentions can
be used to assess how much the operator has paid attention
interface feedback, and could create an estimate of trust in
operator commands.

Drawbacks and open challenges include how to integrate such
machine initiative or shared autonomy actions in a way, that is,
not disliked or confusing to operators (Wang and Lewis, 2007;
Norton et al., 2017). Thus, by understanding the operator’s state
and goals, a robot can autonomously adapt commands to a
dynamic world in an intelligent way.

The key idea is for the teleoperation system itself to consider
not just the operator’s commands, but their state—a user-aware
interface—in order to help the operator’s situation awareness and
control accuracy. In other words, the operator is the center of the
interface design. Because of this, we believe that even more user-
centered designs and methodologies than are currently used are
necessary for improving teleoperation.

3 USER-CENTERED PRACTICES AND
TELEOPERATION

In our survey, we noted a trend for research to focus on solving
core problems through additional robot capabilities and interface
components, or addressing technical weaknesses (sensors,

algorithms, etc.). We also found solutions driven by user
needs and interface design in early and recent teleoperation
research; these user-centered approaches show great promise,
but we found fewer of these compared to technology-driven work.
We discuss these and other recent works while asking–Why is
teleoperation still so difficult?

3.1 Expert Interfaces for Usability Problems
Teleoperation has benefited from an increase in robot capabilities
and robot-centered research, with improvements in reliability,
robustness, sensing, traversal, and more (Delmerico et al., 2019;
Murphy and Tadokoro, 2019). There was a general focus on
expert users in highly technical, dangerous, and high-pressure
situations, such as search and rescue use cases, bomb disposal and
firefighting. In these cases, it is critical that the operator build an
accurate mental picture of the situation quickly and control the
robot successfully. Surveys noted that because the operator is so
preoccupied with safe and careful operation, they often work in
teams of multiple stakeholders (operators, engineers, decision-
makers, etc.), that direct and advise the operator at an objective-
level, rather than a robot level. This creates communication
challenges between the types of operators, and researchers
have noted they may each require a bespoke interface for
optimal performance (Murphy and Tadokoro, 2019).

This leads to most modern teleoperation interfaces being
expert interfaces—systems that assume extensive training and
deep knowledge of a specialized system or application for good
performance (Turchetti et al., 2012)1. These systems, due to their
very specific user base, circumvent the need for common usability
and learnability standards, often allowing or excusing increased
information density, and complex, manual control. In this light,
multiple operators may simply be one workaround to the
usability difficulties of these systems. Both older (Endsley,
1988; Drury et al., 2003; Yanco et al., 2004; Chen and Thropp,
2007; Chen et al., 2011) and recent research (George et al., 2015;
Murphy and Tadokoro, 2019; Szafir and Szafir, 2021), however,
has identified that even these expert systems still have a need to
incorporate and learn from basic HCI research (information
density, learnability, layout, etc.) to further aid experts during
teleoperation and decisions making, and going even further by
developing and leveraging more advanced and specialized HCI
areas like information visualization (Szafir and Szafir, 2021).

3.2 A Call for Additional Focus in
User-Centered Teleoperation
While acknowledging that user-centered research has and
continues to be an active subfield of teleoperation research
[e.g., for manipulation (Jain et al., 2015; Herlant et al., 2016;
Kent et al., 2017; Li et al., 2017; Rakita et al., 2017; Aronson
et al., 2018; Rakita et al., 2019b), integrating automation (Jain
et al., 2015; Rakita et al., 2019b; Jeon et al., 2020; Nicolis, 2020),
or better sensor use (Rea et al., 2017b; Rakita et al., 2019a; Rea

1https://abcnews.go.com/Blotter/drone-stigma-means-skilled-pilots-controls-
deadly-robots/story?id=23475968
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and Young, 2019a; Rea et al., 2020; Seo et al., 2020)], based on
our survey we call for more teleoperation researchers to engage
with teleoperation as a fundamentally user-driven domain that
should be approached with user-centered processes—a user
evaluation alone, performed after development is only the
beginning. Our goal should be that even everyday, non-
expert people should be able to use complex robots with
advanced manipulators, sensors, and movement abilities to
improve everyday situations, and that they should be
included throughout the design and development process.
Even experts benefit from better user experience, usability,
and learnability [e.g., in both general software (Dziubak
et al., 2016) and robotics (Huang and Cakmak, 2017)], and
user-focused improvements will lead to more accessible
teleoperation in a variety of applications.

Recent research notes that teleoperation is fundamentally
multitasking—doing a task with a robot, while figuring out
how to accomplish that task safely and efficiently with the
robot (Murphy and Tadokoro, 2019). Improving the
fundamental basics of an interface (human factors,
presentation, etc.) has long been known as an important factor
in teleoperation (Yanco et al., 2004; Chen et al., 2007; Chen et al.,
2011; George et al., 2015) but either sufficient improvement has
yet to be made, or these basic HCI principles are insufficient on
their own, perhaps due to the inherent complexities and
difficulties of teleoperation (Norton et al., 2017; Norton et al.,
2018; Murphy and Tadokoro, 2019; Szafir and Szafir, 2021). We
propose that to conduct this user-focused teleoperation, more
research should focus on general users in everyday applications
for teleoperation, as it removes the ability to rely on expertise and
technical ability.

To aid in this refocusing towards user-centered teleoperation,
we highlight several applications of teleoperated robots that are
not as extreme as the focus of many field robotics studies, note
their unique problems that come from a more general user base,
and motivate several future approaches for more research. We
conclude that the shared nature of these problems with the core
teleoperation problems described above suggests that
teleoperation in general can progress by also investigating
these simpler, more constrained applications, which in turn
could provide new techniques and avenues for improvements
in extreme robotics as well.

4 EVERYDAY APPLICATIONS OF
TELEOPERATION—STILL NOT SOLVED

We have been arguing that teleoperation is fundamentally
difficult from a usability perspective. To this end, we believe
that researching interfaces tailored to everyday non-expert
applications and users is important, as it provides similar
research challenges in a simpler and more tractable testbed to
progress fundamental usability issues in teleoperation. In fact,
there have long been researchers that study everyday applications
of teleoperation [e.g., (Niemeyer et al., 2016; Kent et al., 2017;
Rakita et al., 2017)] where they encounter and study similar
problems to more typical search-and-rescue robotics.

Telepresence can enter our daily lives in any situation a person
needs to be in a physical space but cannot for any reason (health,
distance, money, visas, etc.). Telepresence technologies has been
used for children to attend school (Tsui et al., 2013), remote
business meetings (Lee and Takayama, 2011), and more
(Kristoffersson et al., 2013; Tsui et al., 2015). However, the
core problems of teleoperation, difficult for experts, can be
even more challenging for non-expert users. While well-
developed commercial products exist, telepresence robots
(Neustaedter et al., 2016; Rae and Neustaedter, 2017) are far
from a solved problems, where challenges emerge from the
surprising complexities of everyday situations and the
interfaces needed to successfully navigate them.

Many industries have some level of routine inspection and
maintenance needs that could be done with teleoperated robots.
Some industries have well-defined and structured tasks and
environments and tasks that could be leveraged as a simpler
environment to develop better interfaces. Like more difficult
applications of robots, these applications require robot
navigation in constrained spaces, detailed inspection with
multiple advanced sensors, logging, and reporting, and
sometimes engaging in repair work using carefully controlled
manipulators (Buonocore, 2021; González et al., 2021; Koh et al.,
2021). These operators are often specialized in the industry the
robot is used in, but not necessarily familiar with robotics or
similar technology themselves. Thus, industrial teleoperation
should benefit from increased user-centered research to aid
these non-expert users while also acting as a simpler testbed
for more complex types of teleoperation.

Teleoperated robots also have the potential to provide help in
everyday situations, accessibility, and assist with ageing-in-
place—assistive telerobotics (Goodrich et al., 2013; Jain et al.,
2015; Tsui et al., 2015; Okamura and Tanaka, 2016; Jeon et al.,
2020). For people who may have difficulties with mobility,
strength, a comprised immune system (e.g., in a pandemic), or
simply need assistance in a task, teleoperated robots could help by
making tasks easier, reducing risk of injury or exposure to
diseases. With improved interface design, teleoperated robots
may improve feelings of efficacy, satisfaction, and independence
of the home operators. One promising existing example of this
technology is robotic wheelchairs with manipulators, which are
not remote but still face typical core teleoperation challenges (Al-
qaysi et al., 2018; Dragomir et al., 2021). These users may need
extra help or have trouble using interfaces due to special needs,
but designing for such users can improve customizability and
accessibility for all users [e.g., (Jain et al., 2015; Jeon et al., 2020)].

Teleoperated robots may also increasingly become a form of
everyday recreation [e.g., drone racing (Pfeiffer and Scaramuzza,
2021)]. The sport requires interfaces to support operators to drive
safely but quicly while maintaining awareness in a highly
dynamic environment. Drone racing is thus a useful real-
world scenario to develop and test interfaces that help even
everyday operators to leverage their skills to perceive, navigate,
and interact with the environment in a highly dynamic situation.
It further doubles as a safer test application for search and rescue
robotics as fast-paced and difficult teleoperation situation, but
with fewer serious consequences.
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Looking back to core problems with teleoperation, we can see they
all remain in everyday situations—achieving situation awareness with
various sensors, and controls for navigation andmanipulation. These
tasks seem simple compared to the challenge of disaster response and
search-and-rescue, but these “simple” everyday applications of
teleoperation are still difficult from a usability perspective. We
propose teleoperation requires research that focuses on the
interaction design, and to develop more best practices and
guidelines for user-centered interface design in teleoperation.

4.1 Considerations and Opportunities for
Everyday User-Centered Teleoperation
The core user-centered teleoperation problems continue to be
important to research from a systems perspective. However, with
a user-centered approach, the research goals should shift to
learnability, usability, and a better user experience, which can
themselves increase operator performance, efficiency, and
decision-making ability. We noted that everyday teleoperation
applications provide good related and safer real-life situations to
test and develop interfaces in. Here we discuss some main
differences and opportunities in these applications: the
operators, the robots, and the situations the robots are
operated in.

4.1.1 The Operators
The operators are often experts in some field, but are not
roboticists, engineers, or computer scientists. Thus, interfaces
should not assume operators understand how to interpret a point
cloud, how a differential drive works, or how kinematics affects
how an arm can move; such topics will need to be avoided,
hidden, or taught quickly but carefully in an interface. Operators
may also not even be experts in their own specific robots, using
them only a few times a year or less to do a maintenance task at
their workplace. Everyday operators will also be more sensitive to
user experience: since they are usually not required to use the
robot, the robot must compete with the familiarity and ease of
doing a task in a non-robotic way. They may even need additional
accessibility considerations. The need to consider the lack of
robot knowledge, familiarity, accessibility, and patience with poor
user experience is not new in teleoperation research [e.g., (Drury
et al., 2003; Chen et al., 2007; Sakamoto et al., 2009; Jain et al.,
2015)], but we argue they need to become a core design
consideration, as the experience and needs of operators differ
heavily—additional use of user-centered research methods will be
beneficial.

4.1.2 The Robots
The robots everyday people use may not be as advanced, robust,
accurate, or powerful as those used by experts in extreme search-
and-rescue situations, and this is potentially beneficial. For
example, the commercial Double 3 telepresence robot does not
have hundred-meter-reaching sensors, may not survive falling
over or outdoor use, and does not move very quickly—we know
how to build a more capable robot. However, these constraints
came about from user-centered design: fewer robot features make
creating a simple interface easier, it enables the robot to be built to

suit a specific use case (e.g., indoor office or school use), and keep
costs down for accessibility. In other words, a capable robot is not
necessarily a better robot for a given user or application (Rea et al.,
2017a). Leveraging these constraints and designing robots
specifically with user needs in mind throughout the
engineering process for more telepresence applications is an
opportunity to improve robot accessibility and translate to
better interfaces.

4.1.3 The Environment
The environments these robots are used in also may present
specific challenges. For example, robots may be in dynamic or
crowded spaces (a telepresence robot at a conference), or in an
unknown and non-structured environment (a doctor tele-visiting
a patient at their home). However, many environments are much
more structured and regular than what search and rescue robots
may be able to expect: factories have a well-known and
predictable environment for inspection and maintenance
robots, grocery stores have organized, easy-to-see-and-reach
shelves of goods for a robot being used to pick up groceries,
or public spaces like school or malls have a pre-defined
environment. In addition, the tasks needed to be performed in
these spaces may be completely or mostly defined in advance,
such as a robot for routine maintenance. By understanding the
user’s needs in the task and environment, robots can be better
designed to help in the most common cases.

4.1.4 Error Tolerance
Finally, while there are exceptions, many teleoperation
applications are in situations that have some level of fault
tolerance—delays will not result in lost lives, and minor
collisions may only result in an apology and no harm. Thus,
non-expert interfaces have an opportunity to help people learn
how the mistakes they encountered came to be, and help avoid
them in the future. This suggests that common performance
metrics like number of errors may need to be rethought, and
interfaces should explicitly be designed and tested expecting a
certain level of operator error.

These considerations share the idea of simplification: less pre-
supposed robot knowledge, simpler robots, simpler, safer, and
more structured environments, and smaller costs for error. These
simplifications may help make interface research more practical,
while staying grounded in real-world problems, before extending
to more difficult applications. While none of these problems are
new or unknown [see active research such as (Herlant et al., 2016;
Kent et al., 2017; Li et al., 2017; Rakita et al., 2017; Rakita et al.,
2018; Rakita et al., 2019a; Rakita et al., 2019b; Jeon et al., 2020;
Nicolis, 2020; Rea et al., 2020)], we call for additional attention to
these problem areas as they are well suited for studying general
user needs and perspectives.

5 CURRENT USER-CENTERED
APPROACHES

We emphasize that the current systems and usability work being
done in teleoperation is valuable—there are still hard robotics
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problems that would benefit usability if they were solved, and
fundamental human factors work is still necessary as robotic
platforms and new interaction methods (e.g., augmented or
virtual reality) arise. In particular, we want to highlight how
some existing work, some mentioned previously in Section 2, is
user-focused and how those processes and techniques benefit
teleoperation technologies.

5.1 Interfaces for Feedback
Research has developed many techniques over decades for
displaying sensor data in an intuitive way, but the situation
awareness problem is still unsolved (Norton et al., 2017;
Norton et al., 2018; Delmerico et al., 2019; Murphy and
Tadokoro, 2019). This is partly because new types of robot
platforms and sensors have appeared, and it has become
common for robots to have multiple sensors and cameras at
once, increasing the operator’s potential mental workload. If
expert users struggle to interpret multiple sources of advanced
sensor data, then there is a further need for simplified and easy to
interpret data displays for non-expert operators.

Recent calls for bringing in advanced information
visualization techniques acknowledge this, and is an important
future approach to improving teleoperation (Szafir and Szafir,
2021). Some of these techniques even leverage new display
technologies like augmented and virtual reality to explore new
ways to present interfaces in a natural way (Nielsen et al., 2007;
Labonte et al., 2010; Hedayati et al., 2018; González et al., 2021).
We would encourage additional focus on visualizations that
consider less experienced users, who may not understand or
be familiar with the limitations of sensor or data types, who will
likely be slower with any technique, and may be harder to train
due to lack of foundational knowledge in engineering, or
computer science.

Other recent surveys have noted that fundamental and basic
human-computer interaction principles, such as limiting
simultaneous information and considering interface layout, use
of colors, and more are important (Niemeyer et al., 2016;
Delmerico et al., 2019; Murphy and Tadokoro, 2019; Young
and Peschel, 2020; Szafir and Szafir, 2021). Our survey agrees,
and we encourage the development of additional user-centered
teleoperation guidelines with additional and more in-depth user-
driven solutions targeting non-expert applications.

5.2 Controls
Controls have also improved in terms of usability. Both aspects of
the core problems discussed in Section 2 have improved with
user-focused methods: the physical hardware of the controller,
and the way software can be used to add additional controls or
abstract actions.

5.2.1 Simplifying With Abstraction and Automation
We observed a general trend for human-centered systems to keep
controls simple by providing higher-level controls compared to
traditional teleoperation systems (Sakamoto et al., 2009; Leeper
et al., 2012; Ochiai et al., 2014; Kent et al., 2017), such as a point-
and-click system navigation, with more complex controls being
hidden with modes and menus. For more complex robots, the

basic controls will often be modal, with the most common
controls all accessible with video game or 3D haptic
controllers, with perhaps advanced or more specific manual
controls requiring something like a keyboard and mouse.
However, there are many more advances for complex
telemanipulation (Herlant et al., 2016; Kent et al., 2017; Li
et al., 2017; Rakita et al., 2017; Rakita et al., 2018; Rakita et al.,
2019a; Nicolis, 2020).

We also saw a trend for more abstract controls with
automation, which can help non-expert operators with less
experience. The key approach here is leveraging some level of
autonomy to enable the operators to think at a task level (e.g.,
“grab this”, “move there”, “stop and inspect on the left”), rather
than needing to reason about robot morphology, motors, or other
low-level robot factors (Rea et al., 2020). This can relieve the
workload of the operator [e.g., Section 2.2.2 (Dragan and
Srinivasa, 2013; Mehr et al., 2016; Javdani et al., 2018; Reddy
et al., 2018; Brooks and Szafir, 2019)], though it may also create
new user-centered problems related to initiative and
transparency. This research is on-going and is necessary to
both experts, and non-experts. In fact, being unable to rely on
expertise may require even more clever displays of information
and streamlined controls.

5.2.2 Simplifying With Modal Interfaces
We note some successes with modal inputs - the system’s state
changes how an input results in an action. For example, a joystick
may normally move the robot forward and back, but the operator
could enter a “manipulation mode” where the joystick instead
moves a robot arm forward and back. Traditionally in human-
computer interaction, modes are considered less usable for
general software due to mistaking which mode the system is
(Sarter and Woods, 1995) (mode error).

The common alternative for complex systems like telerobotics
which often have many degrees of freedom inherently, however,
is to just have a complex interface with many widgets, buttons,
and controls (Yanco et al., 2015; Norton et al., 2017). The example
modal control above is one method of enabling a smaller set of
inputs to cover a broader range of robot actions. While this
increases the possibility of mode error, well designed modal
controls could simplify the controls space enough to make a
net usability gain. Thus, more user centered work is required to
gracefully enable high degree of freedom control to simple
interfaces with potentially limited inputs.

As an example, we note that mode switching is commonly
used in video games as a way to circumvent controllers with
limited degrees of freedom to control a complex avatar. While
video games are not necessarily simple to control, they are
evidence that good user (or player)-centered designs can
mitigate the drawbacks of modal designs and limit mode
errors. We encourage this approach teleoperation designs, as
teleoperation and video games have been shown to share many
design similarities (Richer and Drury, 2006; Rea, 2020). Looking
at the academic research of games usability, it further suggests
that teleoperation may have its own set of usability guidelines that
may differ from general software, encouraging further
exploration of fundamental user-centered teleoperation research.
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6 RESEARCH DIRECTIONS FOR
USER-CENTERED TELEOPERATION

We are calling for a renewed user-centered focus to teleoperation
interfaces, especially for everyday applications for non-expert
users. We acknowledge that there has always been user-centered
research in teleoperation, however our survey found limited
engagement with this approach, focusing more often on
technical solutions to user-based problems in expert
applications. We view additional user-centered research as
complimentary to existing systems-focused research in
teleoperation and it will help operators take full advantage of
the hardware and algorithms being developed today. In fact,
many of these recommendations still require significant technical
contributions to enable these user-centered approaches. We have
highlighted state of the art successful techniques that are already
demonstrating the power of this approach and point the way for
future directions in a user-centered teleoperation.

We acknowledge the considerable overlap between the
following high-level research directions, but we recommend
future works focus on:

6.1 Help the User Do
Robot control is a large and general problem. However, there is
already evidence that consistent, reliable controls that are
intuitive and engaging to use while also accomplishing high-
level actions can improve teleoperation. Future interfaces for
robot control should aim for the following goals:

6.1.1 More Abstract Controls
A key trend we see in controls is abstraction–enabling operators
to think more at a conceptual level than a robot or hardware level.
Leveraging partial automation such as shared autonomy (Dragan
and Srinivasa, 2013; Mehr et al., 2016; Javdani et al., 2018; Reddy
et al., 2018; Brooks and Szafir, 2019) or other forms of automation
can enable operators to think at the task level, rather than at the
robot level. Manual modes should be placed behind menus or
modes for more rare, dexterous tasks.

6.1.2 Better Experiences—Consistent, Reliable, and
Transparent Controls
A user needs to be able to predict how a command will be
performed by the robot (consistency). When a command is
executing, succeeds, fails, or needs user input, the system
should communicate this to the user (transparency). These,
along with other guidelines, create good user experiences
(Forlizzi and Battarbee, 2004; Hassenzahl and Tractinsky,
2006), and enable an operator to act with confidence, be
engaged, satisfaction, and willingness to use again. We saw
very little recent user experience-focused teleoperation work,
but is known to be important to teleoperation (George et al.,
2015), and interactive applications in general (Benyon, 2019).

6.1.3 Model the User to Better Interpret Commands
To be user-centered, the system should first understand the user.
We suggest teleoperation systems further explore user
monitoring (with sensors) and user modelling (predict how

they are feeling and thinking) and adjust the interface and
interpretation of commands accordingly. For example, the
robot could detect a non-expert user is nervous, and ignore
sudden erratic commands that are caused by nerves, or detect
a tired operator and slow them down while reducing information
displays (cognitive load) to help them think clearer.

6.2 Help the User Understand
Situation awareness is not simply about providing more
information, it is about combining that information and
visualizing it in a way that helps the user think and act
effectively which is not straightforward in remote
teleoperation. While this has been noted in other works (Seo
et al., 2017a; Rea et al., 2017b; Seo et al., 2017b; Rea and Young,
2018; Rea and Young, 2019b; Szafir and Szafir, 2021), our own
literature search corroborates this goal, and should be
emphasized and be applied broadly to teleoperation. Mental
workload is a fundamental metric for evaluating interface
designs as workload has been strongly linked to teleoperation
performance, and so research continues to target interfaces that
reduce it, as well as improve other performance metrics (e.g.,
awareness) while adding minimal additional workload.

6.2.1 Leverage Human Psychology to Help People
Process Information Naturally
People naturally process information in certain ways, for
example, movement on screen can automatically draw a user’s
attention (Teng et al., 2013) and people automatically process
information encoded in social interfaces (Feldmaier et al., 2017;
Rea et al., 2020). This incurs a lower cognitive load than a multi-
step rational analysis, for example, a multi-dimensional graph,
which can be slow or need training non-expert operators may not
have. Thus, we recommend visualizations that replicate how
operators naturally process information (Rea et al., 2017b; Rea
and Young, 2019a; Rea et al., 2020) (familiar representations such
as faces, maps, etc.), which can be used to sidestep difficult
engineering problems like computer vision, making the
operator and robot as a sort of team (Mingyue Ma et al., 2018).

6.2.2 Create Understanding for Users and Avoid
Displaying Raw Data
Modern teleoperation systems are often designed as expert-user
interfaces, and so commonly display large amounts of
information. However, for better teleoperation for all users, we
recommend interfaces should add knowledge instead of
information, by processing raw data and presenting it in a
form, that, is more relevant and useful to users (Szafir and
Szafir, 2021). Alternatively, the system should predict and only
display relevant information to an operator, perhaps by
leveraging known properties of the task, environments, or
users. This could limit workload and increase non-expert
operator ability, while still allowing deeper and expert
interfaces to be present in menus, hidden for when needed.

6.2.3 Encourage Active Perception
People can build a better understanding by actively asking
questions and exploring a space through action—active
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perception, or thinking through embodiment (Klemmer et al.,
2006; Wainer et al., 2006; Bajcsy et al., 2018). An interface could
encourage a user to move to a space, use a robot sensor or
manipulator in a new way to understand the environment, and
generally explore through interaction instead of simply thinking
about the robot and sensor outputs. This method can be tailored
to guide non-expert users especially, whomay feel more confident
moving and interacting in a space like they naturally do.

6.3 Help the User Learn
Even with user-centered interfaces, some training is inevitable
Software learning has suggested general approaches to reduce the
need and cost of this training, and turn using the robot into a
learning experience for less experienced users:

6.3.1 Require Minimal Upfront Knowledge and
Training
New designs should require minimal upfront specialized knowledge,
and instead teach on-the-fly or leverage common designs that users
can leverage from their everyday experiences (e.g., video games). If
specialized interfaces are used, consider explaining them as they
become relevant. For example, a telepresence system could detect the
robot is looking at someone who is talking towards the robot, but
that person’s face is not visible. This could activate a tutorial to move
the robot’s camera to better see them and engage in conversation,
teaching a new skill in an applied environment.

6.3.2 Enable Review of Interfaces and Mistakes
Another goal to improve non-expert teleoperation is to provide
avenues for building skill, maintaining skill, reviewing the interface,
and preventing future mistakes, as mistakes will happen and can be
more excusable in everyday situations. Thus, we recommend
researching interfaces that help users understand when an error
occurred, how it occurred, and even how to prevent it in the future.
For example, if a user does make an error (a collision, or has to stop
and reposition the robot, etc.), the system could explain parts of the
interface that were meant to inform the user of the nearby object, or
even show a replay of recent operation, pointing out where the
mistake could have been prevented.

We note our research directions are themselves user-centered.
When building a user interface, researchers should focus on what
they want to aid operators with, what the outcomes should be, and
include users in the design process (not just in the evaluation stage).
Teleoperation is not only about making improving robot capabilities, it
is also about improving people’s ability to complete tasks with robots.

Our goal in the medium-term is for comfortable single-robot
non-expert operation.While the current multi-expert team standard

in search and rescue teleoperation maymaximize a robot’s lifesaving
potential, everyday non-expert operators have relaxed performance
requirements and penalties for mistakes. This provides opportunity
to better explore how to reduce information intelligently, help semi-
automate common robot tasks, and improve interface learning and
training. Teams of expert operators may always be the most effective
in critical situations, but striving for comfortable single-operation by
non-experts can make robots more appealing and applicable to a
variety of applications.

7 CONCLUSION: WHY IS TELEOPERATION
STILL SO HARD?

Teleoperation research has made great progress over the
decades, improving robots, reducing latency, improving
basic interfaces, and more. However, despite cheaper, more
capable robots and many applications that could benefit from
teleoperation, teleoperation remains at the edges of expert and
extreme use cases. We argue that this is in part because
teleoperation is a fundamentally difficult task for operators,
and more user-centered methods should be applied to research
in all areas of teleoperation design, especially in the interface.
We surveyed teleoperation papers and found progress on the
core teleoperation problems of control and situation awareness,
and recent surveys and techniques that demonstrate the
benefits of user-centered design for teleoperation. We called
for a renewed focus in broad, user-centered research goals to
improve teleoperation interfaces in everyday applications for
non-experts, and to develop better interfaces that leverage how
operators understand, think about, and use teleoperated robots.
This leads us to recommend that end-users should be included
throughout the teleoperation research process, not just as a user
study at the end of a project, and that experiments should take
advantage of such end-users’ approachable everyday
environments as experiment settings to test teleoperation
technologies in the real world. The results of this research
should complement the existing research approaches and
benefit teleoperation as a whole.
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