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Diabetic Retinopathy (DR) is a serious eye condition that occurs due to high
blood sugar levels in patients with Diabetes Mellitus. If left untreated, DR
can potentially result in blindness. Using automated neural network-based
methods to grade DR shows potential for early detection. However, the uneven
and non-quadrilateral forms of DR lesions provide difficulties for traditional
Convolutional Neural Network (CNN)-based architectures. To address this
challenge and explore a novel algorithm architecture, this work delves into
the usage of contrasting cluster assignments in retinal fundus images with
the Swapping Assignments between multiple Views (SwAV) algorithm for DR
grading. An ablation study was made where SwAV outperformed other CNN
and Transformer-based models, independently and in ensemble configurations
with an accuracy of 87.00% despite having fewer parameters and layers. The
proposed approach outperforms existing state-of-the-art models regarding
classification metrics, complexity, and prediction time. The findings offer great
potential for medical practitioners, allowing for more accurate diagnosis of DR
and earlier treatments to avoid visual loss.

KEYWORDS

diabetic retinopathy, contrasting clustering, SwAV, convolutional neural network,
ensemble learning, transformer, early diagnosis

1 Introduction

Diabetic Retinopathy (DR) is a progressive retinal condition that is considered
the most prevalent and common consequence of diabetes mellitus Nathan (1993).
A comprehensive review by Teoetal. (2021) highlighted that DR stands as a
leading contributor to avoidable vision impairment among the worldwide working-
age population. The study also reported that in 2020, the global prevalence of this
illness topped 103.12 million. According to predictions by that study, the total will
rise to around 160.50 million by 2045. In persons aged 50 and older, DR was the
seventh largest reason for blindness and moderate to severe visual impairment. It
is a slowly developing hidden chronic disease that often occurs in people with
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Hemorrhages

FIGURE 1
Various lesions from a fundus image.

diabetes. DR does not show clear early signs; as it worsens, complete
blindness is the likely outcome.

Regular screening helps catch DR early, preventing further
damage with the right medication. High-resolution fundus images
are used to spot tiny lesions and assess their severity. DR comes in
two main forms: Proliferative DR (PDR) and Non-proliferative DR
(NPDR). NPDR comprises four levels of severity—severity level 0
to 3 (Fong et al., 2004). Figure 1 displays typical DR symptoms. A
microaneurysm (MA) manifests as a small, dark red dot-like lesion
observed at the terminal of a blood vessel (Manjiri et al., 2015).
Hypertension and blockage of the retinal veins have the potential to
result in retinal hemorrhage (HM), which is another complication
associated with DR (Kanukollu and Ahmad, 2023). Occasionally,
small retinal hemorrhages (HM) may bear resemblance to
microaneurysms (MA) (Soriano and Aguirre, 2016). Exudates,
which include lipids and protein residues, filter out wounded
capillaries. In its latter stages, DR is difficult to treat. The Mild NPDR
shows only a few microaneurysms. In contrast, moderate NPDR
patients experience many MAs, hemorrhages, and venous beading,
which compromises their ability to move blood to the retina.
Severe DR is characterized by above 20 intraretinal hemorrhages
per quadrant, at least two quadrants with noticeable venous
beading, and significant intraretinal microvascular abnormalities
(IRMA) in at least one quadrant. During the PDR stage, new
blood vessels (neovascularization) emerge with vitreous or pre-
retinal hemorrhages (Shukla and Tripathy, 2023). Fundus imaging
is utilized for the diagnosis of DR. Ophthalmologists evaluate fundus
images for visible lesions, assess a DR level, and recommend suitable
treatment options.

Expert ophthalmologists struggle to produce reliable diagnoses
for fundus images due to overlapping borders and minor lesions,
making the process time-consuming. Therefore, the scientific
community recognizes the urgent necessity for a computer-aided

Frontiers in Robotics and Al

02

10.3389/frobt.2024.1445565

system in DR grading. However, developing such systems requires
annotated and labeled datasets from expert ophthalmologists, which
adds to the challenge given the variability in doctors’ assessments,
as illustrated in Figure 2 taken from Google (2017) where each row
represents patient retinal fundus images and each column is DR
gradings by US-board certified ophthalmologists. This variability
includes differences in severity level categorizations, with one doctor
labeling an eye as severity level-3 (Severe DR) while another may
classify it as level-1 (Mild DR), and some even assigning a severity
rating of 4 (PDR). Therefore, relying solely on models trained
with noisy annotated DR data by ophthalmologists is not feasible
for real-life applications. Acquiring high-quality datasets with
accurately labeled images is crucial in deep learning applications,
particularly in healthcare, where compromising quality is not an
option. However, obtaining properly labeled DR images remains
challenging, highlighting the need for an automated DR grading
system that does not depend on annotated or labeled datasets.

This study introduces a novel approach for grading Diabetic
Retinopathy (DR) using the self-supervised Contrasting Cluster
Assignment algorithm SwAV (Caronetal, 2020) on the
benchmark APTOS 2019 retinal fundus image dataset (Asia Pacific
Tele-Ophthalmology Society, 2019). First, the dataset undergoes
some preprocessing steps and afterward is fed to train a contrastive
learning-based model SwAV. Generally, contrastive learning is a
useful unsupervised method of learning visual elements. Rather
than predicting a label for a picture, contrastive approaches train
convolutional networks by differentiating between images. The
method compares multiple augmented views of original photos
to a different image, such as a monochromatic and color photo
of a retinal fundus image, and a color drawing of image from
different domain. It may thus conclude that, despite their apparent
differences, the third lacks semantic information, but the first two
do provide somewhat similar information. By using the information
that visually separates pictures, contrastive learning may identify
semantics in them. In practice, contrastive learning utilizes two
alternative transformations of the mentioned fundus image and
pushes both closer together than other image changes. This lets
the model understand that the concept of a fundus image grade is
resilient to image alterations that change, for example, its color. This
strategy works well, but it needs the system to change the same image
several times and compare each altered image independently. This
is an incredibly computationally hard process. SWAV does not need
explicit comparisons between each image pair. First, characteristics
from clipped regions of two photos are calculated and assigned to
an image cluster. These are distinct assignments that are not going
to match. While the color version of the fundus image may match
a cluster with various fundus images, the monochromatic version
might match an image cluster with certain retinal fundus images.
The system restricts the alignment of the two cluster assignments
over time, ultimately resulting in the discovery that all retinal
fundus images convey identical information. This is accomplished
by comparing the cluster assignments or anticipating the cluster of
one type of image over the other.

The suggested method based on SwAV with ResNet50 inside
outperforms the most state-of-the-art established techniques such as
CNN and Transformer-based model networks (Table 4). Because the
technique is quick and efficient, it may be used in real-life healthcare
applications. An ablation study was performed to discover the
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Inconsistency among ophthalmologists Google (2017).

performance difference between SwAV and the combination of
different CNN with transformer-based supervised model networks.

Using just retinal fundus images, the system determines the
possibility of Diabetic Retinopathy (DR) and can inform a patient of
its severity. This motivates patients to seek clinical testing procedures
based on the severity of their DR, decreasing dependency on costly
routine medical visits until the system indicates an early diagnosis.
Furthermore, the necessity for people to rely on obvious signs is
eliminated. The system’s early diagnosis can assist avoid or delay
the onset of DR-related problems. Regular screening is critical for
avoiding DR-induced blindness. As the only technique that uses
computer-based fundus image grading, it represents a novel and
promising approach in medical science.

The novel contributions of this work are summarized as follows:

e Introduced a novel online clustering-based self-supervised
approach, SwAYV, for multiclass DR grading.

e Addressed the limitations of traditional contrastive learning
methods for DR grading by clustering data to avoid direct
pairwise comparisons of lesions and ensuring consistency
between augmented views of the same image.

e The proposed method improves the handling of irregular and
complex lesion features in DR images, where conventional
CNNs and transformer-based models often struggle.

e The proposed approach reduces the dependency on large
amounts of labeled DR fundus image data, making it
more practical in sectors where obtaining annotated data is
challenging.

e The proposed model is simpler and more efficient than
state-of-the-art models, with only 16 layers and 23.5 million
parameters. This makes it faster to train and suitable for
real-time applications, as it can classify fundus images in
under 2 microseconds - a significant advantage for practical
medical use.

e Compared to other state-of-the-art approaches, the proposed
model significantly improves sensitivity, which is crucial for
medical applications, ensuring better identification of affected
patients and reducing the risk of misclassification.
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2 Literature review

Noninsulin-dependent diabetes (NIDDM) patients often avoid
routine eye screening likely due to time restrictions, absence of
symptoms, and limited chances of meeting specialists (Chou et al.,
2014). Thus, the likelihood of acquiring DR increases. One attempt
to address this is the use of techniques based on Al for disease
identification and diagnosis. Several computer-assisted solutions
have been suggested for Diabetic Retinopathy severity grading.
Ophthalmologists assess fundus image severity by screening
lesions and treating them accordingly. Lesion segmentation
methods were developed to help ophthalmologists accurately
diagnose small lesions. Image processing methods were often
utilized to segment fundus image lesions. Image processing
techniques were employed by Mumtaz et al. (2018) to automatically
identify hemorrhage, a common sign of retinal diseases among
diabetes patients. Akrametal. (2014) found microaneurysms
in tiny patches recovered from fundus images and utilized
PCA to reduce dimensionality. A fuzzy C-means (FCM) image
processing was employed by Rahim et al. (2016) to automatically
diagnose maculopathy and Diabetic Retinopathy. A four-step
lesion identification approach was created by Kar and Maity (2017)
which involves extracting vessels and removing the optic disc, pre-
processing, detecting potential lesions, and post-processing. To
distinguish black lesions from poorly light retinal backgrounds,
curvelet-based edge improvement was used, while a well-designed
wideband bandpass filter increased the contrast between the
background and the luminous lesions. Simultaneously, the mutual
information of the highest matched filter response and the largest
Laplacian of Gaussian response was maximized. Post-processing was
performed using a morphological approach to remove erroneously
detected pixels. Using image processing, Umapathy etal. (2019)
extracted texture features which were classified using the Decision
Tree (DT) model. The authors used transfer learning as their
second strategy. Using image processing to extract complex features
resulted in lower accuracy. Therefore, for lesion segmentation,
deep learning architectures were introduced. Chudzik et al. (2018)
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used a CNN architecture to segment microaneurysms. Yu et al.
(2017) also used CNN for pixel-base exudate detection. A semi-
supervised CNN model was proposed by Gondal et al. (2017) for
designating areas in retinal images. They reported high classification
and sensitivity scores. Shenavarmasouleh and Arabnia (2021)
introduced the Mask-RCNN model for segmenting tiny lesions,
including MA and exudates. By reusing the weights of pre-trained
ResNet101 using transfer learning (TL), the authors were able to
achieve a 45% mAP score. Apart from segmentation, one popular
technique for DR grading is image classification. Images are divided
into classes based on distinct properties at the image level.

Several research used classic ML algorithms, including DT,
SVM, RE LR, and GNB. To use classical ML models for
Diabetic Retinopathy grading, image processing techniques were
used in feature extraction and then used to train models.
Lachure et al. (2015) used morphology-based image processing
methods to distinguish between MAs and exudates, including
erosion, dilatation, opening, and closure. The characteristics were
supplied into SVM and KNN classifiers to grade the fundus
images. Asha and Karpagavalli (2015) used machine learning
approaches to detect retinal exudates. The fuzzy C means method
was utilized to segment the fundus images, and the Luv color
space was utilized to identify the exudate properties. The classifiers
used Native Bayes, Multi-Layer Perceptron (MLP), and Extreme
Learning Machine (ELM). The best scores were obtained via
ELM. (Honnungaretal. (2016) investigated machine learning
algorithms for automatically classifying DR from retina images.
Their suggested approach included classifying the images into
distinct DR levels using a multi-class classifier (logistic regression,
SVM, and RE), extracting features using the bag of visual words
model, and preprocessing the images using Contrast Limited
Adaptive Histogram Equalization (CLAHE). CLAHE was also
used by Raman etal. (2016) to enhance images. In their work,
morphological operation for blood vessel segmentation, areas
expanding for exudates segmentation, Sobel operator and contour
with circular hough transformation for optic disk segmentation,
and a mixture model for microaneurysm segmentation come next.
Finally, ANN was employed for classification. Image processing
techniques were also used by Carreraetal. (2017) to extract
characteristics from microaneurysms, blood vessels, and hard
exudates. Later, the features were applied to a Support Vector
Machine (SVM) classifier. They attained 95% sensitivity and 94%
accuracy. SK and P (2017) developed an ensemble classifier
known as ML-BEC, utilizing machine learning bagging techniques,
which extracts features using t-distribution Stochastic Neighbor
Embedding (t-SNE). A two-tier DR grading system was presented
by Ramani and Lakshmi (2017). In their ensemble method,
misclassified instances were eliminated and deployed to second-level
ensemble classifiers utilizing J48 Graft Trees. Best First Trees (BFTs)
were utilized in this process. Chetoui et al. (2018) used Long-tailed
Prompt Tuning and Local Energy-based Shape Histogram (LESH)
to identify textural properties. SVM was utilized for classification,
along with several kernel functions. A histogram binning technique
was employed to represent the features. The study found that LESH
outperformed SVM using an RBF kernel, achieving a 90% accuracy
rate. Few machine learning algorithms were used by Ali et al. (2020)
for segmenting and categorizing DR images. They recommended
clustering as a new paradigm for regional growth. For texture
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analysis, four character kinds were used: run-length matrix (RLM),
co-occurrence matrix (COM), wavelet (W) and histogram (H). The
authors improved classification accuracy by creating hybrid-feature
datasets through the use of data fusion. By employing Fisher, the
likelihood of error plus average correlation, mutual information,
as well as correlation-based feature selection, they successfully
identified the top 13 features. Finally, they utilized five classifiers:
SLg (simple logistic), MLP (multilayer perceptron), Lg (logistic), and
SMO (sequential minimal optimization). A multipath convolutional
neural network (M-CNN) was created by Gayathrietal. (2021)
to extract both local and global features from fundus images.
The final DR classification was predicted using the J48, RF, and
SVM models. When the J48 classifier was used, the M-CNN
network produced the best results. A hybrid inductive machine
learning algorithm (HIMLA) was proposed by Mahmoud et al.
(2023) to automate DR detection. After the normalization of
fundus images, segmentation of Blood vessels was done using a
convolutional encoder-decoder. The approach of multiple-instance
learning was applied for both feature extraction and classification.
An ensemble learning technique was tested by Reddy et al. (2020)
using Logistic Regression, KNN, Decision Tree, Random Forest, and
Adaboost. The grid search method was employed by the authors
to adjust the hyperparameters. An ensemble method combining
SVM for accurate and faster prediction, Neural Network for
improved precision, and Random Forest for persistent training was
proposed by Odeh et al. (2021). The wrapper subset and information
gain attribute evaluation algorithms were used by the authors to
choose features.

Traditional machine learning requires the extraction of
complicated characteristics as a first step. Manual feature extraction
with image processing may not capture all complex characteristics
required for proper categorization. Deep learning (DL) is currently
widely employed in imaging for many purposes. DL models
successfully identified DRs by extracting complicated features using
convolutional layers. Islam et al. (2018) employed a CNN model
featuring a kernel size of 4 x 4, coupled with augmentation and
preprocessing strategies for detecting DR. By utilizing dropout and
L2 regularizer, the authors were able to prevent overfitting and attain
an 85% kappa score, sensitivity of 98%, and specificity of 94%. A
multitasking DNN architecture was presented by Zhou et al. (2018)
for DR classification task. The authors used a multitasking strategy
to predict labels using classification and regression, resulting in an
84% kappa score due to the interdependence of the DR phases.
Zengetal. (2019) presented a Siamese-like architecture for DR
detection. The model was learned using a transfer learning technique
on binocular fundus pictures. Zhao etal. (2019) also proposed
BiRA-Net, which was based on attention layers. Islam et al. (2020)
developed a transfer learning model using VGG16 architecture.
They used color preprocessing techniques. To address overfitting
issues, they employed stratified K-fold cross-validation. Similarly,
Samanta et al. (2020) also developed a transfer learning model
using DenseNet architecture for a smaller Kaggle dataset. The
authors achieved 0.8836 kappa score on validation. A multi-tasking
DNN architecture was created by Majumder and Kehtarnavaz
(2021) that detects five grades of DR. For interdependency, their
architecture consists of a classification and a regression model. For
the EyePACS dataset, they attained an 88% kappa score, and for the
APTOS dataset, they attained 90%. Furthermore, Chen et al. (2020)
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presented an integrated shallow network. Gulshanetal. (2016)
suggested an Inception-v3 network trained on 0.13 million retinal
fundus images and assessed by 54 board-certified ophthalmologists
in the United States. The model was evaluated on two distinct
datasets categorized by seven board-certified ophthalmologists
from the United States, and it achieved an AUC of 0.97-0.99
for detecting referable DR. Gulshan etal. (2019) confirmed the
DR grading system’s performance at two Indian sites compared
to manual grading. 82.18% classification accuracy attained by
Gangwar and Ravi (2021) using an Inception-ResNet-v2 model
on the Messidor-1 dataset. Their methodology was also tested on
the APTOS 2019 dataset, achieving a classification accuracy of
72.33%. Kassani et al. (2019) created an Xception architecture with
CNN layers and achieved 83.09% accuracy on the APTOS 2019
dataset, outperforming previous CNN-based pre-trained models.
Bodapati et al. (2020) trained a DNN with blended multimodal
deep features, achieving around 81% accuracy on the APTOS 2019
dataset. The characteristics were retrieved via multiple pre-trained
CNN architectures. Bodapati etal. (2021a) trained a composite
gated attention DNN that performed somewhat better than
previously, with an accuracy of 82.5%. Adem (2018) demonstrated
that, from a retinal image, segmenting the optic disc area before
training CNN yields superior results than CNN-only techniques.

CNNs are clearly the most favored in image processing and
applications involving computer vision. Conventional methods of
convolutional neural networks and transformers consider images as
grid or sequence structures, that may not be suitable for collecting
irregular and complicated objects. While several models have
been established, there is always scope for improvement, notably
in multiclass categorization. Although ML architectures used in
the study were less complicated than previous DL models, their
classification performance fell short. Researchers employed several
transfer learning (TL) models to improve classification performance
and overcome drawbacks. TL models can be time-consuming to
train due to their large number of parameters and layers. This
paper provides a framework that balances ML and DL models to
improve the performance of classification metrics while minimizing
the total number of layers and parameters, thus saving training
time. Furthermore, training convolutional networks often needs
a substantial quantity of labeled data, limiting their usefulness
in sectors where annotations are difficult to get. A key gap in
previous research is the absence of a self-supervised contrastive
learning strategy in DR grading. Recent advancements in self-
supervised training methods, especially contrastive approaches like
PIRL (Misra and Maaten, 2020) and MoCo (He et al., 2020), have
made them a viable alternative to traditional supervised training.
However, these systems have lagged in terms of performance and
are substantially slower to train, frequently requiring 100 times the
processing power of their supervised equivalents. To address this
shortcoming, this study investigated SWAV for the DR grading task,
as it uses contrastive learning in a significantly more efficient and
effective manner.

3 Datasets description

The study utilized the APTOS 2019 (Asia Pacific Tele-
Ophthalmology Society, 2019) dataset to evaluate the severity of DR.
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The dataset was contributed by technicians from the Aravind Eye
Hospital, who utilized fundus photography to capture images from
patients residing in rural areas. A wide variety of imaging situations
are represented in the photographs. The images underwent grading
for DR severity on a scale of 0-4 by a clinician. As the Aptos 2019
dataset was sourced from a Kaggle competition, the test photos
associated with it were kept confidential. Consequently, all 3,662
training fundus photos from the competition were utilized for both
model training and testing purposes. For additional details on the
distribution of fundus images and sample representations for each
severity class, refer to Figures 3, 4A, respectively.

4 Methodology
4.1 Pre-processing fundus images

Out of the 3,662 fundus images, 2,934 (80%) were utilized during
the training phase. Within the training split, the counts of images
for No DR, Mild DR, Moderate DR, Severe DR, and PDR were
1,445, 297, 800, 155, and 237, respectively. The remaining 728 (20%)
images were used for testing. In the testing set, there were 360 images
for No DR, 73 for Mild DR, 199 for Moderate DR, 38 for Severe
DR, and 58 for PDR. To mitigate model overfitting and prevent the
learning of erroneous patterns, fundus images underwent resizing
and cropping of uninformative sections. Images exceeding 1,024
pixels were adjusted into a width value of 1,024 pixels during the
adjustment process. To preserve the original object composition
required for lesion detection, the aspect ratio was maintained
during that process. Notably, the images had irregular black gaps
surrounding the retina, potentially influencing the models on
learning unimportant features. To address this issue, the spherical z-
space was cropped. Cropping was done based on the fundus images
radius value (see Figure 4B—Cropped).

An issue of uneven brightness was observed in the dataset
images, leading to some images appearing excessively dark and
hindering lesion visibility. This problem was compounded by the
diverse imaging settings under which the images were captured.
A Gaussian filter was used to balance brightness, improve model
performance and facilitate the differentiation of lesions such
as abnormal blood vessel development, aneurysms, cotton wool
patches, hard exudates, and hemorrhages. An example of Gaussian
filtered image is shown in Figure 4B.

Augmentations (as shown in Figure 4C—Horizontal Flipped,
Vertical Flipped, Rotated, Perspective Change) were used to
strengthen models against noisy data and enhance generalization
by diversifying training samples. Overfitting occurs when a model
becomes excessively specialized in recognizing patterns from noisy
data. This leads to high variance and limited generalizability to new
samples. In order to prevent the model from memorizing specific
details and to improve its flexibility across a range of settings,
image augmentation introduces diversity into the training dataset.
Each image per epoch either got none at all or any among the
four augmentations (Horizontal Flipped, Vertical Flipped, Rotated,
Perspective Change) at random.

Upon loading an RGB image into memory, the values of its
pixels vary from 0 to 255, with each channel represented as an
integer of 8-bit. However, deep learning models often favor handling
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floating-point values in a narrow range. To accommodate this
preference, the images underwent a Z-score normalization process.
This technique aims to decrease skewness in the data distribution
and enhance the stability of the model during training. The z-score
normalization technique was applied and proved effective since the
dataset did not have notable outliers that needed to be trimmed.
For this normalization process, the mean and standard deviation
were computed for each channel (refer to Table 1). These statistical
values were then used in the normalization process to center the
data around 0 and bring it within the range of —10 to 10, which
contributed to quicker convergence. Figure 4D showcases a retinal
fundus image post-normalization.

There is a class imbalance in the Aptos 2019 dataset, with notable
variations in the number of samples between classes. This could
lead to a biased model during training. A random-oversampling
strategy was utilized to obtain equal class distributions across
training batches. In order to balance the dataset, the oversampling
procedure randomly picks pre-existing original samples from the
minority classes and duplicates them batch by batch during the
training process. To avoid potential issues of overfitting due to
the repeated presence of identical samples, random oversampling
was combined with data augmentation techniques elaborated
before. These techniques introduced variability in the duplicated
samples, helping to maintain dataset diversity and enhancing the
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generalization ability of the model. After oversampling, training
batches produced more balanced class distributions. Before and
after effects of sampling are shown in Figures 5, 6, respectively.
The pie chart representation in Figure 6B demonstrates that, upon
sampling, the average representation was about identical for all
batches. This consistency made sure that throughout the training
phase, the model acquired a sufficient proportion of image data
from every class.

4.2 Contrasting cluster assignment with
SwAV

Contrastive learning approaches have made unsupervised
image representations more effective than supervised pretraining.
These contrastive approaches are often used online and need
a high number of direct pairwise feature comparisons, making
2020) is an
online algorithm that uses contrastive approaches without having

them computationally tricky. SwAV (Caron etal,

to calculate pairwise comparisons. This approach clusters data
and ensures consistency between augmentations or views of the
same image, instead of explicitly comparing characteristics like
contrastive learning. SWAV employs a “swapped” prediction method
for predicting a view’s code based on its representation in another
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TABLE 1 Each channel Standard deviation (o) and Mean (u) values during
normalization.

Channel ‘ Standard deviation (o) Mean ()
Red 0.10 0.50
Green 0.08 0.50
Blue 0.04 0.50

view. This approach is adaptable to both sizable and modest
batches during training and possesses the capacity to handle
extensive datasets effortlessly. In contrast to earlier contrastive
techniques, it exhibits superior memory efficiency, as it operates
without the need for extensive memory banks or specialized
momentum networks.

One of the many objectives of this study is to research the
visual characteristics of DR images in an online method without
supervision. This work employed the online clustering-based self-
supervised approach SwAV (Caron etal,, 2020). According to
Asano et al. (2019) and Caron et al. (2018), typical clustering-based
deep neural network algorithms follow a pattern of alternating
between an offline cluster assignment phase, and a training phase.
In the cluster assignment phase, all image features are clustered.
And “co
augmentations in the training phase. However, these approaches are

des” or cluster assignments are predicted for distinct image
unsuitable for online learning due to the requirement for multiple

iterations through the dataset to compute the necessary image
features for clustering.
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Here, a distinct approach is applied, enforcing consistency
amongst codes derived from the additional augmented views of
the actual retinal image. The approach draws inspiration from
the work of Wu et al. (2018), where they demonstrated contrastive
instance learning, prioritizing consistent mappings between various
views of the original image instead of treating codes as targets.
Essentially, the technique can be explained as contrasting numerous
image views by differentiating the cluster assignments rather than
the features.

Specifically, in Figure 7, The codes are derived from a single
augmented perspective of the original retinal fundus image, and
then inferred from various other augmented representations of the
identical retinal fundus image. Let there are two image features f,
and f, from distinct augmented views of the identical image. The
augmented views corresponding codes o, and o get determined by
aligning them with K prototypes set, denoted as {c,, ..., cx}. Through
the use of the following loss function (Equation 1), a “swapped”
prediction task is formulated.

L(fof) =1(fp0) +1(fo00) 1

where, the function I(f,0) assesses the match between codes 0 and
features f. Intuitively, this technique compares the features f, and
f, via intermediate codes o, and o,. The other feature can predict the
code if both features contain the same information. The information
between two features can be deemed identical if they have the lowest
loss compared to all other features. For an augmented view of an
image, the set of B feature vectors denoted by F=[f,,..., f] and
the corresponding codes O = [0y, ...,03]. As f, and f, are two image
features from two different augmented views of the same image, the
feature f, belongs to the set of feature vectors F; = [f,,, f,» ..., f5,] for
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(A) Class distributions and (B) Average representation of classes before sampling of training dataset.

one view, while the feature f, belongs to the set F, = [f,, f50 ... fp,]
for the other view. Similarly, the code o, belongs to the set of codes
O, =010y, ...,0p,] for one view, and the code o, belongs to the set
0, =[04,,05...,05,] for the other view.

Let, the dataset images are X =[x},Xy,X3,....xy] and n=
1,2,3,...,N. A transformation ¢ or s is chosen from a set of
transformations for images T to convert the retinal fundus picture
x, to x,, or x,. x,, and x,; are two different augmented views
of an image. This approach generates multiple views of a batch
of retinal fundus images by employing multi-crop and other
augmentation techniques such as random grayscaling, flipping,
and color distortion. Initially, these views are processed by a
ResNet50 backbone to extract the embedding vector (the final
Global Average Pooling layer output). Through a non-linear
mapping ag, the augmented view x,, is mapped to a vector
representation. The non-linear mapping a, is an image encoder
using a ResNet50 convolutional neural network, followed by a
two-layer MLP with ReLU activations as the projection head. The
resulting embedding vector from the encoder is fed into a shallow
non-linear network, producing the feature vector F. The unit sphere:

Frontiers in Robotics and Al

S = ag(x,0)/lag(x,)ll, projected the feature. F is fed into a single
linear layer with as many neurons as there are prototypes. This is
the prototype layer C. These prototypes can be regarded as clusters.
This layer transforms F into K trainable prototype vectors, and the
resulting output is the dot product of F and the prototypes. The
“weights” matrix of this layer, updated during backpropagation, can
be envisioned as a learnable prototype bank. From this feature, a
code o, is derived by mapping f,, to trainable prototype vectors
set {c},...,cg}. The matrix C represents these columns as ¢y, ..., k.
Finally, a portion of the linear layer’s output is utilized for cluster
assignment through the Sinkhorn-Knopp algorithm (Cuturi, 2013),
and a swapped prediction problem is established. The output of the
Sinkhorn-Knopp algorithm is denoted as O.

The process for generating the codes, as well as updating the
prototypes online will now be elaborated. Equation 1 loss function
consists of multiple terms. The terms are, predicting o, from f
and o, from f,. These terms have contributed to the “swapped”
prediction problem. The cross-entropy loss between o, and the
softmax probability p, is essentially what each term represents. The
probability was calculated by applying the softmax function to the
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dot products of f; and all prototypes C.,, i.e., and o, is the corresponding code of one augmented view of the
exp ( 1 f?ck) n-th imag:i:: Simifiarly,f St r}el:presents thedfee'ature,fazd 0, is th}ei
(k) (k) (k) T t t t -t
1(f,0,) = —Zos log p®, where,p® = - ) .correspf[)}rll ing c];) e (f) another augmen'edwew(;)b e same 7
k Zk’ exp ( - f : Ck') image. The number of prototype vectors is denoted by K.

To make this approach online, the codes are computed utilizing
just image attributes from a batch. SWAV clusters many instances
to the prototypes since they are utilized in various batches. The
prototypes C are used to construct codes that partition all of the

In Equation 2, the temperature parameter is denoted by 7.
For the swapped prediction task, the loss function in Equation 3
is obtained by taking the loss from Equation 2 across the pairs
of augmentations i.e., x,, x,, for all the images. Starting with

samples in a batch evenly. This equipartition constraint guarantees

X, we obtain f,, which is then used to calculate o, in the .0 each code inside a batch of images is unique, prohibiting the

following equation. A similar process applies to x,, yielding f, and | io0 < lution in which all images have the same code. The objective
subsequently 0,. is to map a set of B feature vectors F=[f,,..., fz] to C=[c},...,cx].
1 Y 1. 1. K T ek The mappings are denoted by O = [0,,...,03], and the optimization

N z Z ;f 1t COns + 7 1sCOny —log z €xp 5 is focused on maximizing the likeness between the prototypes and

n=lst~T © fT k=1 the features, as follows:
k
~log )" exp (— )] 3 0*= " 1r(OTCTF) +€H(0), where, H(0) = - ¥ O, log O,
k=1 T 0e0O ij

In Equation 3, loss function is simultaneously reduced “)
concerning C and the parameter values 6 of a4 image encoder In Equation 4, the entropy function is denoted by H, and

ap utilized to generate (f,,), , features. f, represents the feature,  the smoothness parameter is denoted by ¢ The smoothness

Frontiers in Robotics and Al 09 frontiersin.org


https://doi.org/10.3389/frobt.2024.1445565
https://www.frontiersin.org/journals/robotics-and-ai
https://www.frontiersin.org

Ul Alam et al.

10.3389/frobt.2024.1445565

] g
g
212 g e
] D c Py
=] | ¢g H g
g 28 =
X ™ |2~ 2| | F > O z
nt 2 2 1 1 8
% 2L
=z [
n rF
e »
- A~
Original ? =
< — S
8 2 5 3
£ 3 :
- QO
3 & Crs 3
£ : ) 3 g
© C d Horizontal s I s
~ ~roppe Flipped 4 @
== s~
‘ = -
o g |3
. - xs
N g |:8 -
© - )
= | 8 Z2<5 B > =
Gaussian Filtered Normalized xns = 58 F2 02 s
wn —_ ~
;/ k- 28 © =
4 E* g
c
o
w
\ Perspective
FIGURE 7
Retinal Fundus image classification architecture using Contrastive Clustering based SwAV online algorithm.
TABLE 2 Optimal hyperparameters of different models for APTOS dataset.
Hyperparameters SwAV EfficientNet-B5 Swin \1)
Optimizer AdamW AdamW AdamW AdamW
Batch size 64 16 32 64
Learning rate le-3 le-3 le-5 le-5
Weight decay 5e-2 5¢-2 5e-2 5e-2
Exponential moving avg 0.99 0.99996 0.99 0.99
Epochs 33 35 35 50

parameter is used for the mapping purpose. Utilizing a powerful
entropy regularization (increased ¢ for example,) results in a
straightforward solution. This is where all samples tumble into a
distinct representation and stand evenly distributed among each
prototype. Therefore, the ¢ value is kept low. Asano etal. (2019)
restricts the matrix O to lie inside the transportation polytope
to guarantee an equal partition. The researchers worked on the
entire dataset. By restricting the transportation polytope for every
minibatch, our model adapted their approach to operate on mini-

batches:
x 1 1
0= {o € REFI01r = L1, 0" = EIB} 5)

In Equation 5, the vector of ones in dimension K is represented
by 1g. These restrictions ensure every prototype is selected within
the batch a minimum of g times.
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To maximize the degree of resemblance between the prototypes
and image features, the optimization of C is performed using
the Sinkhorn-Knopp algorithm (Cuturi, 2013), which enforces an
equipartition constraint. This constraint guarantees that different
image features are not mapped to the same prototype. To ensure
continuity in the online process, the optimized O is preserved in its
continuous form.

After determining a continuous solution O* to Problem 4,
Asano et al. (2019) demonstrate a rounding approach to produce
a discrete code. Empirical evidence reveals that discrete codes
outperform when computed offline on the complete dataset.
However, in an online scenario when only minibatches are used, the
usage of discrete codes produces lower outcomes than continuous
codes. This is owing to the severe optimization necessary for
rounding to get discrete codes, which have a higher intensity than
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TABLE 3 Ablation study result of different models for APTOS 2019 data.

10.3389/frobt.2024.1445565

Method Accuracy Precision ’ Sensitivity Fl-score
Swin 57.83 55.00 58.00 57.00
ViT + SwAV 60.00 60.00 60.00 60.00
ViT 64.15 64.00 64.00 64.00
EfficientNet-B5 + Swin 67.79 62.00 67.00 65.00
Swin + ViT + SwAV 68.01 68.86 68.16 68.00
Swin + SWAV 69.60 66.00 65.70 66.00
EfficientNet-B5 + Swin + ViT 70.54 70.00 70.00 70.00
EfficientNet-B5 + ViT 77.09 73.00 74.00 74.00
EfficientNet-B5 + Swin + ViT + SwAV 80.59 80.00 80.24 80.00
EfficientNet-B5 83.79 83.09 84.00 83.30
EfficientNet-B5 + ViT + SwAV 84.50 84.00 84.00 84.00
SWAV 87.00 86.00 87.00 86.00
4 0 0 0
Mild DR 5 44 23 1 0
0
Q
©
— Moderate DR 2 4 1 10
(0]
o
|_
Severe DR 1 1 12 5 19
PDR 0 4 16 29 9
Yo My, Mo Q &)
% 7 R %, 3, e u
(e O/\;.
Predicted Label
FIGURE 8

Confusion matrix of SWAV.

gradient updates. Although it promotes speedy model convergence,
it frequently results in an inferior solution. As a result, the soft
code O” is maintained rather than being rounded. The soft codes

Frontiers in Robotics and Al

11

O* depict the solution to the problem presented in Equation 4,
constrained within the set O, and expressed as a normalized
exponential matrix (Cuturi, 2013):
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TABLE 4 Classification performance compared to CNN and Transformer-based state-of-the-art models for APTOS 2019 dataset.

Method Accuracy Precision Sensitivity F1-score
CapsNet + VGG16 (Kumar et al., 2021) 75.50 — — —
NASNet (Dondeti et al., 2020) 77.90 76.00 77.00

MobileNet (Kassani et al., 2019) 79.01 — 76.47 —
DNN + Blended VGG and Xception (Bodapati et al., 2020) 80.96 — — —
Inception-ResNet-v2 (Gangwar and Ravi, 2021) 82.18 — — —
Composite Gated attention DNN (Bodapati et al., 2021a) 82.54 82.00 83.00 82.00
Modified Xception (Kassani et al., 2019) 83.09 — 88.24 —
Modified VGG16 (Bodapati et al., 2021b) 84.31 — — 84.00
LA-NSVM (Shaik and Cherukuri, 2021) 84.31 75.86 66.16 69.90
TMILv4 (Yang et al., 2024) 85.60 — 73.70 —
SwWAV 87.00 86.00 87.00 86.00

(O]
3
©
o
(0]
=
5
B
o
o
(0]
2
|_
, 4 No DR (AUC=0.98)
0.2 , ——— Mild DR (AUC=0.79)
, / Moderate DR (AUC=0.91)
|, Severe DR (AUC=0.74)
0 ~—— PDR (AUC=0.74)
0 0.5 1
False Positive Rate
FIGURE 9
ROC matrix of SWAV for APTOS 2019 dataset.

T
O™ = Diag(u)exp < ﬂ) Diag(v), (6)

€
In Equation 6, renormalization vectors in RX  and
R® are denoted as u and v, respectively. The iterative
Sinkhorn-Knopp  algorithm is wused to construct the

renormalization vectors with only a few matrix multiplications
(Cuturi, 2013).
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5 Results and discussion

Since training traditional deep learning models works well for
a substantial quantity of labeled data, this limits their usefulness
in sectors where large annotations are difficult to get. This study
validates the proposed contrasting cluster-based SwAV model
framework by demonstrating promising classification performance
on a small dataset [APTOS 2019 Asia Pacific Tele-Ophthalmology
Society (2019)].

SWAV obtained 87.00% classification accuracy on the APTOS
2019 dataset after fine-tuning the hyperparameters (see Table 2).
CNN-based EfficientNet-B5, Transformer-based Swin, and ViT
obtained accuracy of 83.79%, 57.83%, and 64.15% on APTOS
2019 data, respectively. SWAV converged marginally faster than
the other three experimental models, taking only 33 epochs. It
takes 35 epochs for both EfficientNet-B5 and Swin. ViT took 50
epochs. Hence, Contrastive Cluster-based SWAV demonstrates a
significant performance gain over CNN and Transformer-based
models with fewer epochs. The AdamW optimizer was used
for all model training in this study. AdamW is an updated
variant of the Adam optimizer, which is particularly effective
when dealing with large-scale problems involving numerous data
points or parameters. The Adam optimizer is known for its
efficiency and low memory usage, which aligns well with the
SWAV model’s need for low memory consumption as an online
learning model. It improves learning by adjusting learning rates
based on both the mean of the first-order moment (the gradient)
and the mean of the second-order moment (the squared gradient).
However, Adam can sometimes be sensitive to initial learning rates
and other hyperparameters, potentially affecting the optimizer’s
stability and convergence. Additionally, overfitting can be an
issue, especially with small datasets. AdamW addresses these
limitations, offering better performance and stability. The remaining
hyperparameters were selected through fine-tuning. This process
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TABLE 5 Simplicity of proposed approach in comparison with state-of-the-art models.

Model No. of layers No. of parameters (in million)
NasNet-Large (Liu et al., 2020; Bodapati et al., 2020) — 88.9

EfficientNetB5 (Liu et al., 2020) — 30.5

Inception Resnet-v2 (Liu et al., 2020; Bodapati et al., 2020) 164 55.8

ResNet50 (Qummar et al., 2019; Kassani et al., 2019) 50 25.6

Inception-v3 (Qummar et al., 2019; Kassani et al., 2019) 48 23.8

VGG16 (Bodapati et al., 2020; 2021a) 16 138.3

Proposed SwAV 16 23.5

involved manually testing various combinations of hyperparameter
values to evaluate and optimize the model’s performance during
training. Table 2 presents the final optimal hyperparameters for the
models trained on the Aptos 2019 dataset.

In the ablation study of this work, various voting ensemble
combinations of CNN and Transformer-based models were also
explored alongside Contrastive Clustering-based SWAV. As shown
in Table 3, the results illustrate the accuracy of these experiments.
Interestingly, even when combining two CNN-based models,
EfficientNet-B5, along with Transformer-based architectures like
Swin and Vision Transformer (ViT), the performance still falls
short of SWAV’s. Nevertheless, SWAV achieved the highest accuracy,
showcasing superior precision, sensitivity, and F1-score values.

Improving sensitivity in medical science research is crucial
for correctly identifying affected patients. The main objective
of this study is to classify diabetic retinopathy according to
severity levels and encourage people to seek medical assistance
before their condition worsens. As a result, it is critical to
avoid misidentifying any of the four Diabetic Retinopathy (DR)
conditions as Non-Diabetic Retinopathy (No DR) or healthy. The
suggested DR grading architecture, employing the Contrastive
Cluster-based SwAV algorithm, efficiently achieved this purpose,
as indicated by the validation in the confusion matrix depicted
in Figure 8.

The APTOS 2019 dataset was used by a number of studies
to assess DR severity. The classification accuracy of state-of-the-
art models using this dataset is listed down in Table 4. The
studies did not provide class-wise results. Yang et al. (2024) attained
85.6% accuracy using a novel transformer-based model TMILv4.
However, one limitation of their work is low sensitivity (73.7%),
which is critical in medical science-based research. In the work
of Shaik and Cherukuri (2021), Convolutional autoencoder and
neural support vector machine (LA-NSVM) are combined and
trained and acquired a performance accuracy of 84.31%. However,
the work still lacks in sensitivity score (66.16%). Kassani et al.
(2019) achieved a relatively higher sensitivity (88.24%) using a
Modified Xception network even though their work has a lower
overall accuracy (83.09%). The remaining studies in Table 4 exhibit
comparatively lower performance in terms of either accuracy
or sensitivity. SWAV beats all these state-of-the-art CNN and
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Transformer-based models in terms of weighted F1-score, accuracy,
precision, and sensitivity with a score of 86%, 86%, 87%, and 87%
respectively (Table 4).

Figure 9 displays the class-wise ROC, which evaluates the
SwAV’s ability to discern between DR levels. The SwAV model had
an estimated ROC of 83.2% for the APTOS 2019 dataset. Despite
an imbalanced dataset, the model’s resilience was demonstrated by
decent ROC values for each class.

According to Table 5, the majority of state-of-the-art models
extracted features and identified DR from fundus images using
transfer learning techniques. The transfer learning models, such
as VGG16 with 138.3 million parameters and ResNet50 with 50
layers, are overly complex. The models also needed high-resolution
retinal fundus images to accurately distinguish DR levels. The other
models given in Table 5 also have a large number of parameters and
layers, which takes too long to train and converge. In comparison,
SwWAYV has just 16 layers and 23.5 million parameters. Based on the
comparison, the suggested SwAV can reliably classify DR levels with
fewer parameters, layers, and faster processing times. The model can
accurately classify fundus images in under 2 ys, enabling real-time
patient feedback.

6 Conclusion

This study introduces a novel method for self-supervised
multiclass grading of Diabetic Retinopathy by employing a
Contrastive Cluster-based SWAV model. Initially, retinal fundus
images underwent cropping to eliminate spherical z-space, followed
by Gaussian filtering to address uneven brightness and enhance
lesion visibility. Augmentations were subsequently applied before
normalization. The processed images were then fed into SWAV with
a ResNet50 backbone for DR severity classification. By integrating
adept pre-processing techniques and incorporating Contrastive
Cluster Assignments of retinal images with the SWAV classifier, the
system’s prediction accuracies are significantly enhanced compared
to traditional deep learning approaches. SwAV attained an accuracy
of 87%, surpassing state-of-the-art CNN and Transformer-based
models despite its simpler architecture comprising 16 layers and
23.5 million parameters. The ablation study further demonstrated
SWAV’s superiority over ensemble methods involving CNN and
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Transformer-based models. This efficient computer-based approach
to DR grading reduces reliance on costly routine medical checkups.
Given the absence of symptoms in the early stages of Diabetic
Retinopathy for most cases, undiagnosed individuals can initiate
medical diagnosis using this framework. In the future, the focus will
be on seamlessly incorporating this method into everyday clinical
practice. Overall, the proposed approach shows great potential for
making a substantial contribution to the prevention and control of
DR, improving the condition of life for millions of people worldwide.

Data availability statement

Publicly available datasets were analyzed in this study. This data
can be found here: https://www.kaggle.com/c/aptos2019-blindness-
detection/data.

Author contributions

MNUA: Conceptualization, Data curation, Formal Analysis,
Methodology, Project administration, Resources, Visualization,
Writing-original draft. EB: Conceptualization, Resources, Software,
Writing-original draft. AM: Data curation, Investigation, Software,
Supervision, Validation, Visualization, Writing-review and editing.
FN: Validation, Writing-review and editing. MZU: Investigation,

References

Adem, K. (2018). Exudate detection for diabetic retinopathy with circular hough
transformation and convolutional neural networks. Expert Syst. Appl. 114, 289-295.
doi:10.1016/j.eswa.2018.07.053

Akram, M. U, Khalid, S., Tariq, A., Khan, S. A, and Azam, E. (2014). Detection and
classification of retinal lesions for grading of diabetic retinopathy. Comput. Biol. Med.
45,161-171. doi:10.1016/j.compbiomed.2013.11.014

Ali, A.,, Qadri, S., Khan Mashwani, W,, Kumam, W.,, Kumam, P, Naeem, S.,
et al. (2020). Machine learning based automated segmentation and hybrid feature
analysis for diabetic retinopathy classification using fundus image. Entropy 22, 567.
doi:10.3390/€22050567

Asano, Y. M., Rupprecht, C., and Vedaldi, A. (2019). Self-labelling via simultaneous
clustering and representation learning. arXiv:1911.05371.

Asha, P, and Karpagavalli, S. (2015). Diabetic retinal exudates detection using
machine learning techniques, in 2015 international conference on advanced computing
and communication systems. Coimbatore, India: IEEE, 1-5.

Asia Pacific Tele-Ophthalmology Society (2019). Aptos 2019 blindness detection.
Available  at: https://www.kaggle.com/c/aptos2019-blindness-detection/data
(Accessed: January 1, 2023).

Bodapati, J. D., Naralasetti, V., Shareef, S. N., Hakak, S., Bilal, M., Maddikunta,
P K. R, et al. (2020). Blended multi-modal deep convnet features for diabetic
retinopathy severity prediction.  Electronics 9, 914. doi:10.3390/electronics
9060914

Bodapati, J. D., Shaik, N. S., and Naralasetti, V. (2021a). Composite deep
neural network with gated-attention mechanism for diabetic retinopathy severity
classification. J. Ambient Intell. Humaniz. Comput. 12, 9825-9839. d0i:10.1007/s12652-
020-02727-z

Bodapati, J. D., Shaik, N. S., and Naralasetti, V. (2021b). Deep convolution feature
aggregation: an application to diabetic retinopathy severity level prediction. Signal,
Image Video Process. 15, 923-930. doi:10.1007/s11760-020-01816-y

Caron, M., Bojanowski, P, Joulin, A., and Douze, M. (2018). Deep clustering for
unsupervised learning of visual features, in Proceedings of the European conference
on computer vision (ECCV), arXiv:1807.05520, 132-149.

Caron, M., Misra, 1., Mairal, J., Goyal, P, Bojanowski, P,, and Joulin, A. (2020).
Unsupervised learning of visual features by contrasting cluster assignments. Adv. Neural
Inf. Process. Syst. 33, 9912-9924.

Frontiers in Robotics and Al

14

10.3389/frobt.2024.1445565

Project administration, Software, Validation, Writing-review

and editing.

Funding

The author(s) declare that no financial support was received for
the research, authorship, and/or publication of this article.

Conflict of interest

The authors declare that the research was conducted in the
absence of any commercial or financial relationships that could be
construed as a potential conflict of interest.

Publisher’s note

All claims expressed in this article are solely those of the
authors and do not necessarily represent those of their affiliated
organizations, or those of the publisher, the editors and the
reviewers. Any product that may be evaluated in this article, or claim
that may be made by its manufacturer, is not guaranteed or endorsed
by the publisher.

Carrera, E. V.,, Gonzalez, A., and Carrera, R. (2017). Automated detection of diabetic
retinopathy using svm, in 2017 IEEE XXIV international conference on electronics,
electrical engineering and computing (INTERCON). Cusco, Peru: IEEE, 1-4.

Chen, W, Yang, B, Li, J., and Wang, J. (2020). An approach to detecting diabetic
retinopathy based on integrated shallow convolutional neural networks. IEEE Access 8,
178552-178562. doi:10.1109/access.2020.3027794

Chetoui, M., Akhloufi, M. A., and Kardouchi, M. (2018). Diabetic retinopathy
detection using machine learning and texture features, in 2018 IEEE Canadian
conference on electrical and computer engineering (CCECE). Quebec, QC, Canada:
IEEE, 1-4.

Chou, C.-E, Sherrod, C. E., Zhang, X., Barker, L. E., Bullard, K. M,
Crews, J. E., et al. (2014). Barriers to eye care among people aged 40 years
and older with diagnosed diabetes, 2006-2010. Diabetes Care 37, 180-188.
doi:10.2337/dc13-1507

Chudzik, P, Majumdar, S., Calivd, E, Al-Diri, B., and Hunter, A. (2018).
Microaneurysm detection using fully convolutional neural networks. Comput. Methods
Programs Biomed. 158, 185-192. doi:10.1016/j.cmpb.2018.02.016

Cuturi, M. (2013). Sinkhorn distances: lightspeed computation of optimal transport.
Adv. Neural Inf. Process. Syst. 26.

Dondeti, V., Bodapati, J. D., Shareef, S. N., and Veeranjaneyulu, N. (2020). Deep
convolution features in non-linear embedding space for fundus image classification.
Rev. d’Intelligence Artif. 34, 307-313. doi:10.18280/ria.340308

Fong, D. S., Aiello, L. P, Ferris III, E. L., and Klein, R. (2004). Diabetic retinopathy.
Diabetes Care 27, 2540-2553. doi:10.2337/diacare.27.10.2540

Gangwar, A. K., and Ravi, V. (2021). “Diabetic retinopathy detection using transfer
learning and deep learning,” in Evolution in computational intelligence: frontiers in
intelligent computing: theory and applications (FICTA 2020). Singapore: Springer, Vol.

1, 679-689.

Gayathri, S., Gopi, V. P, and Palanisamy, P. (2021). Diabetic retinopathy classification
based on multipath cnn and machine learning classifiers. Phys. Eng. Sci. Med. 44,
639-653. d0i:10.1007/s13246-021-01012-3

Gondal, W. M., Kéhler, J. M., Grzeszick, R., Fink, G. A., and Hirsch, M. (2017).
Weakly-supervised localization of diabetic retinopathy lesions in retinal fundus
images, in 2017 IEEE international conference on image processing (ICIP) (IEEE),
2069-2073.

frontiersin.org


https://doi.org/10.3389/frobt.2024.1445565
https://www.kaggle.com/c/aptos2019-blindness-detection/data
https://www.kaggle.com/c/aptos2019-blindness-detection/data
https://doi.org/10.1016/j.eswa.2018.07.053
https://doi.org/10.1016/j.compbiomed.2013.11.014
https://doi.org/10.3390/e22050567
https://www.kaggle.com/c/aptos2019-blindness-detection/data
https://doi.org/10.3390/electronics9060914
https://doi.org/10.3390/electronics9060914
https://doi.org/10.1007/s12652-020-02727-z
https://doi.org/10.1007/s12652-020-02727-z
https://doi.org/10.1007/s11760-020-01816-y
https://doi.org/10.1109/access.2020.3027794
https://doi.org/10.2337/dc13-1507
https://doi.org/10.1016/j.cmpb.2018.02.016
https://doi.org/10.18280/ria.340308
https://doi.org/10.2337/diacare.27.10.2540
https://doi.org/10.1007/s13246-021-01012-3
https://www.frontiersin.org/journals/robotics-and-ai
https://www.frontiersin.org

Ul Alam et al.

Google (2017). Case study: TensorFlow in medicine - retinal imaging, TensorFlow
dev summit 2017. Available at: https://youtu.be/oOeZ7IgEN40?t=156.

Gulshan, V., Peng, L., Coram, M., Stumpe, M. C, Wu, D., Narayanaswamy,
A., et al. (2016). Development and validation of a deep learning algorithm for
detection of diabetic retinopathy in retinal fundus photographs. JAMA 316, 2402-2410.
doi:10.1001/jama.2016.17216

Gulshan, V., Rajan, R. P, Widner, K, Wu, D., Wubbels, P, Rhodes, T,
et al. (2019). Performance of a deep-learning algorithm vs manual grading
for detecting diabetic retinopathy in India. JAMA Ophthalmol. 137, 987-993.
doi:10.1001/jamaophthalmol.2019.2004

He, K., Fan, H., Wu, Y., Xie, S., and Girshick, R. (2020). “Momentum contrast
for unsupervised visual representation learning,” in Proceedings of the IEEE/CVF
conference on computer vision and pattern recognition, arXiv:1911.05722v3.
9729-9738.

Honnungar, S., Mehra, S., and Joseph, S. (2016). Diabetic retinopathy identification
and severity classification.

Islam, M. R., Hasan, M. A. M., and Sayeed, A. (2020). Transfer learning based
diabetic retinopathy detection with a novel preprocessed layer, in 2020 IEEE region 10
symposium (TENSYMP). Dhaka, Bangladesh: IEEE, 888-891.

Islam, S. M. S., Hasan, M. M., and Abdullah, S. (2018). Deep learning based
early detection and grading of diabetic retinopathy using retinal fundus images.
arXiv:1812.10595.

Kanukollu, V. M., and Ahmad, S. S. (2023). Diabetic retinopathy. Available at: https://
www.ncbi.nlm.nih.gov/books/NBK560777/.

Kar, S. S, and Maity, S. P. (2017). Automatic detection of retinal lesions
for screening of diabetic retinopathy. IEEE Trans. Biomed. Eng. 65, 608-618.
doi:10.1109/tbme.2017.2707578

Kassani, S. H., Kassani, P. H., Khazaeinezhad, R., Wesolowski, M. J., Schneider,
K. A, and Deters, R. (2019). Diabetic retinopathy classification using a modified
xception architecture, in 2019 IEEE international symposium on signal processing and
information Technology (ISSPIT). United Arab Emirates: IEEE, 1-6.

Kumar, G., Chatterjee, S., and Chattopadhyay, C. (2021). Dristi: a hybrid deep neural
network for diabetic retinopathy diagnosis. Signal, Image Video Process. 15, 1679-1686.
doi:10.1007/s11760-021-01904-7

Lachure, J., Deorankar, A., Lachure, S., Gupta, S., and Jadhav, R. (2015). “Diabetic
retinopathy using morphological operations and machine learning,” in 2015 IEEE
international advance computing conference (IACC). Banglore, India: IEEE, 617-622.

Liu, H., Yue, K, Cheng, S, Pan, C, Sun, J, and Li, W. (2020). Hybrid
model structure for diabetic retinopathy classification. J. Healthc. Eng. 2020, 1-9.
doi:10.1155/2020/8840174

Mahmoud, M. H., Alamery, S., Fouad, H., Altinawi, A., and Youssef, A. E. (2023). An
automatic detection system of diabetic retinopathy using a hybrid inductive machine
learning algorithm. Personal Ubiquitous Comput. 27,751-765. doi:10.1007/s00779-020-
01519-8

Majumder, S., and Kehtarnavaz, N. (2021). Multitasking deep learning model
for detection of five stages of diabetic retinopathy. IEEE Access 9, 123220-123230.
doi:10.1109/access.2021.3109240

Manjiri, P, Ramesh, M., Yogesh, R., Manoj, S., and Neha, D. (2015). Automated
localization of optic disk, detection of microaneurysms and extraction of blood vessels
to bypass angiography, in Proceedings of the 3rd international conference on frontiers of
intelligent computing: theory and applications (FICTA) 2014. Cham: Springer, 579-587.

Misra, I, and Maaten, L. V. D. (2020). Self-supervised learning of pretext-invariant
representations, in Proceedings of the IEEE/CVF conference on computer vision and
pattern recognition, 6707-6717.

Mumtaz, R., Hussain, M., Sarwar, S., Khan, K., Mumtaz, S., and Mumtaz, M. (2018).
Automatic detection of retinal hemorrhages by exploiting image processing techniques
for screening retinal diseases in diabetic patients. Int. J. Diabetes Dev. Ctries. 38, 80-87.
doi:10.1007/s13410-017-0561-6

Nathan, D. M. (1993). Long-term complications of diabetes mellitus. N. Engl. J. Med.
328, 1676-1685. doi:10.1056/nejm199306103282306

Odeh, I, Alkasassbeh, M., and Alauthman, M. (2021). Diabetic retinopathy detection
using ensemble machine learning, in 2021 international conference on information
Technology (ICIT) Amman, Jordan: IEEE, 173-178.

Frontiers in Robotics and Al

15

10.3389/frobt.2024.1445565

Qummar, S., Khan, E. G, Shah, S., Khan, A., Shamshirband, S., Rehman, Z. U,, et al.
(2019). A deep learning ensemble approach for diabetic retinopathy detection. IEEE
Access 7, 150530-150539. doi:10.1109/access.2019.2947484

Rahim, S. S., Palade, V. Shuttleworth, J., and Jayne, C. (2016). Automatic
screening and classification of diabetic retinopathy and maculopathy using fuzzy image
processing. Brain Inf. 3, 249-267. doi:10.1007/s40708-016-0045-3

Raman, V., Then, P,, and Sumari, P. (2016). Proposed retinal abnormality detection
and classification approach: computer aided detection for diabetic retinopathy
by machine learning approaches, in 2016 8th IEEE international conference on
communication software and networks (ICCSN). Beijing, China: IEEE, 636-641.

Ramani, R. G., Lakshmi, B., and Shanthamalar, J. J. (2017). Automatic diabetic
retinopathy detection through ensemble classification techniques automated diabetic
retionapthy classification, in 2017 IEEE international conference on computational
intelligence and computing research (ICCIC). Coimbatore, India: IEEE), 1-4.

Reddy, G. T, Bhattacharya, S., Ramakrishnan, S. S., Chowdhary, C. L., Hakak, S.,
Kaluri, R., et al. (2020). An ensemble based machine learning model for diabetic
retinopathy classification, in 2020 international conference on emerging trends in
information Technology and engineering (ic-ETITE). Vellore, India: IEEE, 1-6.

Samanta, A., Saha, A., Satapathy, S. C., Fernandes, S. L., and Zhang, Y.-D. (2020).
Automated detection of diabetic retinopathy using convolutional neural networks on a
small dataset. Pattern Recognit. Lett. 135, 293-298. doi:10.1016/j.patrec.2020.04.026

Shaik, N. S., and Cherukuri, T. K. (2021). Lesion-aware attention with neural support
vector machine for retinopathy diagnosis. Mach. Vis. Appl. 32, 126. doi:10.1007/s00138-
021-01253-y

Shenavarmasouleh, E, and Arabnia, H. R. (2021). “Drdr: automatic masking of
exudates and microaneurysms caused by diabetic retinopathy using mask r-cnn
and transfer learning,” in Advances in computer vision and computational biology:
proceedings from IPCV’20, HIMS20, BIOCOMP’20, and BIOENG’20. Springer,
307-318.

Shukla, U. V., and Tripathy, K. (2023). Diabetic retinopathy. Available at: https://
www.ncbi.nlm.nih.gov/books/NBK560805/.

Sk, S., and P, A. (2017). A machine learning ensemble classifier for early prediction
of diabetic retinopathy. J. Med. Syst. 41, 201-212. d0i:10.1007/s10916-017-0853-x

Soriano, M. E. T., and Aguirre, G. G. (2016). Ophthalmology: current and future
developments: volume 1-diagnostic atlas of retinal diseases. Bentham Science Publishers.

Teo, Z. L., Tham, Y.-C, Yu, M, Chee, M. L, Rim, T. H, Cheung, N,
et al. (2021). Global prevalence of diabetic retinopathy and projection of burden
through 2045: systematic review and meta-analysis. Ophthalmology 128, 1580-1591.
doi:10.1016/j.ophtha.2021.04.027

Umapathy, A., Sreenivasan, A., Nairy, D. S., Natarajan, S., and Rao, B. N. (2019).
Image processing, textural feature extraction and transfer learning based detection
of diabetic retinopathy, in Proceedings of the 2019 9th international conference on
bioscience, biochemistry and bioinformatics, 17-21.

Wu, Z., Xiong, Y., Yu, S. X, and Lin, D. (2018). Unsupervised feature learning via
non-parametric instance discrimination, in Proceedings of the IEEE conference on
computer vision and pattern recognition, 3733-3742. arXiv:1805.01978v1.

Yang, Y, Cai, Z., Qiu, S., and Xu, P. (2024). A novel transformer model with multiple
instance learning for diabetic retinopathy classification. IEEE Access 12, 6768-6776.
doi:10.1109/access.2024.3351473

Yu, S., Xiao, D., and Kanagasingam, Y. (2017). Exudate detection for diabetic
retinopathy with convolutional neural networks, in 2017 39th annual international
conference of the IEEE engineering in medicine and biology society (EMBC). Jeju,
Korea (South): IEEE, 1744-1747.

Zeng, X., Chen, H,, Luo, Y., and Ye, W. (2019). Automated diabetic retinopathy

detection based on binocular siamese-like convolutional neural network. IEEE Access
7, 30744-30753. doi:10.1109/access.2019.2903171

Zhao, Z., Zhang, K., Hao, X,, Tian, J., Chua, M. C. H., Chen, L,, et al. (2019). Bira-
net: bilinear attention net for diabetic retinopathy grading, in 2019 IEEE international
conference on image processing (ICIP). Taipei, Taiwan: IEEE), 1385-1389.

Zhou, K., Gu, Z., Liu, W,, Luo, W, Cheng, J., Gao, S., et al. (2018). Multi-cell multi-task
convolutional neural networks for diabetic retinopathy grading, in 2018 40th annual
international conference of the IEEE engineering in medicine and biology society
(EMBC). Honolulu, HI, USA: IEEE, 2724-2727.

frontiersin.org


https://doi.org/10.3389/frobt.2024.1445565
https://youtu.be/oOeZ7IgEN4o?t=156
https://doi.org/10.1001/jama.2016.17216
https://doi.org/10.1001/jamaophthalmol.2019.2004
https://www.ncbi.nlm.nih.gov/books/NBK560777/
https://www.ncbi.nlm.nih.gov/books/NBK560777/
https://doi.org/10.1109/tbme.2017.2707578
https://doi.org/10.1007/s11760-021-01904-7
https://doi.org/10.1155/2020/8840174
https://doi.org/10.1007/s00779-020-01519-8
https://doi.org/10.1007/s00779-020-01519-8
https://doi.org/10.1109/access.2021.3109240
https://doi.org/10.1007/s13410-017-0561-6
https://doi.org/10.1056/nejm199306103282306
https://doi.org/10.1109/access.2019.2947484
https://doi.org/10.1007/s40708-016-0045-3
https://doi.org/10.1016/j.patrec.2020.04.026
https://doi.org/10.1007/s00138-021-01253-y
https://doi.org/10.1007/s00138-021-01253-y
https://www.ncbi.nlm.nih.gov/books/NBK560805/
https://www.ncbi.nlm.nih.gov/books/NBK560805/
https://doi.org/10.1007/s10916-017-0853-x
https://doi.org/10.1016/j.ophtha.2021.04.027
https://doi.org/10.1109/access.2024.3351473
https://doi.org/10.1109/access.2019.2903171
https://www.frontiersin.org/journals/robotics-and-ai
https://www.frontiersin.org

	1 Introduction
	2 Literature review
	3 Datasets description
	4 Methodology
	4.1 Pre-processing fundus images
	4.2 Contrasting cluster assignment with SwAV

	5 Results and discussion
	6 Conclusion
	Data availability statement
	Author contributions
	Funding
	Conflict of interest
	Publisher’s note
	References

