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As populations grow, research looks to emerging adaptive technologies for the urgent challenge in providing suitable care for older adults. Drawing on implementation science, we conducted a holistic examination looking at broader, contextual factors relating to the acceptability of robotics and sensor technologies in care homes. We held a workshop that brought together members of the public and researchers with experience in care home, to try such technologies and discuss their application in different care home scenarios. Using the NASSS framework, we examine acceptability through the angles of technology, condition, adopters, value proposition, organisation, wider context, and sustainability. While both groups of participants share concerns about the negative impacts of robotics on the quality of care, we also uncovered additional areas of further consideration relating to tensions between stakeholders and constraints around material resources, culture, processes and regulatory considerations.
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1 INTRODUCTION
Robots are becoming increasingly common in our lives, offering physical and social assistance to create and enhance intelligent and adaptive living environments (Teng et al., 2022; Toh et al., 2016; Cone and Lambert, 2019). At the same time, many people now live longer, with the gap between the number of older adults needing care and the available care workforce widening (Sawik et al., 2023). Recent studies have explored how robots can assist in care settings (e.g., Papadopoulos et al., 2020; Koh et al., 2021) but these initiatives have so far failed to create meaningful impact, failing to capture the broader, complex and contextual realities of care work. Many such studies have narrowly focused on specific technologies or stakeholder groups (Trainum et al., 2024). In contrast, our workshop brought together both care professionals and members of the public to reflect on the combined use of emerging robotic and sensor technologies, exploring not just acceptability but also how such systems might realistically integrate into care home environments.
Developments in assistive robotics and sensor technologies offer increasingly interactive and customizable solutions, with face and voice recognition, speech interaction, and context-aware responses (Guemghar et al., 2022; Koh et al., 2021). We might imagine robots, using sensors and Artificial Intelligence (AI) to deduce information about the users and adapt their ways of acting and speaking accordingly (Cheresharov et al., 2024; Irfan et al., 2024).
However, we first need to critically examine what is truly needed, and understand the context in which solutions would be implemented. Initiatives promoting ethical and responsible innovation (e.g., Portillo et al., 2023; Stilgoe and Guston, 2016) highlight the importance of anticipating societal impact, engaging with stakeholders from the early stages of research and understanding the broader context. Involving stakeholders in the design process and addressing privacy and user autonomy concerns are also essential for fostering trust and acceptance (Sharkey and Sharkey, 2012; Van Wynsberghe, 2020). Within care homes, this involves understanding the needs of several types of stakeholders, like residents, residents’ families, carers, broader staff and management, including volunteers (Servaty et al., 2020; Koh et al., 2021; Guemghar et al., 2022).
In addition, to ensure that technology brings benefits rather than barriers, we must take into account multiple factors, including practical matters such as space and material resources, familiarity with technology, organisational structures and legal concerns (Guemghar et al., 2022; Koh et al., 2021). For example, using robots in care settings results in some additional risks and challenges (Hung et al., 2022) like cross-contamination due to using robots (Bradwell et al., 2020) and overtrust in robots (Borenstein et al., 2018). In order to capture these contextual factors, our analysis is guided by the NASSS (Non-adoption, Abandonment, Scale-up, Spread, Sustainability) framework, which draws on implementation science and has been specifically designed to examine concrete and multifaceted considerations relating to the adoption of technology in healthcare organisations (Greenhalgh et al., 2017).
Our work explores the challenges and opportunities that exist in this domain, with particular focus on stakeholders’ concerns and contextual factors. We reported on a workshop we conducted with members of the public and professionals with work experience within care homes. Our aim was to collect insights on the acceptability and suitability of robotic and sensor technologies, through understanding the stakeholders’ concerns and the broader practical, organisational and regulatory factors. We analysed and presented our findings, using the NASSS framework (Greenhalgh et al., 2017), which allows us to examine acceptability by looking at seven domains: technology, condition, adopters, value proposition, organisation, wider context, and sustainability. Beyond insights into the factors affecting the succesfull adoption of sensors and robots in care homes, we contribute by demonstrating how the NASSS framework can be used to examine qualitative data from stakeholder engagement research and discuss the limitations of this approach.
2 METHODS
Ethical approval for this study was granted by the University of Nottingham’s, Computer Science Research Ethics Committee (Reference: CS 2024R11).
2.1 Participants
The workshop was attended by older adults from the general public (n = 4, 3 men and 1 woman, average age = 70) and professionals with experience conducting research in care homes (n = 4, 2 men, 2 women).
2.2 Workshop
The two groups (public and professionals) were divided into separate tables, in order to gain distinct insights on the perspectives of each group and prevent one perspective from dominating the discussion.
First, we demonstrated a variety of scientific-grade and consumer sensors, inviting participants to try them out. We showed EEG sensors (Muse 2 and Emotiv Epoch), funcational near-infrared spectroscopy (fNIRS) devices (Artinis Brite, OctaMon, and Mendi) and the Tobii Pro eye tracker, the Shimmer GSR sensor, and a Fitbit smartwatch. We selected these as they capture physiological data that might be relevant in a care setting, and in order to show participants the range of sizes and forms that sensors can take.
Second, we demonstrated various robots, including Pepper, MiRo, Temi and Boston Dynamics’ Spot and explained their capabilities and potential applications. The robots were selected to give participants an understanding of the variety of sizes, appearance (e.g., anthropomorphic, animal-like, computer-like) and capabilities (e.g., mobile, stationary, with screen or voice interface, etc).
The final activity focused on brainstorming scenarios in which these technologies might be used in a care home. To start the conversation, participants were shown a scenario of a dining room in a care home—a use case already implemented in restaurants, and therefore potentially viable (Jang and Lee, 2020). We showed them a diagram and described how robots might assist a human server in taking orders and carrying food to and from the kitchen (see Supplementary Material). They were then asked to discuss how realistic and desirable they found it and suggest alternative use cases where this technology might be more useful and acceptable. We used prompts to guide this discussion, covering topics such as the physical environment, everyday activities, the people involved, clinical and regulatory issues, safety and research directions (see Supplementary Material). These were designed to provide us with a concrete and holistic understanding of the practical realities of care homes and care work.
2.3 Analysis
Each table was facilitated by one researcher, with 3 observers taking notes. Audio recordings of the discussions were collected to complement any gaps or unclear notes. We digitised our notes and analysed this data through framework analysis; a procedure for analysing qualitative data, using pre-defined frameworks to categorise data into meaningful groups (Goldsmith, 2021).
We based our analysis on the NASSS framework (Greenhalgh et al., 2017); which specifically targets the long-term suitability of technologies in healthcare organisations. The framework categorizes factors into the domains of: technology, condition, adopters, value proposition, organisation, wider context, and sustainability).
Following the framework analysis protocol, we coded the data using labels that characterized the issues described. Then, the data items, together with their codes, were categorised within the aforementioned NASSS domains. Up to this point, each of the facilitators coded and categorised the data corresponding to notes taken from the table they were facilitating, as their role in facilitation allowed them to better contextualise the notes. Finally, the two facilitators and one more researcher, in a collaborative process, re-examined the codes together and identified overarching themes in each domain. We also specifically looked for similarities and differences in the issues raised by each group.
3 RESULTS
The first four domains of the NASSS framework (condition, technology, value proposition and adopters) were represented in discussions with both groups, while the organisation domain was only discussed by the professionals. Our data did not fit the domains of wider context and sustainability, but implications are discussed in Section 4.
3.1 Condition
Condition in the NASSS framework refers to the illness or condition for which a technology is designed. Regarding care homes, we look at the physical and social care needs of older adults that robotics and sensors might address.
When presented with the technology and potential scenarios, both groups opposed the idea of robots replacing any of the social aspects of care.
The professionals were highly critical of the idea of robots performing any of the social aspects of care work. They deemed this an essential and highly skilled aspect of their work; automating it would reduce the quality of care and devalue their skills. When asked whether sensors might be useful for deducing the needs of non-verbal residents, they reported that skilled carers are able to understand how a resident is feeling and how to best approach them. When asked whether robotics might be helpful in serving food, they noted that feeding is an intricate and social activity; an opportunity for the carer to build rapport and check in with the resident. In addition, carers are trained in making decisions about whether to prioritise the resident’s health or personal freedom with regards to their eating options on a case-by-case basis. These moments, when the carer is physically and socially interacting with the residents, are at the core of what care work entails, and professionals felt that they should be left to humans.
Instead, the professionals suggested that robotics and sensors would be valuable in automating tasks that do not involve the residents directly, such as housekeeping. They brought up the idea of robots working ‘backstage’, carrying items (e.g., bedsheets) or helping avoid cross-contamination by carrying equipment without coming into contact with people or areas that need to remain clean. They also proposed that robotics and sensors might be valuable in helping identify whether a resident has fallen or needs assistance, to reduce false alarms.
Members of the public were less critical of robots in social roles but still expressed concerns about the care being of equal quality. For example, whilst they could imagine that a robot, rather than a person, might pick up their plates after eating, they noted that a human would ask them if they want more food. Through this directed and personalised attention, human carers provide meaningful care even in seemingly mundane and practical tasks.
Some members of the public were open to the idea of robots taking the role of pets, to provide a sense of companionship. Others, whilst not wanting a ‘pet robot’ themselves, understood why other people might be open to this, expressing that it is a matter of personal preference.
Overall, both sides expressed the sentiment that robotics and sensors should support human care work, rather than replace it.
3.2 Technology
The domain of technology looks at aspects of the technology itself (how it functions, what it does, what is required to make it work).
Both the public and professionals expressed concerns about the reliability of their robots (their capacity to perform as expected), and remarked on their potential intrusiveness. They were curious about whether robots could discern between different users and be customisable to different users’ preferences and needs. The professionals were more focused on practical aspects of what the robots could and could not do (such as maintaining hygiene, or avoiding cross-contamination) and whether maintenance of the robot itself would increase their workload. The public, instead, focused on aspects relating to the user experience, appearance and effect of having robots in their day-to-day lives.
Discussions during the sensors demonstration focused on both how it felt to wear them and the data that was being collected. The public group focused more on comfort, design, wearability, and who the data was shared with. The professionals focused on the reliability and accuracy of the data. Both groups felt that wearable sensors are more suitable, as they are potentially less intrusive, smaller, and more comfortable to use; however, they also raised concerns about their reliability and emphasised the importance of validating wearable devices against scientific-grade sensors.
3.3 Value proposition
Value proposition refers to the added benefit that this technology brings to the organisation and its stakeholders.
Both groups felt that robotics and sensors might alleviate some of the workload of the care home staff. As explained above, robotics could be employed to assist with housekeeping and sensors might allow caregivers to monitor residents more efficiently.
However, the professionals noted that potential costs are also involved. Namely, they highlighted additional resources and training required to support the use of robots. Care homes tend to have a frequent turnover of staff, so the cost of training someone might not be worthwhile if they leave soon. They also wondered whether operating the robots might burden staff with additional work, such as overseeing the robots and cleaning them. Although they saw potential in robots in helping to avoid cross-contamination by carrying certain items, they were also concerned that the robots themselves might become a hygiene hazard if not cleaned properly. In addition, when it comes to using sensors as a form of deducing residents’ conditions, professionals showed reluctance to trust such data; if it requires staff to perform additional evaluations themselves to validate it, the technology might be redundant and therefore less valuable.
3.4 Adopters
The adopters domain includes the thoughts and feelings of adopters and members who are going to be affected by the technology.
Both groups shared concerns about the use of sensor data. Both worried that the data collected by the sensors might be misused or misinterpreted. They questioned whether physiological data can really reveal how people are feeling, and whether the staff or robots can interpret the data correctly to make decisions about how to treat the residents. Participants representing members of the public were particularly reluctant to accept the validity of such data and claimed that they would need to see a proof-of-concept before conceding to use it.
Both groups also expressed concerns about surveillance. Professionals discussed that some might not want their physiological data to be transparent or available to others. Discussion the use of data relating to stress levels, they noted that people have different thresholds of manageable stress and feared that sharing such data could put their jobs at risk or result in more unpleasant working conditions. Although we probed them to discuss useful applications of their physiological data, such as helping them allocate work tasks more efficiently, they were adamantly against this due to distrust of care home management. They claimed that management have little understanding of care work, and explained that any data on the workers would be used to reduce costs rather than improve the quality of care.
The members of the public noted that the collection of sensor data should be done with consent and questioned whether it would be ethical to use on residents who are unable to give informed consent. They also reported that they would only be willing to wear sensors in very specific situations (such as for serious mental illness) rather than for regular use.
Both groups expressed similar concerns around the capability of this technology to allow for individual differences. Professionals noted that care home residents might differ in how familiar and comfortable they are with technology—their concern mainly focusing on the impact this will have on the residents’ experience. They noted that some care home residents are nervous around technology, or suffer from anxiety which robotic technology might exacerbate. Members of the public, confirming this belief, showed variability in how open they were to the idea of interacting with robots or whether they were open to the idea of keeping a robot pet as a companion.
Beyond this, professionals discussed whether the use of robots in a care home might result in residents developing emotional relationships with those robots and the impact this might have on them (especially if the robots eventually change or malfunction).
In addition, reflecting on the ideas mentioned in Section 3.1, professionals expressed worry around potential de-skilling effects. These participants were not simply worried about the loss of jobs, but most importantly about the devaluation and undermining of care work. They viewed the work of human carers as highly skilled and intricate, and felt that the technological alternative would provide a worse, less meticulous, form of care (lowering the standards for this work overall).
Echoing these feelings, participants from the public also reported that they preferred to be cared for by people rather than by technology. Whilst some of them were open to the idea of robots offering them companionship and an opportunity for ‘social’ interaction, they generally did not want to be dealing with technology all the time.
3.5 Organisation
This domain describes the structure and management of the organisation, including the processes, regulations and people involved with deploying the new technology.
We only obtained data on this from the professionals group. Their discussions highlighted that there are vast organizational differences across care homes in the United Kingdom. The participants described care homes of different sizes (both in terms of the physical space as well as the structure). Some care homes are part of a wider organisation, managed centrally, while others are independent. There is variety in how staff’s responsibilities are arranged, with some homes having highly specialised staff (e.g., a person in charge of leisure activities) and others where staff cover many different roles (e.g., activities, healthcare, cleaning). There is no standardisation in what care entails and how it is operationalised. Some care homes involve residents in day-to-day housekeeping and cooking activities, as a way of keeping them active and engaged, while in others the residents are not expected to do any work.
In terms of dealing with the technology, the participants again noted that care homes have different set-ups (e.g., different software for data management) and limited IT resources. Introducing a new technology would involve training members of staff on how to operate it, as there is generally no dedicated IT specialist.
Discussions around the organisational reality of care homes also led participants to question who would bear the responsibility of managing the robots. As mentioned above, they noted that care home owners and management often have little or no background in care. At the same time, it is those stakeholders who bear the legal responsibility if something goes wrong in the care home. This might result in a mismatch between the technology that gets deployed (and how it is managed) and the reality of what staff and residents actually need.
4 DISCUSSION
Here we discuss each of the NASSS framework domains in relation to previous literature and highlight direction where more research would be beneficial.
4.1 Condition
The caring role was viewed with significant respect by both professionals and the public. The public appreciated the additional gestures and care provided by humans over what they would anticipate from a robot, while professionals valued the time spent with those being cared for as an opportunity to establish relationships, thus also providing benefits to the carers. These are not surprising results considering the preference for more conventional care where needs are complex (Warmbein et al., 2023). This underscores the limitations of technologies in achieving this level of intricate sophistication (Sawik et al., 2023). Increased familiarity and tailored approaches to individual needs are needed for the delivery of care that more accurately simulates the personalisation offered by human carers but also contribute to building trust in these systems (Koh et al., 2021; Guemghar et al., 2022).
4.2 Technology
Concerns raised in our study align with the literature; the professionals’ primary focus is on whether the technology can be relied upon to perform as expected and continue functioning (Koh et al., 2021). Conversely, the public is concerned with how these technologies might impact their daily lives (Papadopoulos et al., 2020). While familiarity can assist in mitigating these concerns (Papadopoulos et al., 2020), many individuals’ exposure to robots and AI is primarily through media representations, evoking fear and uncertainty (Liang and Lee, 2017). Additionally, there are concerns regarding accuracy and appropriate use of data collected through sensors. These concerns need to be addressed both technically and socially to ensure success. The potential of adaptive and responsive systems lies in their ability to demonstrate successful applications that can account for the substantial diversity of experiences within the care home environment.
4.3 Value proposition
Both groups felt that the robots would be well-suited to more menial tasks. This may reflect a desire to keep robots out of the way, manifesting the distrust people feel regarding their reliability. The literature highlights that carers are often concerned about being replaced and adoption is more successful where systems are seen as complementary (Sawik et al., 2023; Servaty et al., 2020). Whilst direct costs are often discussed, our workshop highlighted often-hidden or unexpected costs such as training, hygiene, and ongoing monitoring, which the design of future technologies needs to take into account. Additionally, there may be unforeseen or extra costs associated with the benefits, such as additional work.
4.4 Adopters
Implementation may be more successful where more stakeholders are involved, such as staff, residents, family members, carers, volunteers, along with care home managers and owners. These different perspectives and their impact on decisions about the design and implementation of systems, are important to consider. For example, if more sophisticated data is being collected there may be concerns about how this is being used, e.g., for surveillance, thus reducing older adults’ autonomy (Sawik et al., 2023). Recognising the different perspectives and ensuring these are accounted for can provide opportunities for these concerns to be addressed and mitigated either technically or in more social ways such as through reassurance.
4.5 Organisations
Discussions with professionals also suggested the disconnect between organisational business-oriented priorities and the realities of frontline care which could lead to technologies being acquired that are not implementable in practice. There was also significant variability across care environments in several aspects, including space, staff responsibilities, daily activities and approaches to care. This indicates that responsive and adaptive systems are potentially a way to overcome some of these barriers by offering systems that can allow for more diversity in not just interactions with humans but also in infrastructure and deployment.
4.6 Limitations: wider context and embedding and adaptation over time
Our participants did not explicitly discuss issues pertaining to the wider context or long-term adoption. Discussions with the professional group pointed towards wider contextual factors, including legislations and regulatory bodies but did not provide concrete insights. Indeed literature mentions the need for greater clarity in these areas (Sawik et al., 2023; Koh et al., 2021; Papadopoulos et al., 2020). This points to a limitation in our approach—of applying the NASSS framework on workshop data—and highlights the importance of holistic and multidisciplinary work. Addressing these domains might require discussions with other types of stakeholders, such as managers, who may have more insight on these areas, but also more in-depth scoping of the care home sector, collaboration with organisation science or policy practitioners, and longitudinal studies of technology adoption in that setting. While familiarity could mitigate many concerns, this workshop and much of the literature are restricted by being of very short duration (Koh et al., 2021; Guemghar et al., 2022; Papadopoulos et al., 2020; Servaty et al., 2020). What is clear, from our research and the literature, is that involvement and co-production can facilitate more sustainable development across not only the design of the technologies but also the social infrastructures and human interoperability that are required.
4.7 Recommendations and future work
The NASSS framework, as demonstrated above, allows us to identify context-specific and tangible dimensions of technology acceptability. Through this lens, the (non-) adoption of technology is not a matter of (non-) users’ personal ethics but about multifaceted and practical considerations. Participants were open to robotic and sensor technology that could solve their problems (e.g., detect falls), but resistant due to specific negative impacts (additional work, misuse, worsening of care standards). As such, a responsible approach to the implementation of adaptive robots in case settings involves designing with a clear understanding of the needs and capacities of those settings.
Our present work highlighted several areas where the implementation of sensors and robotics in care homes needs to be considered more carefully. From practical (storage), organisational (maintenance) and safety (cross-contamination) concerns to issues around data privacy, future work should address each area in more depth with sensitivity to how each issue fits within the broader context and intersects with the needs and preferences of other stakeholders. As discussions around the appropriate use of sensor data were predominant in our participants’ discussions, the ongoing work of the authors is concerned with understanding what levels of robot adaptability—through sensor data—are acceptable to the stakeholders of care homes, and what forms of sensor data may be used to achieve it. Our work aims to explores this through Wizard of Oz experimental trials, as well as qualitative engagement with interviews and workshops.
Beyond this, it is imperative that we explore the role that responsible and adaptive robots might have within care homes with consideration of different adopters, organisational factors, and legislation. Whilst acceptance of technology is a widely acknowledged area of research, it only goes so far in addressing the complexities of settings such as care homes, where the tensions and constraints can move beyond what can be seen within the environment and encompass culture, processes, and contexts that require in-depth research to uncover. As we have shown, there are shared but also varied opinions between the stakeholders. Researchers should consider how to address these groups in a multidisciplinary capacity, equipping the project team with the tools to understand multiple domains upon which responsible and adaptive robot implementation is dependent. Moreover, we advocate for broader engagement with less obvious stakeholder—care home managers, volunteers, cleaning staff, IT technicians, patients’ relatives, and others. This is particularly important given that tensions may arise between groups such as managers and care workers, due to differing understandings of care needs and the potential impact of robotics in this context. Other care home staff, like cleaning personnel or IT technicians, can offer distinct yet essential perspectives, as their workloads and responsibilities may be significantly affected by the introduction of robots—potentially revealing important prerequisites or opportunities.
5 CONCLUSION
We explored the potential introduction of responsive and adaptive robotics into care homes by engaging with both members of the public and professionals with experience in care. Building on prior work on implementation science, we employed the NASSS framework to structure our analysis and extended this by introducing the concept of adaptive systems, where sensor technologies are integrated into robotic platforms, through a series of interactive demonstrations. The NASSS framework enabled us to systematically examine insights across its seven domains, revealing both shared and divergent perspectives among stakeholders. Our findings suggest that while some domains such as technology, condition, and value proposition tend to generate more explicit reflections and easily shared experiences, others, particularly the wider context and the processes of embedding and adaptation over time, remain more implicit, although not less complex. These less articulated domains are also important and may require more deliberate, participatory, and iterative methods to fully explore and address in future research and implementation efforts.
DATA AVAILABILITY STATEMENT
The raw data supporting the conclusions of this article will be made available by the authors, without undue reservation.
ETHICS STATEMENT
The studies involving humans were approved by University of Nottingham, School of Computer Science Research Ethics Committee. The studies were conducted in accordance with the local legislation and institutional requirements. The participants provided their written informed consent to participate in this study. Written informed consent was obtained from the individual(s) for the publication of any potentially identifiable images or data included in this article.
AUTHOR CONTRIBUTIONS
AB: Conceptualization, Writing – original draft, Investigation, Formal Analysis, Writing – review and editing. MW: Conceptualization, Writing – review and editing, Investigation, Writing – original draft, Formal Analysis. RM: Conceptualization, Investigation, Writing – review and editing. AL: Writing – review and editing, Investigation, Conceptualization. AG: Writing – review and editing, Investigation. JD: Investigation, Writing – review and editing. LS: Writing – review and editing, Investigation. AA: Conceptualization, Investigation, Writing – review and editing. NV: Writing – review and editing, Investigation. YD: Writing – review and editing, Investigation. SA: Writing – review and editing. DP: Investigation, Writing – review and editing. JF: Writing – review and editing. AB: Formal Analysis, Investigation, Writing – review and editing, Conceptualization, Writing – original draft.
FUNDING
The author(s) declare that financial support was received for the research and/or publication of this article. This work was supported by the Engineering and Physical Sciences Research Council [grant number EP/Y009800/1], through funding from Responsible Ai United Kingdom (KP0016).
ACKNOWLEDGMENTS
We acknowledge the support of the University of Nottingham’s Cobot Maker Space for providing access to their lab and equipment for the purposes of this workshop.
CONFLICT OF INTEREST
The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.
GENERATIVE AI STATEMENT
The author(s) declare that no Generative AI was used in the creation of this manuscript.
SUPPLEMENTARY MATERIAL
The Supplementary Material for this article can be found online at: https://www.frontiersin.org/articles/10.3389/frobt.2025.1610329/full#supplementary-material
REFERENCES
	Borenstein, J., Wagner, A. R., and Howard, A. (2018). Overtrust of pediatric health-care robots. IEEE Robotics Automation Mag. 1070. doi:10.1109/MRA.2017.2778743

	Bradwell, H. L., Johnson, C. W., Lee, J., Winnington, R., Thill, S., and Jones, R. B. (2020). Microbial contamination and efficacy of disinfection procedures of companion robots in care homes. PLOS one 15, e0237069. doi:10.1371/journal.pone.0237069

	Cheresharov, S., Dragomirov, G., Gustinov, G., Hadzhikoleva, S., and Yotov, K. (2024). Transforming nursing home care: an integrated approach using sensors, ai, and monitoring technologies. Comput. Sci. Interdiscip. Res. J. 1. doi:10.70862/csir.2024.0101-01

	Cone, E., and Lambert, J. (2019). How robots change the world. 

	Goldsmith, L. J. (2021). Using framework analysis in applied qualitative research. Qual. Rep. 26, 2061–2076. 

	Greenhalgh, T., Wherton, J., Papoutsi, C., Lynch, J., Hughes, G., Hinder, S., et al. (2017). Beyond adoption: a new framework for theorizing and evaluating nonadoption, abandonment, and challenges to the scale-up, spread, and sustainability of health and care technologies. J. Med. Internet Res. 19, e367. doi:10.2196/jmir.8775

	Guemghar, I., Pires de Oliveira Padilha, P., Abdel-Baki, A., Jutras-Aswad, D., Paquette, J., and Pomey, M.-P. (2022). Social robot interventions in mental health care and their outcomes, barriers, and facilitators: scoping review. JMIR Ment. Health 9, e36094. doi:10.2196/36094

	Hung, L., Mann, J., Perry, J., Berndt, A., and Wong, J. (2022). Technological risks and ethical implications of using robots in long-term care. J. Rehabilitation Assistive Technol. Eng. 9, 20556683221106917. doi:10.1177/20556683221106917

	Irfan, B., Kuoppamäki, S., and Skantze, G. (2024). Recommendations for designing conversational companion robots with older adults through foundation models. Front. Robotics AI 11, 1363713. doi:10.3389/frobt.2024.1363713

	Jang, H.-W., and Lee, S.-B. (2020). Serving robots: management and applications for restaurant business sustainability. Sustainability 12, 3998. doi:10.3390/su12103998

	Koh, W. Q., Felding, S. A., Budak, K. B., Toomey, E., and Casey, D. (2021). Barriers and facilitators to the implementation of social robots for older adults and people with dementia: a scoping review. BMC Geriatr. 21, 351. doi:10.1186/s12877-021-02277-9

	Liang, Y., and Lee, S. A. (2017). Fear of autonomous robots and artificial intelligence: evidence from national representative data with probability sampling. Int. J. Soc. Robotics 9, 379–384. doi:10.1007/s12369-017-0401-3

	Papadopoulos, I., Koulouglioti, C., Lazzarino, R., and Ali, S. (2020). Enablers and barriers to the implementation of socially assistive humanoid robots in health and social care: a systematic review. BMJ open 10, e033096. doi:10.1136/bmjopen-2019-033096

	Portillo, V., Greenhalgh, C., Craigon, P. J., and Ten Holter, C. (2023). “Responsible research and innovation (rri) prompts and practice cards: a tool to support responsible practice,” in Proceedings of the first international symposium on trustworthy autonomous systems , 1–4. 

	Sawik, B., Tobis, S., Baum, E., Suwalska, A., Kropińska, S., Stachnik, K., et al. (2023). Robots for elderly care: review, multi-criteria optimization model and qualitative case study. Healthcare 11, 1286. doi:10.3390/healthcare11091286

	Servaty, R., Kersten, A., Brukamp, K., Möhler, R., and Mueller, M. (2020). Implementation of robotic devices in nursing care. barriers and facilitators: an integrative review. BMJ open 10, e038650. doi:10.1136/bmjopen-2020-038650

	Sharkey, A., and Sharkey, N. (2012). Granny and the robots: ethical issues in robot care for the elderly. Ethics Inf. Technol. 14, 27–40. doi:10.1007/s10676-010-9234-6

	Stilgoe, J., and Guston, D. (2016). Responsible research and innovation. MIT Press. 

	Teng, R., Ding, Y., and See, K. C. (2022). Use of robots in critical care: systematic review. J. Med. Internet Res. 24, e33380. doi:10.2196/33380

	Toh, L. P. E., Causo, A., Tzuo, P.-W., Chen, I.-M., and Yeo, S. H. (2016). A review on the use of robots in education and young children. J. Educ. Technol. and Soc. 19, 148–163. 

	Trainum, K., Liu, J., Hauser, E., and Xie, B. (2024). Nursing staff’s perspectives of care robots for assisted living facilities: systematic literature review. JMIR aging 7, e58629. doi:10.2196/58629

	Van Wynsberghe, A. (2020). “Designing robots for care: care centered value-sensitive design,” in Machine ethics and robot ethics Routledge, 185–211. 

	Warmbein, A., Rathgeber, I., Seif, J., Mehler-Klamt, A. C., Schmidbauer, L., Scharf, C., et al. (2023). Barriers and facilitators in the implementation of mobilization robots in hospitals from the perspective of clinical experts and developers. BMC Nurs. 22, 45. doi:10.1186/s12912-023-01202-2


Publisher’s note: All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.
Copyright © 2025 Boudouraki, Waheed, Mestre, Landowska, Georgara, Deshmukh, Singh, Abioye, Viet Tuyen, Dong, Ao, Price, Fischer and Bergin. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.
OPS/xhtml/nav.xhtml
Table of Contents

		Cover

		Responsible and adaptive robots in care home settings: an implementation framework analysis of a workshop with public and professionals		1 INTRODUCTION

		2 METHODS		2.1 Participants

		2.2 Workshop

		2.3 Analysis





		3 RESULTS		3.1 Condition

		3.2 Technology

		3.3 Value proposition

		3.4 Adopters

		3.5 Organisation





		4 DISCUSSION		4.1 Condition

		4.2 Technology

		4.3 Value proposition

		4.4 Adopters

		4.5 Organisations

		4.6 Limitations: wider context and embedding and adaptation over time

		4.7 Recommendations and future work





		5 CONCLUSION

		DATA AVAILABILITY STATEMENT

		ETHICS STATEMENT

		AUTHOR CONTRIBUTIONS

		FUNDING

		ACKNOWLEDGMENTS

		CONFLICT OF INTEREST

		GENERATIVE AI STATEMENT

		SUPPLEMENTARY MATERIAL

		REFERENCES









OPS/images/cover.jpg
& frontiers | Frontiers in Robotics and Al

Responsible and adaptive
robots in care home settings:
an implementation framework
analysis of a workshop with
public and professionals









OPS/images/crossmark.jpg
©

|





OPS/images/logo.jpg
& frontiers | Frontiers in Robotics and Al





