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In this paper, we propose a minimum spanning tree-based method for segmenting brain
tumors. The proposed method performs interactive segmentation based on the minimum
spanning tree without tuning parameters. The steps involve preprocessing, making a
graph, constructing a minimum spanning tree, and a newly implemented way of
interactively segmenting the region of interest. In the preprocessing step, a Gaussian
filtter is applied to 2D images to remove the noise. Then, the pixel neighbor graph is
weighted by intensity differences and the corresponding minimum spanning tree is
constructed. The image is loaded in an interactive window for segmenting the tumor.
The region of interest and the background are selected by clicking to split the minimum
spanning tree into two trees. One of these trees represents the region of interest and the
other represents the background. Finally, the segmentation given by the two trees is
visualized. The proposed method was tested by segmenting two different 2D brain T1-
weighted magnetic resonance image data sets. The comparison between our results and
the gold standard segmentation confirmed the validity of the minimum spanning tree
approach. The proposed method is simple to implement and the results indicate that it is
accurate and efficient.

Keywords: brain tumor, brain tumor segmentation, minimum spanning tree, segmentation, image processing

1 INTRODUCTION

A brain tumor is a collection of abnormal cells in the brain: they may be malignant (cancerous) or
benign (noncancerous) and can be categorized as primary or secondary. Primary brain tumors
originate in the brain and are either glial or non-glial. Glial brain tumors are the most common,
arising from the supporting cells of the brain. Non-glial tumors may originate from any other tissue
in the brain, such as meninges, neurons, blood vessels, and glands. Primary tumors can be malignant
(cancerous) or benign. Secondary brain tumors develop in another part of the body and metastasize
to the brain. Cancers that commonly metastasize to the brain include lung cancer, breast cancer,
kidney cancer, and skin cancer. Secondary brain tumors are always malignant. Brain tumors may be
located in any part of the brain. Magnetic resonance imaging (MRI) is important in diagnosing and
monitoring brain tumors. Brain tumor segmentation is an essential step in analyzing and
interpreting such images (Ciesielski and Udupa, 2011; Banerjee et al., 2016). Segmenting brain
tumors using automatic techniques is challenging because of factors that cause complexity during
segmentation. These factors include the location in the brain, irregular shapes, different sizes, types of
tumors, blurred boundaries, and noise.

The problem of brain tumor segmentation is studied in different research works. Skull- stripping
is a fundamental preprocessing step to isolate the brain tissue before brain tumor segmentation
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(Kalavathi and Prasath, 2016). It removes the non-brain tissues
such as skin, fat, muscle, neck, and eyeballs from the image. This
step simplifies the complexity of the brain image and increases the
speed and accuracy of the segmentation process. Some popular
tools developed for skull stripping include: Freesurfer’s strip skull
(FSS) (Dale et al., 1999), Brain Surface Extractor (BSE) (Roy and
Maji, 2015), Brain Extraction Tool (BET) (Smith, 2000), Hybrid
Approach (HWA) (Ségonne et al., 2004), Robust Brain Extraction
(ROBEX) (Iglesias et al, 2011) and Hahn and Peitgen’s
Watershed Algorithm (WAT) (Hahn and Peitgen, 2000).

Different methods are used for brain tumor segmentation.
They are categorized based on their formulation and how they
perform the segmentation. These include traditional image
segmentation, machine learning, deep learning (Huang et al,
2021), and graph-based methods such as those based on the
minimum spanning tree (MST) (Long and Sun 2020; Kang 2021).
The limited flexibility of many existing segmentation methods,
especially those reviewed below, necessitates careful fine-tuning
of parameters. In many works, an MST is used for segmenting
images with control parameters such as specifying thresholds,
specifying the size of the regions to be segmented and the number
of neighbors to be considered. We propose a method that uses the
MST without tuning parameters except a smoothing parameter
used in the preprocessing step. Moreover, our method segments
brain tumors without the necessity of skull stripping. Concerning
what is stated in the article Apropos of Signal Processing (Nandi,
2021), we adopt the existing theoretical ideas and algorithms and
use them to segment brain tumors.

Before describing the proposed method, we review related
literature to show how the MST is applied in image segmentation.
Zahn (1971) proposed an MST-based approach for addressing
the problem of detecting and separating different inherent
clusters. Zahn’s method was aimed at clustering of point
clouds and segmenting images. The method obtains segments
by dropping inconsistent edges, with weights below the threshold,
to break the minimum spanning tree into a collection of trees.
This idea is a powerful tool for point clustering and image
segmentation. However, depending on the chosen threshold,
the high variability regions are likely to be split into multiple
regions that should be merged. To address the shortcoming,
Urquhart (1982) proposed a non-parametric hierarchic
clustering method based on the concept of limited
neighborhood sets and Gabriel graph.

Xu and Uberbacher (1997) proposed another method for
image segmentation based on the MST. The method
constructs a weighted planar graph from a 2D gray-level
image. Then, the MST is constructed from the graph so that
the connected homogeneous regions correspond to one sub-tree
of the spanning tree. The algorithm partitions the tree into a set of
subtrees and each subtree consists of the nodes with similar gray
levels. To avoid forming many small regions, conditions are
introduced. Partitions are controlled by the condition that
each partitioned region has at least a specified number of
pixels and that two adjacent regions have average gray levels
that differ by more than a specified value.

Felzenszwalb and Huttenlocher (2004) proposed a graph-
based method for image segmentation. The method defines a
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predicate for measuring the evidence for a boundary between two
regions in the image. Based on the defined predicate, an efficient
segmentation algorithm is developed. It considers two
quantities to measure the evidence for the boundary. The
paper defines two criteria whether there is evidence for a
boundary between components or partitions. The two
criteria include the internal difference (the largest weight in
the MST of the component) and the difference between the two
components. A special property of the algorithm is its ability to
preserve details in “low variability regions while ignoring
details in high variability regions.” The algorithm segments
the images efficiently and produces segments that capture the
global properties.

Other researchers improved a successful data clustering
method based on Prim’s MST representation for performing
image segmentation (Saglam and Baykan, 2017). The
algorithm scans the complete MST structure of the entire
image to obtain and cut the inconsistent edges. Also, they
develop a cutting criterion that considers several local and
global features. The proposed method competes with other
algorithms in terms of execution time. Also, Long and Sun
(2020) proposed an algorithm to tackle the challenge of the
ill-posedness of image segmentation. The proposed algorithm
is based on the MST. They propose a different formula for RGB
color space with respect to angular distance color as the weight of
judge standard of the segmentation. The judging standard
involves the spatial distance and vector relationship between
two pixels. The experimental results show that the proposed
algorithm is effective.

In summary, our focus is to segment brain tumors without
skull stripping from the T1-weighted MRI and compare the result
to their ground truth segmentation. We utilize the MST efficiency
to extract the brain tumor directly without skull stripping. Also,
we test the method by segmenting the brain on simulated MRI for
the brain and compare the result to the ground truth. The
proposed method is mainly composed of the following steps:
(I) making a graph and constructing a minimum spanning tree
and (II) interactively segmenting the region of interest.

2 MATERIALS AND METHODS
2.1 Material

In this paper, we use two different image data sets. The first data
set includes 3,064 slices of 2D brain T1-weighed (T1W) contrast-
enhanced (CE)-MRI from 233 patients collected at Nanfang
Hospital, Guangzhou, China, and General Hospital, Tianjin
Medical University, China. The images are classified into three
types of brain tumors, labeled as follows: 1) meningioma, 2)
glioma, and 3) pituitary tumors (Cheng et al., 2015; Cheng et al,,
2016). The images were acquired with a slice thickness of 6 mm
and the slice gap is 1 mm. The image dataset is provided in the
Matlab format (.mat). Each file stores a struct containing different
fields for an image. The fields included in each file are labels for
the tumor type, an anonymized patient ID, the image data, tumor
borders, and tumor masks. The reader is referred to (Cheng,
2017) for additional images and original images.
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The second data sets consist of 20 simulated TIW MR images
of normal brains from the BrainWeb website. They are
anatomical models consisting of a set of 3D
membership volumes, one for each tissue class: background,
cerebrospinal fluid (CSF), gray Matter, white matter, fat,
muscle, muscle/skin, skull, vessels, around fat, dura mater,
bone marrow. Each label at a voxel in the anatomical model
represents the tissue that contributes the most to that voxel. They
have a 0.5 mm isotropic voxel size and they are stored in the
MINC format. For more information refer to Cocosco et al.
(1997) and Aubert-Broche et al. (2006).

2.2 Methods

In this section, we establish a segmentation method based on the
MST. We define important terms that will be referred to when
using the proposed method.

tissue

2.2.1 Graph

Let G = (V, E) be connected, undirected and weighted graph with
nodes V={vy,v,,v3,...,v,} and edges E={ej, e, €3, . . ., €,,} such
that e; is a weighted link between two neighboring nodes, and | V|
= n, |E| = m. The graph is obtained after mapping an image into a
graph, and each node in the graph G represents a pixel in the
input image. If the pixel’s intensity value of the image at position
(x, y) is represented by I, then, the corresponding node’s value is

Vi = Ix,y (1)

The associated weight w; to the edge ¢; is a measure of the
similarity between two neighboring pixels. The edge’s weight is
the absolute value of the difference between the intensity values of
the pixels v; and v} that constitute the edge (Morris et al., 1986).
Then, ¢; weight is

wj = |v; = vl (2)

Note that v, and v are neighboring nodes to avoid the
confusion of indices. In this paper, we consider the 4-
connected neighborhood of each node.

2.2.2 Path in a Graph

A path P in graph G is a sequence of edges joining two terminal nodes
say P={v; ..., v} where v; and vy are the terminal nodes in the path.
It is a non-empty subgraph or graph consisting of nodes in the form of

V*¥={v,..., %} 3)
s Vi1 Vi) 4)
where V* € Vand E* C E. Since a path is a natural seguence of its
vertices then v;, . .., vy and vy, . . ., v; denote the same thing (Diestel,

2000). Since we are considering a connected graph then, there exist at
least one path between any two pairs of nodes in the graph.

E* = {viVis1, Vi Visas - - -

2.2.3 Tree and Spanning Tree in a Graph G

A tree T is a connected graph without any cycle. A tree with n
nodes has n — 1 edges. For any two nodes in the tree T there exist a
unique path P linking the two nodes. Since a tree is minimally
connected then for every edge e € T, T — e is disconnected. Also,
for any two non-adjacent vertices v;, vy € T, T plus the edge
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connecting v; and v, is cyclic because T is maximally acyclic
(Diestel, 2000). The spanning tree of the connected graph G is a
tree in G which contains all nodes of G. Note that a graph can
have many spanning trees.

2.2.4 Minimum Spanning Tree of a Graph G

A minimum spanning tree of a graph G is a spanning tree whose
weight is minimum among all spanning trees of the graph G. It is
the shortest spanning tree with the least total weight of all edges
among all possible spanning trees of the graph G (Morris et al.,
1986). Assuming that w; is the weight associated with the edge e;
in E, we can define an MST to be T = (V, E'), E' € E such that
Y w; is minimum for ¢; € E' (Cheriton and Tarjan, 1976).

2.2.5 Segmentation Criteria

Pixels within the region of interest (ROI) have relatively similar
intensity values, so the edges connecting nodes in the ROI have
relatively small weights differences. Likewise, pixels in the
background have relatively similar intensity values, so the edges
connecting nodes in the background have relatively small weights
differences. Then, a higher difference is expected at the boundary of
the ROI and the background. We use this fact to establish that there
is a boundary between the ROI and the background.

Let Ry and R, be regions each containing several vertices in the
MST. Let v; and v; be vertices in the regions R; and R,,
respectively. The boundary between R; and R, is defined by
the edge with the maximum weight in the path P connecting v; €
R; and v; € R,. Then, the segmentation criterion is

Bd(R\,R,) = mgw(ek) (5)

where, Bd (R}, R;) represents the boundary between regions R;
and R,, w (ex) is the weight of edge e,. We implement the
segmentation method and produce results by considering three
situations. The first situation is when the regions R; and R, are
loosely connected (the boundary is clear). The second situation is
when regions R; and R, are connected (the boundary is not clear
but it exists). The third situation is when the regions R, and R, are
strongly connected (there is no boundary).

2.3 Implementation Steps

2.3.1 Construction of Minimum Spanning Tree

The input image is preprocessed by applying a Gaussian filter to
reduce or remove artifacts because it is important to reduce the
influence of noise in the computed edges’ weights. Edges of the
graph are computed together with corresponding weights in
which each vertex represents a pixel from the image. The
weight of each edge is computed by taking the absolute
difference of two neighboring nodes. We construct a sparse
graph from which an MST is constructed. We use Scipy
package (Virtanen et al.,, 2020) to compute both the graph and
its MST. The Kruskal algorithm is used for computing the MST.

2.3.2 Interactive Part

Vertices Identification

The ROI is identified by visual inspection. Then a node is selected
from the ROI and another from the background. To simplify this
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FIGURE 1| The schematic flow diagram shows the steps involved in the
segmentation process. Step 1: The image is filtered using a Gaussian filter and
then weights are computed for the pixel neighbor graph. Then, the minimum
spanning tree (MST) is constructed from the graph. Step 2: The region of
interest (ROI) is segmented interactively. The ROl and the background are
selected by clicking. Then, the MST is updated to separate the ROI from the
background. New labels are assigned and reshaped back to the shape of the
input image. The reshaped labels are visualized to show the segmented ROI
from the background.

step, we create a graphical user interface for selecting nodes by
clicking. Also, we create a reference image for storing the vertices
in their respective positions. We bind the reference image behind
the input image so that when a pixel is clicked on the input image
the pixel coordinate extracts a node in the reference image. To
identify the nodes, click once inside the ROI and then the
background. For efficiency, the point selected as background
should be close to the ROL We use a Python standard
graphical user interface package, Tkinter for creating the
interactive window (Lundh, 1999).

Separating the ROI and the Background

The identified vertices are used for generating a path from the
MST. We use the breadth-first search tree to find the path from
the MST. We use Scipy package to extract the path in the MST
connecting the two vertices (Virtanen et al.,, 2020). We run a
script (only on the path) to search and identify the edge with the
maximum weight and remove it from the MST. This step updates
the MST by splitting it into subtrees. The updated MST is mapped
back to the image to visualize the final segmentation. The steps in
the interactive part can be performed repeatedly to separate more
regions of interest and the MST will continue updating. The steps
are summarized in Figure 1.

3 RESULTS

3.1 Steps of Segmenting the Region of

Interest

We used the MST approach to interactively segment brain
tumors from different brain regions (Figure 2). The first data
set provided in . mat files was converted into .jpg format. The
images were preprocessed using sigma = 0.1, except for a few
images that needed a higher value. For the interactive part, the
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image was converted using Python Imaging Library (PIL) to give
it a format compatible with Tkinter (Umesh, 2012). The
interactive window was used to select the ROI and
background (Figures 2B,C), which resulted in tumor
segmentation (Figure 2D).

3.2 Segmentation Results: Region of
Interest is Well Separated From the
Background

Images from the first data set were used to evaluate the MST
approach when segmenting ROIs loosely connected to the
background (Figure 3). We followed the steps described in
(Figure 2) to segment the brain tumors. In the instances/cases
where the ROIs are loosely connected to the background, a sigma
value of 0.1 is used in the preprocessing step to obtain the
segmentation.

Figure 4 presents segmentation results obtained after
segmenting MRI brain images without tumors. The images are
from T1W simulated brain MRI volume. They are axial T1-
weighted MRI images filtered by tuning a sigma = 0.3. To segment
the brain from each image we undergo the same steps as
described in (Figure 2) but in this case, we select the brain as
the ROI and the skull as the background.

3.3 Segmentation Results: Region of
Interest is Not Well Separated From the
Background

The tumor’s location in the brain is one of the obstacles that
hinder the segmentation process. Filtering can improve the
boundary between the tumor and the neighboring tissues.
Figure 5 presents results for the tumor segmented by tuning
different values of sigma.

Figure 6 shows how the input image in Figure 5 can be
efficiently segmented by using the proposed method without
tuning different values of sigma. The image is filtered by using
sigma = 0.1 and then the brain tumor is segmented interactively
without changing values of sigma.

Another example of segmenting a tumor interactively without
tuning different values of sigma is presented in Figure 7.

3.4 Performance Analysis

We use the Jaccard Index, Dice similarity Coefficient, Sensitivity,
and Specificity of the binary label to evaluate the method’s
performance. Let L be the set of labels in the MRI 2D slice.
We classify them into labels representing the object of interest
and the background. We binarize the set of labels into two unique
labels such that

L(x ) = 0 is a background label at position (x, y)
% Y)' =] 1is the object of interest label at position (%, 9)

Let Ly be the binarized labels in a ground truth brain tumor
mask and Lp be the binarized labels in a predicted brain tumor
segmented using the MST approach. We can also use the concept
of true positive (TP), false positive (FP), true negative (TN) and
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FIGURE 2 | Steps for segmenting a brain tumor. (A) Representative axial MRI section of a brain with a tumor giving a higher intensity signal. (B,C) Interactive
window showing a cursor selecting a pixel inside and outside the tumor, respectively. (D) Final segmented tumor.

MST BASED SEGMENTATION

MST BASED SEGMENTATION

false-negative (FN) to check the performance of the method. TP
represents the labels that are correctly classified as brain tumor. FP
represents the labels that are incorrectly classified as brain tumor.
They are not in the tumor region but classified as being in a brain
tumor region. TN are labels that are correctly classified as non-tumor
material, FN represents the labels that are incorrectly classified as
non-tumor materials (they are tumor region labels but classified as
being in a non-tumor region). The concept is paraphrased from Hua
et al. (2020). The Jaccard Index (JI) is given by

[Lr (%, ) N Lp (x, y)I _ TP
|Lr(x, y) ULp(x,y)l TP+FP+FN

JI(Ly, Lp) = (6)

The Dice Similarity Coefficient (Wang et al, 2019) is
computed by using

2|Ly (x, y) N Lp (x, y)I 2TP
DSC (Ly, Lp) = = 7
SCLr Le) Lz (x, )| + |Lp (x, )| 2TP + FP+ FN @

We define |Ly (x, y) N Lp (x, ¥)| to be the number of similar
labels appearing at similar positions (x, y) in both Ly and Lp. |Ly
(x, )| is the number of labels at (x, y) positions in the ground
truth labels and |Lp (x, y)| is the number of labels at (x, y)
positions in the predicted labels. [Lt (x, y) U Lp (x, y)| represents
the number of labels which are in Lp or in L7 or in both.
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FIGURE 3| Brain tumor segmentation of images from the first data set using minimum spanning tree. (A-H) Representative axial MRI sections of brains with tumors
giving a higher intensity signal. (I-P) Segmented images (A-H) using minimum spanning tree. (Q-X) Ground truth images.

FIGURE 4 | Brain segmentation of images from the second data set using the minimum spanning tree. (A-F) Representative axial MRI sections of brains. (G-L)
Segmented images (A-F) using the minimum spanning tree. (M=R) Ground truth images: obtained from the labels representing cerebrospinal fluid, gray matter, white
matter and vessels.

We also compute the sensitivity and specificity which show the We present the quantitative measurement of the segmentation

percentage of brain tumor and non-brain tumor voxels
recognized respectively

L TP s TN
Sensitivity = TP+ EN' Speci ficity = TN+ EP (8)

accuracy by comparing the results obtained using the MST-based
approach to the ground truth. We compute the Jaccard Indices,
Dice Similarity coefficients, Sensitivity, and Specificity. The
Jaccard indices and Dice Similarity metrics range from zero to
one. A value zero means there is no overlap between the

Frontiers in Signal Processing | www.frontiersin.org

March 2022 | Volume 2 | Article 816186


https://www.frontiersin.org/journals/signal-processing
www.frontiersin.org
https://www.frontiersin.org/journals/signal-processing#articles

Brain Tumor Segmentation
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FIGURE 5 | Effect of filtering on the segmented region of interest. (A) Representative axial MRI section of a brain with a tumor giving a higher intensity signal. (B) The
zoomed-in part of the image from (A). (C) Ground truth image. (D-G) Segmented image when sigma is 0.1, 0.9, 1.5, and 2.0, respectively.
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FIGURE 6 | Segmenting the tumor interactively without tuning parameters. (A-E) Segmenting the brain tumor interactively when sigma = 0.1. (F) Visualized labels
of the segmented tumor and the background.

segmented region using the proposed method and the ground We randomly sampled 300 slices from the first data set
truth. The value 1 means there is a perfect overlap between  and segmented them using the proposed method and
ground truth segmentation and the one obtained using the  compared to the results in a preprint by Kasar et al. (2021)
proposed method. in Table 2.
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segmented tumor and the background.

nl
J
/’

FIGURE 7 | Segmenting a brain tumor that is strongly connected to the skull. (A) Representative axial MRI section of a brain with a tumor giving a higher intensity
signal. (B-G) Segmenting the brain tumor interactively sigma = 0.9. (H) Segmented image using minimum spanning tree. (1) Ground truth. (J) Visualized labels of the

Figures 8, 9 present graphs for representative images showing
how filtering can affect the final segmentation. We use Jaccard
indices, Dice similarity coefficients, sensitivity, and specificity as
measures of similarity of the segmented ROI to the ground truth.
Looking at the range of sigma in relation to the measure of
similarity, it indicates that for images whose ROI is well separated
from the background a value of sigma close to zero provides
satisfactory results with a single click. For images whose ROI is
not well separated from the background it can be challenging to
obtain acceptable results because it may require additional
interactive steps (see Figures 8, 9).

3.4.1 Time Complexity Analysis

The time complexity for the graph construction is documented by
Virtanen et al. (2020) and the time complexity construction of the
MST is described (Pettie and Ramachandran, 2002). The
implementation was done by writing scripts in the python
programming language, and it was run on a PC processor
(Core i7-8650UCPU @ 1.90GHz x 8). The input size is
defined by the number of pixels in the image, corresponding
to vertices in the graph. The largest size of the images segmented
is 512 x 512, which gives less than 300,000 vertices. The proposed
method can construct a graph and MST of more than 1,000,000
vertices in less than a second, illustrated in Figure 10.

4 DISCUSSION

Brain tumor segmentation is a tedious task, especially when the
tumor is in brain regions with highly complex tissue structures.
Some of the obstacles listed in different literature include the
skin, fat, muscle, neck, and eyeballs because they hinder
automatic segmentation of the brain tumors. In addition, the
quality of the images could compromise the results. Here, we
propose an MST-based approach for segmenting the region of
interest interactively.

In this paper, we have applied the MST-based approach to
segment brain tumors in human patient MRI data set and
compared the results to the ground truth. Figure 2
summarizes the steps used for segmenting the brain tumor
interactively. Figure 3 demonstrates the strength of the MST
approach by comparing our results to the ground truth provided
in the data set. All the slices are transverse (axial) planes from
different patients showing different tumor locations. Most of the
tumors in these slices have clear boundaries and can be
segmented by applying a small sigma value in the
preprocessing step.

Additionally, we test the approach by segmenting the brain
from the non-brain tissue. The brain is segmented by clicking
inside the brain and then on the skull. The MST efficiently
extracts the brain referred to in Figure 4. We compare the
obtained results to the ground truth of the brain materials.
We use the known labels of the brain tissues given in the data
as the ground truth and the approach gives promising results.

Also, we assess the impact of filtering the image before
segmenting the ROI The results in Figure 5 indicate that the
choice of sigma can highly influence the segmented tumor.
Therefore, the parameter sigma needs to be tuned carefully,
which is disadvantageous because the MST must be
reconstructed every time sigma is changed. To reduce the
burden of trial and error, we utilize the efficiency of the MST
approach to segment the tumor without having to tune
parameters repeatedly. Figure 6 shows the results of the
segmented tumor obtained interactively without changing
the values of sigma. Figure 6F shows how labels were
changing. The advantage of the interactive part is that the
MST is constructed only once and we keep updating the same
MST. The MST approach requires a boundary between the
ROI and the background. A single step is enough to segment
the tumor for images whose regions of interest are well
separated from the background. The method works for
images with weak boundaries between the region of interest
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FIGURE 8 | Influence of sigma on the performance of the minimum spanning tree-based method. (A-D) Images and the corresponding graphs showing measures
of similarity (vertical axis) of the segmented images using the minimum spanning tree method in relation to the tuned sigma (horizontal axis). The sigma values tested
include: 0, 0.01, 0.1, 0.3, 0.5, 1.0, 1.5, 2.0, 3.0, 4.0, 5.0, and 6.0.
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FIGURE 9 | Influence of sigma on the performance of the minimum spanning tree-based method. (A-D) Images and the corresponding graphs showing measures
of similarity (vertical axis) of the segmented images using the minimum spanning tree method in relation to the tuned sigma (horizontal axis). The sigma values tested
include: 0, 0.01, 0.1, 0.3, 0.5, 1.0, 1.5, 2.0, 3.0, 4.0, 5.0, and 6.0.
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FIGURE 10 | Time complexity analysis. The time spent on graph construction is less than the time spent on minimum spanning tree (MST) construction. The
computation time increases based on the size of the input image.

TABLE 1 | The performance of the minimum spanning tree approach based on
data set number two, presented using Jaccard Indices, Dice Similarity
Coefficients, Sensitivity, and Specificity.

Slice Jaccard Dice similarity Sensitivity Specificity
indices coefficients
01 0.998880 0.999439 0.998 931 0.999949
02 0.999 362 0.999681 0.999422 0.999930
03 0.999067 0.999533 0.999104 0.999 960
04 0.999185 0.999 592 0.999199  0.999987
05 0.998512 0.999 255 0.998527 0.999988
06 0.998 091 0.999044 0.998 108 0.999 989

and the background, but one may need more interactive steps
to segment the tumor. If the region of interest is strongly
connected to the background, meaning that there is no
boundary between them, the method will fail.

Further, we present results for the tumor being at a
complicated location in Figure 7. We visualize the results
in each step showing how the tumor was being detached from
other brain materials and non-brain materials. We apply a
sigma of 0.9 in the preprocessing step and then construct the
MST. We run the interactive part and isolate the tumor by
continuously splitting the MST. The approach segments the
tumor efficiently.

In each of the segmented results, we provide a summary for the
performance analysis of the MST. We use Jaccard indices, Dice
similarity coefficients, sensitivity, and specificity to evaluate the
performance of the MST-based approach. The results are
summarized in Tables 1, 2. In Table 2 we compare the results
obtained by using the MST-based method to the results obtained
by Kasar et al. (2021) using the same data set. Also, Figures 8, 9
present results by testing different values of sigma that can give a
good performance of the approach. The results indicate that for
images whose ROl is well separated from the background, a sigma
value close to zero can give good results. For images whose
tumors are in complex locations, tuning parameters in the
preprocessing step can be challenging.

In the analysis, we only used a Gaussian filter. However, other
filters can be tested to check if they can give better results,
depending on the quality of the image and the complexity of
the tumor’s location. The implementation was done by writing
scripts in the python programming language. Figure 10 gives the
time complexity analysis for graph and MST construction. The
link for the code used is available in the data availability section,
as well as the links for the data used in this paper. As pointed out
in the gland challenge of image processing, the availability of large
public datasets is highly desirable Dufaux (2021) especially with
their gold standard for testing different algorithms. Most freely
available image data sets do not contain ground truth
segmentation.

TABLE 2 | The performance of the minimum spanning tree approach compared to UNET and SEGNET based on data set number one, presented using average in each

measure of similarity.

Method Jaccard indices Dice similarity coefficients Sensitivity Precision Specificity
MST based 0.744 286 0.846947 0.819194 0.998 502
UNET - 0.760 000 0.9000000 —
SEGNET — 0.670000 0.9000000 —
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