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In this paper, we address the problem of dual-microphone speech reinforcement for improving in-car speech communication via howling control. A speech reinforcement system acquires speech from a speaker’s microphone and delivers it to the other listeners in the car cabin through loudspeakers. A car cabin’s small space makes it vulnerable to acoustic feedback, resulting in the appearance of howling noises. The proposed system aims to maintain a desired high amplification gain over time while not compromising the output speech quality. The dual-microphone system consists of a microphone for speech acquisition and another microphone that monitors the environment for howling detection, where its location depends on its howling detection sensitivity. The proposed algorithm contains a gain-control segment based on the magnitude-slope-deviation measure, which reduces the amplification-gain in the case of howling detection. To find the optimal locations of the howling-detection microphone in the cabin, for a devised set of scenarios, a Pareto optimization method is applied. The Pareto optimization considers the bi-objective nature of the problem, i.e., minimizing both the relative gain-reduction and the overall speech distortion. It is shown that the proposed dual-microphone system outperforms a single-microphone-based system. The performance improvement is demonstrated by showing the higher howling detection sensitivity of the dual-microphone system. Additionally, a microphone constellation design process, for optimal howling detection, is provided through the utilization of the Pareto fronts and anti-fronts approach.
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1 INTRODUCTION
Speech communication, especially between the front and rear-seat passengers, relies on the reflections of the speech sound waves inside the car. Unfortunately, the sound-absorbing interior of the car is designed to quiet the cabin from car and road noises. Together with in-car noises, the speech communication quality is generally insufficient. A common practice for in-car speech communication is to utilize a speech-reinforcement (SR) system, where the speaker’s speech is acquired and delivered to the other passengers, and in that way better heard and more intelligible (Ortega et al., 2005; Faccenda et al., 2013; Bulling et al., 2016). The SR system consists of microphones, which are mounted over each passenger to acquire the direct speech, and loudspeakers for each row of seats, which amplify the acquired speech signals and play them back into the car cabin. Reverberation, due to reflections of sound waves inside the cabin, leads the speech signals of the speaker and loudspeakers to return into the speaker’s microphone, i.e., acoustic echo (Cohen et al., 2009). To acquire the cleanest direct speech signal from the speaker, the microphone needs to be positioned in the least reverberant place in the cabin while being as close as possible to the speaker.
Reverberation times (T60) in cars are typically between 50–60 ms (Bulling et al., 2016), i.e., the room space of a car cabin is not very reverberant due to its sound-absorbing interior. However, since the loudspeaker-enclosure-microphone (LEM) paths inside a car cabin are relatively short, there exists a level of the amplification-gain, at which the loudspeaker signal is picked up by the microphone, and then played back into the cabin, i.e., acoustic feedback. This situation is also known as electro-acoustic coupling and might result in system instability (positive feedback). This instability is manifested in the appearance of a grating howling sound, which usually starts rising at certain frequencies that are determined by the LEM paths. Due to the acoustic feedback, the attainable gain of the loudspeakers is limited to keep the SR system stable. This maximum attainable gain of the system, which satisfies system stability and the absence of howling, is known as the maximum stable gain (MSG) (Faccenda et al., 2013). As the room is more reverberant and the LEM paths are shorter, the MSG is lower.
Several approaches to deal with the disruptive howling effect have been proposed. A common approach for preventing electro-acoustic coupling, also utilized in hearing aids (Nakagawa et al., 2012; Liang et al., 2017), is to use an acoustic echo canceller (AEC). An AEC consists of an adaptive filter that aims at canceling the echo signal from the loudspeaker by adjusting itself to the room-impulse-response (RIR) of the LEM-path (Shynk et al., 1992; Ortega et al., 2005; Reuven et al., 2007; Cifani et al., 2009; Cohen et al., 2009; Van Waterschoot and Moonen, 2010; Nakagawa et al., 2012; Bulling et al., 2016). For example, Ortega et al. (Ortega et al., 2005) present a single-microphone method that involves an AEC with a combined residual echo suppression and noise reduction filter. The combined filter is designed to ensure the stability of the closed-loop system. Nakagawa et al. (Nakagawa et al., 2012) present a dual-microphone method for acoustic feedback cancellation, utilized in hearing aids, where the second microphone (remote from the in-ear loudspeaker) is used for reducing the impact of the desired signal on the adaptation of the AEC. Another approach is to handle the howling effect itself. Handling the howling effect is used to restore the system stability, rather than preventing it (Faccenda et al., 2013). A general approach for handling the appearance of howling frequencies is the usage of notch-filter-based howling suppression (NHS) techniques, which restore system stability by reducing the amplification gain at the detected howling frequencies (Van Waterschoot and Moonen, 2010). Since a noticeable howling sound may arise even before the SR system reaches instability (positive feedback), a howling detection stage must be utilized (Green et al., 2016).
The relatively short LEM paths in a car cabin constitute a constraint on the minimal propagation delay, that can be addressed by the reinforcement system. Specifically, for an echo signal emitted from the loudspeaker and arriving at the microphone, it is desired to estimate the direct response and the reflections in a time shorter than the propagation time of the echo signal to the microphone. That means that AEC’s processing delay must be lower than the minimal propagation delay that may exist in the cabin. This requirement poses a significant challenge to the use of AEC algorithms. As for suppressing the residual echo with the combined filter, as suggested by Ortega et al. (Ortega et al., 2005), although stability is kept in terms of non-divergence of the adaptive filter taps and the output signal, the howling effect may still appear at some level. Moreover, such filters may result in speech distortion, mainly since it takes time for them to properly converge or react to changes in the input. As for the dual-microphone method, proposed by Nakagawa et al. (Nakagawa et al., 2012), both microphones in a car cabin acquire similar amounts of echo from the loudspeaker, which means that the central assumption is contradicted. In that case, two single-channel AECs are required in the SR system. This would result in increasing the system complexity (Van Waterschoot and Moonen, 2010) and thus affecting the minimal propagation delay that can be dealt with.
In this paper, a dual-microphone system with an SR algorithm, named Magnitude-Slope-Deviation based Gain-Control (MSD-GC), is proposed for in-car speech communication, focusing on front-to-rear passenger communication. The proposed system aims to maintain a desired high amplification gain over time while not compromising the output speech quality. The system comprises a set of microphones for speech acquisition and a single microphone, denoted as the howling-detection microphone, which is dedicated to monitoring the environment. The idea behind adding the howling-detection microphone lies in the fact that a howling noise in the room may be more noticeable at one location than at another, depending on the amplification gain and LEM paths. Hence, the proposed MSD-GC algorithm (within the proposed system) applies a gain factor for each speech-acquisition microphone, which is adjusted by the proposed gain-control segment that is triggered by a Magnitude-Slope-Deviation (MSD) based howling detector (Alkaher and Cohen, 2021). To ensure the stability of the system and the speech quality, the gain-control segment utilizes the dedicated microphone for howling detection and suppression. Namely, changing the gain uniformly (for all frequencies) along time, as a function of howling detection. The dedicated howling-detection microphone does not affect the MSG of the system. However, its location may affect the RIR, increasing the magnitude of howling frequencies. Considering front-to-rear passenger communication in a two-row car, the proposed system is a dual-microphone SR system. The dual-microphone solution degenerates into a single-microphone solution when a single microphone serves for both speech acquisition and monitoring the environment. The contributions of this paper are as follows: First, developing a gain-control algorithm that exploits the advantages of the MSD-based howling detector, and utilizes a howling-detection microphone for improving howling control. Thus, maintaining a desired high amplification gain in the SR system while minimizing the distortion of the output speech quality. Second, designing a microphone-constellation (on a car cabin’s ceiling) for optimal howling detection through the utilization of the Pareto fronts and anti-fronts approach.
The rest of the paper is organized as follows: Section 2 describes the signal model and problem formulation. Section 3 describes the advantage of utilizing a second microphone for howling detection, for a simple amplification system, using Control Systems theory. Section 4 presents the proposed MSD-GC algorithm. Section 5 presents the process for finding the Pareto-optimal locations of the howling-detection microphone inside the cabin. Section 6 describes the performance evaluation procedure. Section 7 demonstrates the advantage of utilizing the howling-detection microphone and shows the microphone-constellation design method for Pareto-optimal howling detection. Finally, Section 8 presents the conclusions of the study.
2 SIGNAL MODEL AND PROBLEM FORMULATION
The signal model of the proposed dual-microphone SR system considers two microphones and a loudspeaker in a closed room. One microphone is responsible for speech acquisition, and the other one is responsible for monitoring the environmental noise for the purpose of howling detection and suppression. The first microphone is denoted as the speaker’s microphone, and the second microphone is denoted as the howling-detection microphone. The loudspeaker is used to play the system’s output signal back into the room.
Figure 1 illustrates the proposed SR system. The output signal of the system y(n) comprises the loudspeaker signal x(n) and the thermal noise of the loudspeaker w(n), i.e.,
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[image: Figure 1]FIGURE 1 | Proposed speech reinforcement system, controlled by the howling-detection microphone.
The signal y(n) propagates through the LEM-paths into the speaker’s microphone (mic1), with an RIR g1(n), generating the echo signal f1(n):
[image: image]
where * denotes the convolution operation. The input signal to mic1 m1(n) is composed of the desired near-end speech u1(n), the background and thermal noises of the microphone, b1(n), and the acoustic echo from the loudspeaker f1(n):
[image: image]
To deliver the near-end speech through the loudspeaker, an SR-segment is utilized to obtain the filtered estimated near-end speech [image: image] from m1(n). Next, [image: image] is amplified by a gain factor K and injected into the loudspeaker:
[image: image]
Simultaneously, y(n) propagates through other LEM-paths into the howling-detection microphone (mic2), with an RIR g2(n), creating the echo signal f2(n). The input signal to mic2 m2(n) is given by
[image: image]
where u2(n) is the desired near-end speech in mic2, and b2(n) is the background and thermal noises of the microphone. Our objective is to develop a stable dual-microphone SR system, which utilizes one of the microphones for howling detection and suppressing potential system instabilities due to acoustic feedback. Specifically, once howling is detected in m2(n), the SR system is adapted to provide a proper reaction.
3 HOWLING DETECTION IN A SIMPLE AMPLIFICATION SYSTEM
Considering a simple amplification algorithm within the proposed SR system, in Figure 1, it is desired to prove the claim that a frequency-howl can appear at one location in a room and not appear at another location. A frequency-howl is the product of feedback at a particular frequency, which occurs if a pole of the system’s transfer function is excited by a frequency component of the input signal. For that, a signal model analysis of the system is provided with respect to Control Systems theory (Dorf and Bishop, 2008), Closed-Loop Control Systems to be precise.
It is desired to calculate the effect of the speaker’s speech signal on the input of both mic1 and mic2, considering the closed-loop system. Assuming that the background and thermal noises are statistically independent of the speaker’s speech signal, and due to the linearity of the closed-loop system, the effect of each on the system’s output can be calculated separately (Benesty et al., 2017). Thus, the inter-system relations, in terms of the Laplace domain (where s denotes the complex frequency s-plane), are described in Eqs 6–9 (disregarding the background and thermal noises). The effect of the speaker’s speech signal Sp(s) on the stability of the system, as perceived by mic1 and mic2, is described by the closed-loop transfer functions in Eqs 7, 9, correspondingly. First,
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so
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From here,
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In this manner,
[image: image]
The expression of P2(s) implies that the magnitude of specific frequencies may be affected rather than the MSG of the closed-loop system.
In order to test the system, a car cabin was simulated as a room of dimensions [image: image] in meters, where mic2’s cherry-picked location is at [image: image] (near the loudspeaker), see Figure 5 in Section 6.1.
The magnitude-responses of P1(f) and P2(f), for different amplification-gains, are presented in Figure 2. For K = 0 [graph (A)], P1(f) and P2(f) are in fact H1(f) and H2(f), and the magnitude-response difference shows a reduction in 10 dB. For K = 1 [graph (B)], the magnitude levels are similar. Amplification-gain K = 5 [graph (C)] is the MSG. The magnitude-responses show a high amplification around frequency 2,170 Hz: about 7 dB for P1(f) and about 16 dB for P2(f). This suggests that there is a potential pole around frequency 2,170 Hz. Above the MSG [graphs (D) and (E)], the magnitude level difference between P2(f) and P1(f) is about 10 dB, and the number of poles increases for both P1(f) and P2(f).
[image: Figure 2]FIGURE 2 | Magnitude-response (dB) graphs of the frequency responses P1(f) and P2(f), for different amplification-gains, where mic2’s location is [image: image]: (A) K = 0; (B) K = 1; (C) K = 5; (D) K = 6; (E) K = 8.
Hence, for a speech signal Sp(s) that comprises a frequency component at some pole of the system, the resulting frequency-howl will be more dominant at mic2 (which is closer to the loudspeaker), especially up to the MSG. A higher magnitude of a frequency-howl, relative to the environmental noise in the cabin, means a better howling signal-to-noise ratio (HSNR). Therefore, according to the simulated RIRs, placing mic2 near the loudspeaker would result in better detection of frequency-howls.
Furthermore, adding an SR segment that would restrain high levels of the amplified sound signal may help prevent or suppress the appearance of dominant frequency-howls.
4 PROPOSED MAGNITUDE-SLOPE-DEVIATION-BASED GAIN-CONTROL ALGORITHM
The proposed solution is to control the desired amplification-gain to be applied based upon a howling detection segment that receives the input signal to mic2, the howling-detection microphone. The proposed Magnitude-Slope-Deviation-based Gain-Control (MSD-GC) algorithm within the proposed dual-microphone system is illustrated in Figure 3. In the framework of this paper, no SR segment is applied, so the inherited physical properties of the system (microphones and a loudspeaker) serve as the SR segment, while the proposed gain-control segment controls the amplification-gain K of the system in Figure 1. Accordingly, mic1 acquires the desired signal to be reproduced, while mic2 acquires the environmental noise.
[image: Figure 3]FIGURE 3 | Proposed MSD-GC algorithm within the proposed dual-microphone system (the SR-segment is empty). The howling detection algorithm is based on the MSD measure, and controls the amplification-gain of the system within the proposed gain-control segment (i.e., MSD-GC).
A known problem in the discussed environment is that a noticeable howling sound may arise even before the SR system reaches instability. As mentioned in Section 3, a frequency-howl is the product of acoustic feedback at a certain frequency. The appearing frequency-howls can be divided into two cases. First, an increasing howl occurs when a frequency component of the input signal excites an unstable pole of the system’s transfer function. Second, an underdamped howl occurs when a frequency component of the input signal excites a stable pole of the system’s transfer function, which is located close to (and inside) the unit-circle (considering the z plane of a discrete system), and thus decays more slowly. In the ideal case, where the RIR of the LEM-paths is known, the MSG can be determined by known methods of Control Systems theory (Dorf and Bishop, 2008). However, since the RIR is dynamic and unknown, a howling detection stage must be utilized.
The gain-control segment in the discussed problem aims at reducing the amplification-gain in the case of howling detection. For this purpose, Green et al.(Green et al., 2016) suggest utilizing the MSD measure, via the Summing MSD Method, to intelligently identify feedback howls within candidate-frequency bins. Hence, howling detection, based on the MSD measure, is used to control the amplification-gain of the system within the proposed gain-control segment (i.e., MSD-GC), see Figure 3.
4.1 Magnitude-Slope-Deviation Based Howling Detection
An increasing frequency-howl, which occurs due to positive feedback at some frequency, is manifested in an exponential magnitude growth. This means that the power of howling components increases linearly over time when calculated on a dB-scale, i.e., the gradient change (second-order derivative) is consistently close to zero (Green et al., 2016). Similarly, underdamped howls are manifested in an exponential magnitude decrease, which also means that the gradient change is consistently close to zero.
Magnitude change is tracked using a dB-scale magnitude history buffer. In detail, the magnitude history buffer is formed by calculating the power-spectral-density (PSD) of subsequent sample frames, where each sample frame is referred to as an MSD-buffer. Namely, the magnitude at each frequency bin is calculated according to the PSD of the MSD-buffer. For an unbiased estimator (assuming the second-derivative is 0 for a frequency-howl), the root-mean-square deviation (RMS-Deviation) is the square root of the variance, known as the standard deviation. Hence, to evaluate the linear change of suspected frequency components over time, the MSD of the magnitude history buffer is calculated by averaging the squared absolute values of the historical magnitude gradient change, as follows:
[image: image]
where m denotes the current frame, G″(k, n) is the second-derivative of the dB-scale magnitude history buffer data, at frequency bin k and analysis frame n, and N in the number of frames in the history-buffer. As a result, the minimal delay required for calculating the MSD-measure, since the beginning of a howl, is calculated by
[image: image]
where LMSD is the length (in samples) of the MSD-buffer, and Lframe-shift is the frame-shift (in samples). Finally, a frequency bin is flagged as a probable howl if its corresponding MSD value is below a certain threshold δMSD.
One deficiency of this MSD-based method is that frequency bins with no energy change over time would produce corresponding MSD values which are very close to zero. For that, the howling detection shall be refuted if the maximum value of the candidate frequencies’ mean-energy (among the magnitude history-buffer), is below a certain threshold ϵhowl. In addition, since sound waves consider only acoustic waves within the frequency range of 20 Hz to 20 kHz (Chen et al., 2018; Wang et al., 2019), detected frequency-howls below 15 Hz shall also be refuted.
A significant tradeoff of this temporal method lies in the effect of varying the number of frames in the magnitude history buffer, which are available for analysis, and in the length of each sample frame. The length of a sample frame is set to 512 (the power of 2, closest to 30 ms—about the typical length of a speech-analysis frame), and there is a frame-shift of 10 ms between two subsequent sample frames. While a larger number of frames provides a more accurate estimation of the MSD, and a longer sample frame provides a better frequency resolution, the total length of the magnitude history buffer determines the delay of the howling-detection process. A long howling-detection delay is not desired due to two significant constraints. First, the howling detector in the proposed algorithm is required to detect frequency-howls as soon as possible, hopefully before the human ear may notice them. Second, a noticeable underdamped frequency-howl might be short, and a long magnitude history buffer may not detect it.
Accordingly, while the MSD measure has a low false-alarm rate for the optimized set of parameters (frame-shift, frame-length, and the number of frames), the howls are noticeable before they are detected, and it miss-detects short howls. Therefore, an improved howling detector has been developed, based on the principles of the MSD measure in (Green et al., 2016), that includes two stages (Alkaher and Cohen, 2021). The first stage detects candidate frequency-howls and is designed to have a low miss-detect rate, at the cost of a high false-alarm rate. From analyzing the howling false-alarms, it appears that the false-alarms originate mostly from speech harmonies. Speech-harmonies behave similarly to frequency-howls, i.e., the frequency-components: rise (like an increasing howl), keep steady for a few moments, and decay (like an underdamped howl). Therefore, a second stage was added, designed to refute candidate frequency-howl false-alarms, which are not caused by feedback.
For this purpose, the magnitude history buffer is set up with a large number of frames, so it has two goals. First, the group of the most recent few frames is termed the detection buffer, and it is utilized for early howling detection (at the cost of a high false-alarm rate). Second, the entire buffer is termed the history buffer, and it is utilized for analyzing the behavior of the candidate frequency-howls during the time before the detection.
4.2 Gain-Control Segment
The gain-control segment is somehow inspired by the congestion control mechanism employed by the Transmission-Control-Protocol (TCP) (Allman et al., 2009). The TCP provides a reliable continuous byte stream via data-segment transmission between communicating users. While TCP Congestion Control uses data-segment-loss detection as a sign of congestion, and then repairs it and reduces the congestion window (the amount of data that the sender can transmit); the proposed gain-control segment uses howling-detection as a sign of congestion (electro-acoustic coupling), and then reduces the amplification gain.
The gain-control segment is divided into three cascaded stages: Gain Update, Howling Detection, and Gain Smoothing. The Howling Detection stage is responsible for initiating a gain reduction process when a frequency-howl is detected by setting a new destination amplification-gain Kdest. Then, further gain reduction via the Howling Detection stage is frozen for a time-span τhd, to suppress the howling components using the recently configured Kdest. The Gain Smoothing stage is responsible for smoothing the transition from the currently applied amplification-gain Kcurr to Kdest, via a level-detection process, aiming to minimize artifacts in the reinforced speech Giannoulis et al. (2012). The gain-smoothing attack and release times are τA,gs and τR,gs, correspondingly. In the Gain Update stage, if howling is not detected during a time-span τgu, Kdest is updated to the new configured maximal gain Kmax (which is less than the previous one). Furthermore, if howling is not detected during a larger time-span τrenew, then a gradual gain increment process is initiated. Namely, where Kdest is updated gradually, every τrenew, up to the initial maximal gain K.
Initially, Kmax is set as the desired gain K (chosen by the user), Kcurr is set to 1 (neutral gain), and Kdest is set to be equal to Kmax. Regarding the level detection process, the smoothed decoupled peak detector (Giannoulis et al., 2012) is utilized with a fall-time τA,gs = 5 ms, for quick response in case of howling detection, and a rise-time τR,gs = 10 ms (effective release time of 15 ms), for fast recovery towards the updated destination gain (Giannoulis et al., 2012). As for the system time-spans, τhd = 60 ms, τgu = 100 ms and τrenew = 1 s.
In detail, when howling is detected (and not refuted, e.g., due to low-energy candidate-howls), the amplification-gain is reduced as follows:
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and the howling detection algorithm is frozen for τhd.
The transition from Kcurr to Kdest is smoothed via the level detection process.
After τgu from the last howling detection, the amplification-gain starts to recover by setting
[image: image]
and after τrenew from the last howling detection, the gradual gain increment begins. Namely, every τgu (unless howling is detected), Kmax is updated to the intermediate available desired gain Kavail, until reaching K, as follows:
[image: image]
5 PARETO OPTIMIZATION BASED MICROPHONE CONSTELLATION DESIGN
Following on from Section 3, it is desired to find the optimal location of the howling-detection microphone in the cabin. Evaluating the SR algorithm in terms of both maintaining a desired high amplification gain over time, and not compromising the overall output speech quality, is a bi-objective problem. Consider a given SR system, i.e., the SR algorithm with a certain mic2-location in the cabin, as a strategy. To conduct a multiple-criteria decision making, concerning which strategy is optimal for solving this problem, a multi-objective optimization is required, also known as Pareto optimization (Deb, 2001). Hence, an analysis is done similarly to Section 4 in (Alkaher and Moshaiov, 2018). However, in the current discussion, the optimal mic2-locations are desired, rather than proving the satisfaction of the generality criteria among the compared strategies (mic2-locations).
The number of possible scenarios is infinite, starting with all desired amplification-gain values and environmental noise levels, and continuing with different car structures and speaker speech signals. Therefore, to facilitate a satisfying comparison, a sampled set of reference scenarios is devised, to produce a finite result-set for the reference strategies. Given these scenarios, each reference strategy is represented in the bi-objective space as a set of performance vectors [image: image], where i ∈ Nstrategies and j ∈ Mscenarios. Each such vector indicates the performance of a reference SR strategy under a single scenario.
5.1 Background—Strategy Comparison
For comparing a set of strategies i ∈ Nstrategies under a single scenario j*, domination among vectors is employed to sort the strategies. Since there is no preference for one objective over another, in the discussed problem, the sorting process is done by optimizing both objectives. Thus, the strategy performance vectors, which are non-dominated by any other vector, constitute a Pareto front that indicates the Pareto-optimal outcomes. Considering the Pareto front, the only way to decide which strategy is optimal (under the scenario) is by making a preference for one of the two objectives.
When there is no a priori information about the occurrence probability of the scenarios, a worst-case approach is employed. Accordingly, a strategy comparison under multiple scenarios is made using worst-case domination. Namely, under a devised set of scenarios j ∈ Mscenarios, comparing the worst-case Pareto anti-front per each strategy i*. These anti-fronts are the dominated (worst-case) bi-objective performance vectors of each strategy under the devised set of scenarios. In this manner, a Pareto front is formed, considering only the performance vectors of the strategies’ anti-fronts. This worst-case Pareto front is composed of the Pareto-optimal strategies under the worst-case scenario, given the uncertainty conditions. The Pareto-optimal strategies are those for which the anti-fronts are non-dominated by each other, i.e., where at least one pair of anti-front performance vectors from different strategies is non-dominated, or that domination is not absolute among the anti-fronts.
5.2 Pareto-Optimal mic2 Locations in a Car Cabin
Given a car cabin and an SR algorithm implemented within the dual-microphone system, the set of reference strategies shall consist of multiple mic2-locations. Considering the performance evaluation measures of the bi-objective problem, as will be determined in Section 6.2, a Pareto optimization process is applied under a devised set of scenarios, as illustrated in Figure 4.
[image: Figure 4]FIGURE 4 | Pareto anti-fronts of the worst-case Pareto-front strategies (black circles connected by colored stair-graphs, see color-bar). The worst-case Pareto front is depicted by dashed-line connected black squares. Both axes are aimed to be minimized.
Accordingly, for each mic2-location (colored markers), the (dominated) Pareto anti-fronts are extracted, considering the devised set of scenarios (different markers). Considering that both axes aim to be minimized (in this example), each strategy’s anti-front (stair-graph) is facing towards the maximum of each axis. Then, the anti-fronts of all mic2-locations are compared, resulting in the worst-case Pareto front mic2-locations (dashed-line connected black squares). This way, the Pareto optimization process provides a microphone constellation design, consisting of the non-dominated Pareto-optimal mic2-locations.
5.3 General-Domination Criterion
Inspired by (Alkaher and Moshaiov, 2018), a new domination criterion is proposed. Accordingly, a strategy is defined as generally-dominated if it satisfies the following three conditions: if it is not one of the strategies that constitute the worst-case Pareto front; if under each of the devised set of scenarios, at least one of the worst-case Pareto front’s strategies is non-dominated by it; and if under at least one scenario, it is dominated by at least one of these strategies. Namely, general-domination over a reference strategy indicates the robustness of the worst-case Pareto front over that strategy.
6 PERFORMANCE EVALUATION
This section outlines the room configuration of the car cabin used in the simulations, along with the performance measures relevant to our problem. Accordingly, the Pareto optimization process, described in Section 5, will provide the Pareto-optimal strategies within the bi-objective problem.
6.1 Car-Cabin Room Configuration
This research focuses on a speech communication system inside a car cabin. The altogether system comprises sound absorbers (the car’s interior), omnidirectional microphones, directional sources (the speaker and the loudspeaker), and background noises. No databases were found, which include RIRs between different locations (to the authors’ choice) inside a car cabin. Therefore, the cabin configuration was designed using the known Room Impulse Response Generator Matlab code (Habets, 2006). Using more accurate RIRs, which may also consider near-field effects, may affect the howling frequencies of the system and even the MSG. However, as the amplification-gain approaches or exceeds the MSG, the acoustic feedback’s effect on sound remains the same.
In order to simulate a car cabin, the system was tested via simulations inside a room of dimensions [image: image] in meters. An illustration of the cabin configuration can be seen in Figure 5.
[image: Figure 5]FIGURE 5 | An illustration of the car-cabin room configuration, in the XY axes.
Two sound sources are considered: the speaker, the driver in this case, and the loudspeaker of the backseat passengers. Due to the limitations of the RIR Generator, the sources are assumed to be omnidirectional. This decision can be approved because the proposed system aims to be robust enough to cope with this situation as well. The simulated location of the driver’s mouth (sound source) is [image: image], and the location of the loudspeaker of the backseat passengers is [image: image]. Next, two microphones are used during simulations, both omnidirectional. Mic1 is positioned close to the speaker (driver), on the ceiling above him. Its location in the cabin is [image: image]. Mic2 is the howling-detection microphone and can be positioned at different locations on the car ceiling. During simulations, mic2 is positioned in a grid, which varies in the x-axis from 0.125 to 1.875, and in the y-axis from 0.25 to 2.75, with a step of 0.25 m on each axis, as illustrated in Figure 5. Another aspect of the cabin configuration is the sound absorbers. The interior of a car cabin consists of multiple types of sound-absorbing materials. Examples are the seats, windows, walls, and the passengers themselves. However, due to the RIR Generator limitations, an empty cabin is assumed, with identical reflection characteristics of the walls. Therefore, the walls in the simulation are endowed with a short reverberation time of 50 ms, according to papers (Bulling et al., 2016; Franzen et al., 2018). The sampling frequency used to generate the impulse responses is 16 kHz.
6.2 Performance Measures
For the simple amplification system, the RIRs and the gain factor are considered linear and time-invariant (LTI) systems, so the MSG and signal distortion can be analyzed mathematically, assuming the knowledge of the RIRs (Section 3). However, the proposed SR algorithm is not time-invariant since the amplification-gain is changed according to howling appearance (and detection), which is dependent on the resulting feedback that is caused by the unobservable input signal u1(n) and the microphone noises. Hence, performance evaluation is done by obtaining objective performance measurements at the end of the simulation process, which evaluates the overall output signal of the system. The following subsections present the chosen performance evaluation measures for each objective of the discussed problem.
6.2.1 Spectral Distance Measures Based on LPC
Spectral distance measures assess the distortion between the original and reinforced (degraded) signals. According to Deller et al.(Deller Jr et al., 1993), “The human auditory system is relatively insensitive to phase distortion”. Namely, the source and the enhanced speech signals can be perceived similarly by the listener, although being quite different from each other. Hence, these objective measures are suggested to assess the dissimilarity between the all-pole models of the reference and enhanced speech signals, which can be calculated via Linear Prediction using the Autocorrelation method. The linear predictive coefficients are estimated over synchronous time-frames, of about 15–30 ms, of the compared speech signals (Deller Jr et al., 1993; Loizou, 2013). The traditional rule of thumb leads to linear prediction of order [image: image]; i.e., for a sampling frequency of 16 kHz, p = 18.
Three spectral distance measures, which are proposed in the literature, are the Itakura-Saito distance (and its symmetric form), the log-likelihood ratio measure, and the Itakura-Saito measure. The Itakura-Saito (IS) distance distortion-measure is shown in equation (5.195) in Deller Jr et al. (1993). To achieve a valid metric, the symmetric IS-distance can be calculated, see equation (9.10) in Deller Jr et al. (1993). The formulae of the log-likelihood ratio (LLR) measure and the IS-measure are shown in equations (11.7) and (11.10) in Loizou (2013), correspondingly. The distortion measure used in this paper is the IS distance.
Accordingly, given a frame of a speech signal s(n), the all-pole model of order p is
[image: image]
where [image: image] is the vector of the linear predictive coefficients (of the all-pole filter) and e(n) is the white noise excitation. Thus, defining [image: image] as the LPC coefficients of the clean signal and [image: image] as the coefficients of the enhanced signal, the IS-distance is defined as (Deller Jr et al., 1993)
[image: image]
where [image: image] is the (p + 1) × (p + 1) autocorrelation matrix (Toeplitz) of the clean signal.
A long-term measure can be computed by taking an average on the short-term measurements between the time-frames of the input and output signals of the reinforcement system (Loizou, 2013). To be less sensitive to outliers, a median is taken on the short-term measurements, and it is denoted by Med-IS-Dist.
6.2.2 Relative Gain-Reduction
The MSG is dependent on the RIR of the LEM paths. The objective of utilizing mic2 is to better control the amplification-gain by increasing the howling detection sensitivity, see Section 3. Hence, the SR system aims to maintain a desired high amplification gain over time while not compromising the output speech quality (Van Waterschoot and Moonen, 2009).
As a long-term measure, the Matched Effective-Gain Keff is computed, based on the MSE, as
[image: image]
However, to be able to compare the results for various amplification-gain values, the Relative Gain-Reduction (RGR) is computed as
[image: image]
where the RGR is aimed to be minimized.
7 SIMULATION AND ANALYSIS
This section evaluates the proposed SR system and algorithm. As seen in Section 3, a constant amplification gain is limited by the MSG. Section 7.1 demonstrates the constraint of the MSG on the simple amplification algorithm within the proposed SR system in Figure 1. Since a dual-microphone system is proposed, there is a need to justify it by comparing the performance vectors for different locations of mic2. For this purpose, the considered performance objectives are the relative gain-reduction and the speech quality, measured by the RGR and the Med-IS-Dist, correspondingly. Of course, the performance of the dual-microphone system depends on the SR algorithm implemented within it. Section 7.2 proves the advantage of utilizing another microphone for better howling detection in terms of domination of the dual-microphone solution. This section also serves as the training stage since it extracts the Pareto-optimal mic2-locations in the simulated cabin. Finally, Section 7.3 shows a demonstration of the proposed SR system and algorithm, and thus verifies the domination of the dual-microphone solution, i.e., the test stage.
The proposed SR system is tested by computer simulations via Matlab. The train and test speech signals are composed (without repetition) from TIMIT speech database (Zue et al., 1990), as in (Liang et al., 2017), and the sampling frequency is 16 kHz. A constant system processing delay of 5 ms was inserted in simulations, considering that it must be short enough so the listener does not notice the time difference between the direct (spoken) and emitted (reinforced) sound signals.
7.1 Result Reference
As a reference, performance measures are extracted for the test speech signal (with a duration of 51 s) with the simple amplification algorithm inside the cabin, with no environmental noise, for the neutral gain K = 1, for the MSG K = 5 (right before howling is dominant in the reinforcement system, see Section 3), and for K = 6. It results that the calculated matched effective-gain is Keff = 1 for K = 1, and Keff = 5 for K = 5 (which gives an RGR value of 0). As for degradation in speech quality, the Med-IS-Dist value increases from 0.0011 for K = 1, to 0.051 for K = 5 (although the speech quality is still decent, i.e., with very low howls). For K = 6, which is above the MSG, it results that Keff = 6 (RGR = 0) and Med-IS-Dist = 0.13. For example, Figure 6 illustrates the spectrogram comparison, between a sample input signal u1 and the output of the reinforcement system y, for K = 6. The quality degradation can be recognized by the smearing of frequency components in y, and the multiple howling artifacts (retrospectively detected via mic1 using the howling detector), some of which are marked here by red circles.
[image: Figure 6]FIGURE 6 | Spectrogram comparison for K = 6 (above MSG): (A) Spectrogram of u1; (B) spectrogram of y. The howling artifacts in y were retrospectively detected via mic1 using the howling detector, and (some of them) are marked in both (A,B) by red circles.
7.2 Optimal mic2 Locations Analysis
Regarding the proposed dual-microphone solution for the SR problem, the advantage of utilizing another microphone needs to be proven. For that, the bi-objective performance vectors shall be compared for different mic2-locations, aiming to obtain the non-dominated mic2-locations for optimal speech reinforcement inside the simulated car cabin.
Applying Pareto optimization, the compared strategies are the different mic2-locations, the simple amplification system and the single-microphone solution (namely, where mic2’s location is also mic1’s location), where the last two strategies are added for reference. The devised set of scenarios is composed of configured amplification-gain values [image: image], and simulated SNR values, i.e., inserting a noise-free clean signal and a noisy signal with a low additive Gaussian-noise of 40 dB SNR; both for the simulated RIRs and the train speech signal (with a duration of 46 s), i.e., the training stage. A noisier signal would reduce the speech quality regardless of howling and therefore not considered. In this manner, the Pareto results consider the Pareto fronts (per each scenario), the worst-case Pareto anti-fronts (per each strategy), and the worst-case Pareto front (see Section 5).
Regarding worst-case scenario domination, Figure 7 depicts the Pareto anti-fronts of the worst-case Pareto-front mic2-locations and the single-microphone solution. The worst-case Pareto front (dashed-line connected black circles) is composed of the mic2-locations for which the Pareto anti-fronts are non-dominated by any other mic2-location. It can be noticed that the worst-case Pareto anti-front of the single-microphone solution is non-dominated by all mic2-locations, except mic2-location [image: image] (connected cyan triangles). For example, for mic2-location [image: image] (brown mic2-location) since the upper-performance vector of the brown mic2-location is dominated by the left performance vector of the Pareto anti-front of the single-microphone solution. Despite that, all of the mic2-locations that constitute the worst-case Pareto front are relevant for selection, under the considered uncertainties, since they are non-dominated by each other. This implies that, for the compared set of scenarios, the single-microphone solution is dominated by the dual-microphone solution in the worst-case scenario.
[image: Figure 7]FIGURE 7 | Pareto anti-fronts of the worst-case Pareto-front mic2-locations (connected colored triangles, see color-bar) and of the single-microphone solution (connected red squares). The worst-case Pareto front is depicted by dashed-line connected black circles. Both axes are aimed to be minimized.
As to the proposed general-domination criterion, the performance vectors are presented under the cherry-picked scenarios: K = 6 and clean-signal; K = 7 and noisy-signal; and K = 8 and clean-signal. Figure 8 depicts the performance vectors of the Pareto-front mic2-locations (per scenario), the performance vectors of the worst-case Pareto-front mic2-locations, and the performance vector of the single-microphone solution. Graphs (A)–(C) indicates that at least one of the worst-case Pareto-front mic2-locations are non-dominated by the single-microphone solution, under each of these scenarios; while graph (B) depicts a scenario where the single-microphone solution is also dominated by some of the worst-case Pareto-front mic2-locations. Hence, it is concluded for the compared set of scenarios, that the single-microphone solution is generally-dominated.
[image: Figure 8]FIGURE 8 | Performance vectors of the Pareto-front mic2-locations (connected green triangles), worst-case Pareto-front mic2-locations (blue diamonds), and the single-microphone solution (red square). The dashed-line connected magenta circles denote the Pareto front that considers the worst-case Pareto-front mic2-locations and the single-microphone solution. The graphs are extracted under the scenarios: (A) K = 6 and clean-signal; (B) K = 7 and noisy-signal; (C) K = 8 and clean-signal.
7.3 Algorithm Demonstration & Analysis
Figure 9 shows a comparison of the spectrogram of y(n) and the applied amplification-gain over time, under the scenario of K = 6 and clean-signal, where the single-microphone solution serves for both speech acquisition and howling detection. As can be seen in Figure 9, the inserted sample signal is preceded with 1.222 s of a silence buffer, which is the time-length of the magnitude history buffer of the MSD-based howling detector, see Section 4.1. This buffer is required to start monitoring the environmental noise in the system. It can also be noticed that the amplification gain is quickly attenuated (after the preceding silence-buffer), due to howling detection (marked by a red circle), and then gradually tends to rise back unless howling is detected. In Correspondence to Section 4, the amplification-gain fall time is short (5 ms) for quick response in case of howling detection, while the rise time is longer (15 ms) although still short for a fast recovery towards the updated destination gain. The gain-update time-span of 100 ms is widely evident and indicates the beginning of the Gain Update stage. The howling-detection freezing time-span of 60 ms is best illustrated at the gain-rising after t = 3 and in the gain-reduction before t = 4. In these cases, the gain-update process is stopped and the gain-reduction further continues, correspondingly, due to howling detection. Finally, the gradual gain increment process is initiated after t = 4 and continues every 1 s. Apart from the howling effect, better speech quality is expected to be achieved with a steadier applied amplification-gain over time, i.e., with softer transitions and less abrupt gain changes.
[image: Figure 9]FIGURE 9 | Comparison of the spectrogram of the system’s loudspeaker signal, and the applied amplification-gain (Gain) over time, under the scenario of K = 6 and clean-signal, where mic2’s location is [image: image] (single-microphone solution).
In subsequence to the training stage in Section 7.2, the following analysis compares the single-microphone solution with the worst-case Pareto front of the dual-microphone solution, using the test speech signal (with a duration of 51 s), i.e., the test stage. Thus, verifying that the single-microphone solution is generally-dominated. Namely, the system’s output is examined for the single-microphone solution, in comparison with three instances of the dual-microphone solution, under the scenario of K = 6 and clean-signal. The three mic2 placements, considered in the dual-microphone solution, are [image: image], [image: image] and [image: image], see Figure 10. These mic2-locations belong to the worst-case Pareto front, where location [image: image] also comprises the Pareto front under this scenario, as seen in Figure 11. Figure 12 summarises the performance vectors of the considered mic2-locations, in terms of Med-IS-Dist and Keff.
[image: Figure 10]FIGURE 10 | An illustration of the car-cabin room configuration, in the XY axes.
[image: Figure 11]FIGURE 11 | Performance vectors, under the scenario of K = 6 and clean-signal (of the training stage), of the Pareto-front mic2-locations (connected green triangles), worst-case Pareto-front mic2-locations (blue diamonds), and the single-microphone solution (red square). The dashed-line connected magenta circles denote the Pareto front that considers the worst-case Pareto-front mic2-locations and the single-microphone solution. The gold pentagrams denote the performance vectors of the mic2-locations, chosen for the algorithm demonstration.
[image: Figure 12]FIGURE 12 | MSD-GC performance vectors for mic2-locations: [image: image] (mic1’s location), [image: image], [image: image], and [image: image], under the scenario of K = 6 and clean-signal.
First, mic2-location [image: image] is an example where the howling detection is susceptible, and correspondingly the applied amplification-gain is low (and relatively steady). It can be seen in Figure 12 that although the matched effective gain is low (high relative gain-reduction), the Med-IS-Dist is low. Second, according to Figure 12, mic2-location [image: image] gives a matched effective gain that is equal to that of the single-microphone solution, whereas the resulting Median-IS-Dist is lower. The obtained better speech quality can be explained by the fact that the applied amplification-gain is more steady over time, resulting in fewer artifacts in the reinforced speech. Finally, Figure 12 also shows that mic2-locations [image: image] (single-microphone solution) and [image: image] are non-dominated by each other.
This demonstration validates the intuitive tradeoff between speech quality and the relative gain-reduction, which tends to be higher when the howling detection is more sensitive. In addition, this demonstration validates the dual-microphone solution’s potential to detect howling at a higher level of sensitivity.
8 CONCLUSION
We have considered a dual microphone speech reinforcement system for improving in-car speech communication via howling control. The car-cabin can be characterized as a relatively small room (short loudspeaker-enclosure-microphone paths) with a short reverberation time (due to the sound-absorbing materials). Therefore, the desired amplification-gain to be applied is limited due to electro-acoustic coupling, which is the product of feedback, manifested in a howling sound. A dual-microphone system with a speech reinforcement algorithm, named MSD-GC, was proposed for in-car speech communication, focusing on front-to-rear passenger communication. The proposed system aims to maintain a desired high amplification gain over time while not compromising the output speech quality. The proposed MSD-GC algorithm comprises a proposed gain-control segment, triggered by a Magnitude-Slope-Deviation based howling detector, utilizing another microphone that monitors the environment.
A Pareto optimization approach was applied, under a devised set of scenarios, to find the Pareto-optimal locations of the howling-detection microphone in the cabin, thus proving the advantage of utilizing another microphone. Namely, the worst-case Pareto front’s locations of the howling-detection microphone were discovered using the train speech signal, i.e., the training stage. It was shown that the proposed dual-microphone system outperforms the single-microphone-based system (that consists of the same proposed algorithm) in terms of the worst-case scenario; and that the proposed dual-microphone system is non-dominated by the single-microphone-based system under each of the devised set of scenarios, which indicates the robustness of the proposed dual-microphone system. Subsequently, the performance improvement of the dual-microphone system was demonstrated and validated in the simulated car cabin, under one scenario, for a chosen microphone placement and the test speech signal. This improvement was demonstrated by a steady high amplification gain over time, as well as a higher speech quality.
Future work may concern developing more advanced algorithms for implementation within the proposed dual-microphone speech-reinforcement system, analyzing the performance of the proposed system in real-life car models (which also involve directional microphones), and even expanding its use to other howling-vulnerable applications, such as Public Announcement systems, Live Shows, and Video Chat applications that often suffer from howling. In addition, the gain-control segment can be further investigated to separately control the gain for subdivided frequency bands of the audible frequency range concerning a psycho-acoustical scale (such as Bark scale), e.g., by setting different parameters for each frequency band.
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