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Editorial on the Research Topic 
Feature extraction and deep learning for digital pathology images


In the discipline of digital pathology, feature extraction and deep learning are essential methods for the analysis and interpretation of medical images, notably in tasks like disease detection, classification, and segmentation. In this context, feature extraction is frequently utilized to transform raw image data into meaningful representations, and deep learning techniques are used to automate the extraction of appropriate features and enhance the accuracy of diagnostic and prognostic models. With feature extraction, deep learning, and digital pathology, disease diagnosis and prognosis could be more quickly and accurately determined, potentially revolutionizing modern healthcare and pathology practice. It also enables the development of AI-driven solutions to support pathologists in their work and improve patient outcomes. However, it also has drawbacks that must be overcome in order to ensure the safe and efficient implementation of these technologies in clinical practice. This issue includes critical and evolving fields within digital pathology and medical image analysis such as multi-organ nuclei segmentation, automated pancreatic cancer grading, and prediction of treatment response in breast cancer and post-hepatectomy liver failure.
Xue and Kamata proposed a contextual mixing feature Unet (CMF-Unet) to segment nuclei for pathology images. They used a specialized variant of the U-Net architecture designed for the segmentation of nuclei in pathology images, addressing challenges like inconsistent staining, blurry boundaries, and diverse organs. The CMF-Unet architecture employs two parallel branches: a “nuclei segmentation branch” and a “boundary extraction branch.”, and mixes complementary feature maps from two branches to obtain rich and integrated contextual features. The Multiscale Kernel Weighted Module (MKWM) and the Dense Mixing Feature Module (DMFM) are designed to improve segmentation performance by effectively combining and processing different types of information from the MoNuSeg dataset. By densely connecting the feature maps produced by the MKWM and integrating both nuclei and boundary information, the DMFM ensures that the model can effectively capture relevant contextual information for segmentation tasks. Experimental outcomes confirmed that their proposed method not only shows promising results on nuclei segmentation, but also demonstrates the capability to generalize and perform effectively when applied to different organs or datasets.
Sehmi et al. introduced PancreaSys system, an innovative approach to assist pathologists in the classification of pancreatic cancer grades using high-power field pathological images. The system comprises several key components and technologies: the DenseNet201 model for prediction, Anvil and Google Colab platforms for web user interface to deploy the deep learning model in the classification of the cancer grade. The cloud-based PancreaSys system has a web-based user interface that allows users to upload high-resolution pathological image as input and the system slices them into smaller patches. The patches are then classified into their respective grades (Normal, Grade I, Grade II, and Grade III) using DenseNet201 and are stitched back to produce one whole image before sending the final result to the pathologist. This F1-score of 0.88 for the May Grunwald-Giemsa (MGG) dataset suggests that the classification model achieves a good balance between precision and recall when classifying data from this specific dataset. The F1-score of 0.96 for the Hematoxylin and Eosin (H&E) dataset indicates excellent model performance. The F1-score of 0.89 for the Mixed dataset is also quite promising. It suggests that the model performs well on a dataset that likely combines data from both MGG and H&E staining methods. This demonstrates the model’s ability to generalize across different staining techniques or data sources. This research can help to provide the pathologists a reliable diagnosis for the pancreatic cancer grade using a simple web interface, without any installation. This combination of deep learning, cloud-based platforms, and web development tools enables the creation of a user-friendly and efficient system for cancer grading based on pathological images. This automated, cloud-based system has the potential to enhance the efficiency, accuracy, and consistency of cancer grading, ultimately benefiting both pathologists and patients in the clinical setting.
Naylor et al. proposed a modification of the standard nested cross-validation procedure for hyperparameter tuning and model selection, dedicated to the analysis of small cohorts. They also proposed a new architecture, named COHAN, that combines the power of selecting K tiles (top and bottom), but keeps both the ranking scores and the full tile descriptions to build the slide representation for the particularly challenging question of treatment prediction, and apply this workflow to the prediction of response to neoadjuvant chemotherapy for Triple Negative Breast Cancer from biopsies taken before treatment.
Xu et al. established and validated a deep learning model to predict Post-hepatectomy liver failure (PHLF) after hemihepatectomy using preoperative contrast-enhanced computed tomography with three phases (Non-contrast, arterial phase and venous phase). Of the 265 patients, 170 patients with left liver resection and 95 patients with right liver resection. The proposed model provides effective prediction with better accuracies (89.41% (152/170) for left hemihepatectomy cases, 77.47% (141/182) with liver mass, 78.33% (47/60) with liver cirrhosis and 80.46% (70/87) with viral hepatitis. The proposed model could help to improve the selection of patients with the best risk–benefit profiles for hemihepatectomy. The model could also help surgeons modify the perioperative treatment plan for the high PHLF risk patients.
As an editor, I am incredibly appreciative of our contributors’ dedication and enthusiasm since their work demonstrates the boundless possibilities of “Feature extraction and deep learning for digital pathology images.” I believe that this special section will encourage innovation and collaboration in the fields of deep learning and digital pathology.
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