
Optimized quantization
parameter selection for
video-based point cloud
compression

Hui Yuan1, Raouf Hamzaoui2*, Ferrante Neri3, Shengxiang Yang4,
Xin Lu4, Linwei Zhu5 and Yun Zhang6

1School of Control Science and Engineering, Shandong University, Ji’nan, China, 2School of Engineering
and Sustainable Development, De Montfort University, Leicester, United Kingdom, 3NICE Research
Group, School of Computer Science and Electronic Engineering, University of Surrey, Guildford,
United Kingdom, 4School of Computer Science and Informatics, De Montfort University, Leicester,
United Kingdom, 5Shenzhen Institute of Advanced Technology, Chinese Academy of Sciences,
Shenzhen, China, 6School of Electronics and Communication Engineering, Sun Yat-sen University,
Shenzhen, China

Point clouds are sets of points used to visualize three-dimensional (3D) objects.
Point clouds can be static or dynamic. Each point is characterized by its 3D
geometry coordinates and attributes such as color. High-quality visualizations
often require millions of points, resulting in large storage and transmission costs,
especially for dynamic point clouds. To address this problem, the moving picture
experts group has recently developed a compression standard for dynamic point
clouds called video-based point cloud compression (V-PCC). The standard
generates two-dimensional videos from the geometry and color information
of the point cloud sequence. Each video is then compressed with a video coder,
which converts each frame into frequency coefficients and quantizes them using
a quantization parameter (QP). Traditionally, the QPs are severely constrained.
For example, in the low-delay configuration of the V-PCC reference software, the
quantization parameter values of all the frames in a group of pictures are set to be
equal. We show that the rate-distortion performance can be improved by relaxing
this constraint and treating the QP selection problem as a multi-variable
constrained combinatorial optimization problem, where the variables are the
QPs. To solve the optimization problem, we propose a variant of the differential
evolution (DE) algorithm. Differential evolution is an evolutionary algorithm that
has been successfully applied to various optimization problems. In DE, an initial
population of randomly generated candidate solutions is iteratively improved. At
each iteration, mutants are generated from the population. Crossover between a
mutant and a parent produces offspring. If the performance of the offspring is
better than that of the parent, the offspring replaces the parent. While DE was
initially introduced for continuous unconstrained optimization problems, we
adapt it for our constrained combinatorial optimization problem. Also, unlike
standard DE, we apply individualmutation to each variable. Furthermore, we use a
variable crossover rate to balance exploration and exploitation. Experimental
results for the low-delay configuration of the V-PCC reference software show
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that our method can reduce the average bitrate by up to 43% compared to a
method that uses the same QP values for all frames and selects them according to
an interior point method.

KEYWORDS

point cloud compression, rate-distortion optimization, rate control, video coding,
differential evolution

1 Introduction

Extensive research has been conducted to create effective
representations for 3D content. Among these representations,
point clouds are gaining increasing popularity due to their
ability to support computer vision tasks and immersive
experience applications such as virtual reality and
augmented reality.

A point cloud is a set of points lying on the surface of a 3D
content. Each point of a point cloud is given by its 3D coordinates
and a number of attributes such as color, reflectance, or surface
normal. Point clouds can be generated with 3D scanners or
photogrammetry software. Modern point cloud processing
software use computer graphics algorithms such as marching
cubes to reconstruct the surface of the content from the point
cloud Berger et al. (2017).

Since point clouds typically consist of millions of points, efficient
compression techniques are required to reduce storage and
bandwidth costs. The most popular point cloud compression
techniques are the two standards developed by the moving
picture experts group (MPEG) Graziosi et al. (2020): geometry-
based point cloud compression (G-PCC) and video-based point
cloud compression (V-PCC). In this paper, we focus on V-PCC ISO/

IEC (2020a), which provides competitive compression results for
both static and dynamic point clouds Wu et al. (2022).

Figure 1 shows the architecture of the V-PCC encoder. For each
point cloud (frame) in a sequence of point clouds, three two-
dimensional (2D) images are generated: one image that
corresponds to the geometry information, one image that
corresponds to the color information, and one binary image
called occupancy map used to decide whether a 3D point should
be reconstructed (Figure 2). Next, the geometry video and color
video are compressed with a lossy video coder, e.g., H.265/HEVC
Sullivan et al. (2012), while the occupancy video is usually
compressed with a lossless video coder. A critical step in the
compression of the geometry video and color video is
quantization, which is controlled by a quantization parameter
(QP) or, equivalently, a quantization step size Qstep. In video
coding, pixel values from a given frame are predicted using
encoded information from the same frame (intra-prediction) or
from other frames (inter-prediction). Subsequently, transforms are
applied to the residual blocks derived from these predictions. The
resulting transform coefficients are then quantized by dividing them
by a quantization step size and rounding off the results to obtain
quantized coefficients. When HEVC is used, the available QP values
are the 52 integers 0,1, ..., 51. An approximate relationship between

FIGURE 1
V-PCC encoder ISO/IEC (2020a).
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the QP value and the quantization step size is Qstep � 2
QP−4
6

Budagavi et al. (2014). Higher QP values reduce the bitrate but
increase the reconstruction error (distortion).

One fundamental problem is the selection of the QP values that
minimize the overall distortion given a target bit budget. In the
reference software (test model) ISO/IEC (2020b) of the V-PCC
standard, this problem is not addressed. For example, for the low-
delay configuration of the software, it is assumed that the QP values
of all the frames in a group of frames are equal.

Our paper addresses this fundamental problem in two ways.
First, we formulate the QP selection problem as a constrained
combinatorial optimization problem where the variables are the
QP values of the frames. Second, we propose a novel implementation
of the differential evolution (DE) algorithm Price et al. (2005) to

solve the problem. DE is a popular metaheuristic, which has
demonstrated excellent performance on many global optimization
problems Das and Suganthan (2011); Xue et al. (2022). Compared to
other evolutionary algorithms, it is easier to implement and requires
fewer parameters to adjust (only three). While DE was initially
introduced for continuous unconstrained optimization problems,
we adapt it to our combinatorial constrained optimization problem.

The remainder of the paper is organized as follows. In Section 2,
we formulate the constrained combinatorial optimization problem
that we aim to solve. In Section 3, we discuss related work. In Section
4, we outline the variant of DE proposed in this paper to select the
quantization parameters. In Section 5, we compare the performance
of the proposed method to that of the state-of-the-art Liu et al.
(2021). In Section 6, we give concluding comments and suggest

FIGURE 2
From left to right: original point cloud, occupancy map, geometry image, and color image.

TABLE 1 Selection of QP values for various target bitrates. The solutions are presented in the order (QPg,1, QPg,2, QPg,3, QPg,4, QPc,1, QPc,2, QPc,3, QPc,4).

Point cloud Target bitrate (kbpmp) Liu et al. (2021) Proposed

Soldier 65 (36,36,36,36,38,38,38,38) (34, 42, 40, 44, 35, 43, 42, 44)

165 (28,28,28,28,32,32,32,32) (24, 30, 31, 33, 29, 37, 33, 37)

265 (24,24,24,24,28,28,28,28) (19, 28, 24, 27, 26, 33, 30, 34)

365 (22,22,22,22,26,26,26,26) (18, 22, 20, 21, 25, 30, 27, 30)

Queen 65 (30,30,30,30,40,40,40,40) (25, 36, 27, 33, 36, 40, 40, 43)

165 (22,22,22,22,32,32,32,32) (18, 24, 21, 28, 29, 34, 34, 36)

265 (22,22,22,22,28,28,28,28) (17, 19, 18, 21, 26, 31, 30, 31)

365 (22,22,22,22,24,24,24,24) (14, 16, 17, 27, 22, 29, 29, 29)

Loot 65 (36,36,36,36,36,36,36,36) (34, 37, 37, 42, 33, 38, 37, 40)

165 (26,26,26,26,28,28,28,28) (23, 28, 25, 33, 27, 32, 29, 31)

265 (22,22,22,22,26,26,26,26) (17, 24, 22, 24, 24, 28, 28, 27)

365 (22,22,22,22,22,22,22,22) (19, 18, 18, 23, 22, 26, 24, 26)

Longdress 180 (30,30,30,30,38,38,38,38) (26, 32, 34, 32, 36, 37, 38, 39)

360 (24,24,24,24,32,32,32,32) (23, 22, 26, 24, 32, 33, 34, 34)

640 (22,22,22,22,28,28,28,28) (17, 17, 20, 19, 29, 29, 31, 31)

840 (22,22,22,22,26,26,26,26) (16, 16, 18, 14, 28, 29, 28, 28)
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future work. This paper is an extended version of our conference
paper Yuan et al. (2021d).We expand the literature review, provide a
more detailed analysis of our method, give visual quality results,
show how the QP selection problem can be tackled when the point
cloud comprises multiple groups of frames, and extend our
optimization framework to accommodate variable QP values
within a frame.

2 Problem formulation

Suppose that we are given a sequence of N point clouds (frames)
and a bit budget RT. Our aim is to select for each frame i(i = 1, . . .,
N), the quantization step size Qg,i for the geometry video and the
quantization step sizeQc,i for the color video in an optimal way. Both
Qg,i and Qc,i are to be selected from the same finite set
S � {q0, . . . , qM−1}. We formulate this problem as the constrained
multi-objective optimization problem

min
Qg ,Qc

Dg Qg,Qc( ), Dc Qg,Qc( )[ ]
subject toR Qg,Qc( )≤RT

(1)

where Qg = (Qg,1, Qg,2, . . ., Qg,N), Qc = (Qc,1, Qc,2, . . ., Qc,N), Dg(Qg,
Qc) is the geometry distortion (error between the 3D coordinates of
the points in the original point cloud and the 3D coordinates of the
points in the point cloud obtained after reconstructing the point
cloud from its compressed version), Dc(Qg, Qc) is the color
distortion (error between the color of the points in the original
point cloud and the color of the points in the point cloud obtained
after reconstructing the point cloud from its compressed version),

and R(Qg, Qc) is the number of bits allocated to the geometry and
color information in the compressed point cloud. Here,

Dg Qg,Qc( ) � 1
N

∑N
i�1

Dg,i Qg,i, Qc,i( ), (2)

Dc Qg,Qc( ) � 1
N

∑N
i�1

Dc,i Qg,i, Qc,i( ), (3)

where Dg,i(Qg,i, Qc,i) and Dc,i(Qg,i, Qc,i) are the geometry and color
distortions of the ith frame, respectively. Similarly,

R Qg,Qc( ) � ∑N
i�1

Rg,i Qg,i, Qc,i( ) + Rc,i Qg,i, Qc,i( ), (4)

where Rg,i(Qg,i, Qc,i) and Rc,i(Qg,i, Qc,i) are the number of bits for the
geometry and color information in the ith frame, respectively.

Since the functions Dg and Rg,i do not depend on the colour
quantization parameters, the termsDg(Qg,Qc) and Rg,i(Qg,i,Qc,i) can
be simplified to Dg(Qg) and Rg,i(Qg,i).

To simplify problem (1), we scalarize it as

min
Qg ,Qc

ωDg Qg,Qc( ) + 1 − ω( )Dc Qg,Qc( )
subject toR Qg,Qc( )≤RT

(5)

where ω is a weighting factor that trades off the geometry distortion
against the color distortion. As the number of candidates in the
problem is M2N, finding an optimal solution with exhaustive search
is not feasible when eitherM orN is large. This is the case in V-PCC,
where M = 52 when HEVC is used, and N is typically at least
equal to 4.

TABLE 2 Distortion and bitrate error for various target bitrates. The bitrates are expressed in kbpmp. The PSNRs are expressed in dB.

Point
cloud

Target
bitrate

Liu et al. (2021) Proposed BD
bitrate

BD
distortion

Bitrate Distortion PSNR_G PSNR_C BE Bitrate Distortion PSNR_G PSNR_C BE

Soldier 65 68.60 27.34 59.13 30.85 5.54% 64.82 24.75 58.62 31.31 0.28% −30.54% −0.79

165 163.37 15.14 62.97 33.40 0.99% 164.90 13.78 63.14 33.81 0.06%

265 296.15 10.91 64.38 34.82 11.75% 264.47 10.93 64.86 34.80 0.20%

365 414.56 9.51 65.10 35.41 13.58% 364.96 9.55 65.77 35.38 0.01%

Queen 65 59.87 24.36 63.05 31.30 7.90% 64.98 21.96 63.57 31.75 0.03% −35.81% −1.1

165 162.14 15.29 65.75 33.32 1.73% 163.26 14.41 65.93 33.57 1.06%

265 254.58 13.34 65.75 33.92 3.93% 261.94 12.37 66.55 34.24 1.15%

365 404.43 12.14 65.75 34.33 10.80% 359.43 11.43 66.76 34.58 1.52%

Loot 65 62.26 12.60 59.72 34.31 4.22% 64.91 11.32 59.22 34.83 0.13% −43.04% −0.19

165 190.11 5.88 64.27 37.58 15.22% 164.85 6.17 63.98 37.37 0.09%

265 265.31 4.99 65.51 38.27 0.12% 262.71 4.90 65.72 38.34 0.86%

365 458.86 4.14 65.51 39.11 25.72% 362.57 4.30 66.26 38.91 0.67%

Longdress 180 167.65 47.05 62.61 28.42 6.86% 179.20 44.26 62.00 28.69 0.45% −14.59% −0.79

360 424.25 29.52 64.62 30.45 17.85% 359.05 31.37 64.76 30.18 0.26%

640 784.40 24.15 65.29 31.32 22.56% 639.01 25.07 66.23 31.15 0.15%

840 1034.67 22.79 65.29 31.57 23.18% 837.97 22.83 66.66 31.56 0.24%

Average 10.75% 0.45% −31.00% −0.7175
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3 Related work

Extensive research has been conducted on finding globally
optimal QPs for a group of frames in a 2D video. Ramchandran
et al. (1994) propose a tree-based algorithm to obtain an optimal

solution by assuming a monotonicity condition. However, the high
time complexity of the algorithm renders it impractical Fiengo et al.
(2017). Huang and Hang (2009) add a constraint on permissible
video quality fluctuation across the frames and use the Viterbi
algorithm to compute an optimal solution. To reduce the time
complexity of the algorithm, the authors make assumptions of
monotonicity and node clustering, which are not always valid.
Fiengo et al. (2017) develop an analytical convex rate-distortion
model for HEVC that accounts for inter-frame dependencies. The
model uses a primal-dual algorithm to compute the optimal rate for
each frame. However, since an approximation of the rate-distortion
function is used, the solutionmay not be globally optimal. Moreover,
the algorithm treats the problem as continuous, while the QP values

FIGURE 3
Comparison of the rate-distortion curves of the proposed method and the state-of-the-art method (SoA) Liu et al. (2021).(A) Soldier, (B)Queen, (C)
Loot, (D) Longdress.

FIGURE 4
Distortion vs iteration number in Algorithm 1. The results are for
Loot and target bitrate 165 kbpmp.

TABLE 3 Number of V-PCC encodings forMQP values and N frames. In the
proposed algorithm, the number of generations is n and the population size
is NP.

Method Pre-processing Optimization

Liu et al. (2021) 3 0

Proposed 0 (n + 1) × NP

Full search 0 M2N
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are finite. Another approach, known as quantization parameter
cascading, allocates different QP values to frames based on their
hierarchical layer within a group of pictures Li et al. (2010), McCann
et al. (2014), Zhao et al. (2016), Marzuki and Sim (2020). This
approach is based on the observation that frames in lower layers
contribute more to the overall rate-distortion performance than
those in higher layers. However, this approach is applicable only to
hierarchical prediction structures. HoangVan et al. (2021) use a
trellis-based algorithm to adaptively select the QP value for each
coded picture in a group of pictures. However, the algorithm is not
guaranteed to find an optimal solution as it uses a greedy search
strategy. Moreover, to reduce the complexity of the algorithm, both
the number of candidate QP values and the number of iterations in
the algorithm are severely constrained.

There is a lack of research on optimal QP selection for V-PCC.
Extending the methods proposed for 2D video to V-PCC is
challenging because the QP values have to be selected for two
videos simultaneously. In the MPEG V-PCC test model ISO/IEC
(2020b), the QP values are not optimized. For a given group of

frames, one selects the QP values for the first frame, and the QP
values for subsequent frames within the same group are set
based on a fixed difference (e.g., zero, which is the default value
in the low-delay configuration). This approach presents two
major limitations: First, when aiming for a specific bitrate, there
is no defined method for selecting the QP values for the first
frame. Second, the enforced relationship between the QP values
of the first frame and those of the following frames can
compromise the rate-distortion performance.

In Liu et al. (2021), mathematical models for the rate and
distortion are obtained via statistical analysis. The work assumes
that QPg,i = QPg,1 and QPc,i = QPc,1 for i = 2, . . ., N, where QPg,i and
QPc,i are the geometry QP and color QP values for the ith frame in a
group of N frames, respectively. More precisely, the geometry
distortion Dg is modeled as αgQg,1 + βg, the color distortion Dc is
modeled as αgcQg,1 + αccQc,1 + βc, the number of bits for the geometry
information is modeled as γgQ

θg
g,1, and the number of bits for the

color information is modeled as γcQ
θc
c,1, where αg, βg, αgc, αcc, βc, γg, θg,

γc, θc are parameters for the models. Then, problem (5) is written as

TABLE 4 Selection of QP values for various target bitrates when two groups of frames are encoded. The QP values for the first group are followed by those
for the second group. For each group, the QP values are ordered as (QPg,1, QPg,2, QPg,3, QPg,4, QPc,1, QPc,2, QPc,3, QPc,4).

Point cloud Target bitrate
(kbpmp)

Liu et al. (2021) Proposed

Soldier 65 (40,40,40,40,40,40,40,40,39,39,39,39,39,39,39,39) (35,41,39,41,35,39,42,45,37,43,40,42,38,38,41,45)

125 (34,34,34,34,34,34,34,34,34,34,34,34,34,34,34,34) (28,34,37,38,28,32,35,38,33,38,36,35,33,33,38,40)

165 (32,32,32,32,32,32,32,32,33,33,33,33,33,33,33,33) (25,34,35,36,27,31,34,35,31,35,33,35,31,31,34,40)

210 (30,30,30,30,30,30,30,30,31,31,31,31,31,31,31,31) (23,33,29,32,26,23,27,35,30,32,33,32,30,30,34,32)

265 (28,28,28,28,28,28,28,28,29,29,29,29,29,29,29,29) (23, 29, 32, 27, 22, 25, 24, 28, 28, 30, 33, 31, 29, 27, 31, 32)

365 (25,25,25,25,25,25,25,25,27,27,27,27,27,27,27,27) (20,23,27,25,22,24,25,24,25,30,28,28,27,26,28,30)

Queen 65 (31,31,31,31,31,31,31,31,40,40,40,40,40,40,40,40) (27,34,30,32,28,29,29,30,38,40,41,46,39,41,42,43)

125 (25,25,25,25,25,25,25,25,36,36,36,36,36,36,36,36) (23,24,24,27,24,24,25,25,33,36,34,37,35,36,36,37)

165 (23, 23, 23, 23, 23, 23, 23, 23, 34, 34, 34, 34, 34, 34, 34, 34) (22,25,24,26,24,24,24,23,31,33,33,34,32,34,33,34)

210 (22,22,22,22,22,22,22,22,32,32,32,32,32,32,32,32) (21, 23, 21, 25, 24, 20, 22, 24, 28, 33, 33, 33, 30, 32, 33, 33)

265 (22,22,22,22,22,22,22,22,30,30,30,30,30,30,30,30) (20,20,22,25,20,19,23,21,28,29,30,30,29,32,30,31)

365 (22,22,22,22,22,22,22,22,28,28,28,28,28,28,28,28) (19,16,20,21,18,17,20,19,26,28,28,28,27,28,28,30)

Loot 65 (38,38,38,38,38,38,38,38,36,36,36,36,36,36,36,36) (35,37,37,42,33,38,37,42,34,37,36,43,34,40,38,42)

125 (32,32,32,32,32,32,32,32,31,31,31,31,31,31,31,31) (30,32,31,34,26,32,30,33,31,32,31,35,29,32,33,36)

165 (30,30,30,30,30,30,30,30,29,29,29,29,29,29,29,29) (27,28,28,34,26,29,28,32,29,30,28,32,27,31,30,34)

210 (27,27,27,27,27,27,27,27,28,28,28,28,28,28,28,28) (27,28,27,30,23,30,27,30,27,27,27,30,26,27,28,32)

265 (25,25,25,25,25,25,25,25,26,26,26,26,26,26,26,26) (24,23,26,27,23,24,24,27,26,26,25,28,24,27,26,30)

365 (22,22,22,22,22,22,22,22,24,24,24,24,24,24,24,24) (18,24,24,24,21,27,20,28,24,27,22,26,22,26,23,28)

Longdress 180 (34,34,34,34,34,34,34,34,39,39,39,39,39,39,39,39) (32,33,32,34,37,33,34,37,38,38,38,40,39,38,38,39)

270 (31,31,31,31,31,31,31,31,36,36,36,36,36,36,36,36) (31,29,28,30,26,31,25,30,36,36,36,36,36,36,36,36)

360 (28,28,28,28,28,28,28,28,34,34,34,34,34,34,34,34) (26,26,26,26,25,26,26,27,34,34,34,34,34,34,34,34)

480 (25,25,25,25,25,25,25,25,32,32,32,32,32,32,32,32) (27,22,24,24,23,23,21,24,33,31,32,33,33,31,32,33)

640 (23,23,23,23,23,23,23,23,30,30,30,30,30,30,30,30) (22,22,21,22,21,23,24,22,30,31,29,31,31,30,30,31)

840 (22,22,22,22,22,22,22,22,28,28,28,28,28,28,28,28) (19,22,20,20,18,21,20,19,29,28,29,29,29,28,28,28)
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min
Qg,1 ,Qc,1

aQg,1 + bQc,1 + c

subject to γgQ
θg
g,1 + γcQ

θc
c,1 ≤RT

(6)

where a, b, and c are parameters, and solved using an interior point
method. Experimental results indicate that the method achieves
comparable rate-distortion performance to exhaustive search (with
the same constraint on the QP values) but with significantly lower
time complexity. In Liu et al. (2020), the authors use the approach
introduced in Liu et al. (2021) to allocate the total bitrate between the
geometry and color information. They further partition each frame
into seven regions and derive analytical models for the rate and
distortion of each region. Subsequently, the optimal geometry QP
values for all regions are obtained by minimizing the total geometry
distortion subject to the allocated geometry bitrate. Finally, the
optimal color QP values for the regions are determined by
minimizing the total color distortion subject to the allocated
color bitrate based on the optimal geometry QP values. Results
for static point clouds show better rate accuracy but lower rate-
distortion performance than the method in Liu et al. (2021).

Although both methods are computationally efficient, their rate-
distortion performance is restricted by the equality constraint on the
QP values.

In Yuan et al. (2021a), the equality constraint on the QP values is
lifted, and the QP selection problem is formulated as in (5). In
addition, analytical models for the distortion and color functions are
introduced. The distortion model of frame i is given as

Dg,i � αg,iQg,i + δg,i,
Dc,i � αc,iQc,i + βc,iQg,i + δc,i,

(7)

where αg,i, δg,i, αc,i, βc,i, and δc,i are model parameters. The overall
distortion of a group of frames is then modeled as

D � 1
N

∑N
i�1

ωDg,i + 1 − ω( )Dc,i
⎛⎝ ⎞⎠ (8)

The rate models of the first frame can be modeled as

Rg,1 � γg,1Q
θg,1
g,1 ,

Rc,1 � γc,1Q
θc,1
c,1 ,

(9)

TABLE 5 Rate-distortion performance and bitrate accuracy (two GOPs). The bitrates are expressed in kbpmp. The PSNRs are expressed in dB.

Point
cloud

Target
bitrate

Liu et al. (2021) Proposed BD
bitrate

BD
distortion

Bitrate Distortion PSNR_G PSNR_C BE Bitrate Distortion PSNR_G PSNR_C BE

Soldier 65 65.56 32.93 55.88 30.13 0.87% 64.83 29.94 57.34 30.50 0.04% −10.15% −1.3

125 130.78 18.64 59.51 32.56 4.63% 124.66 17.80 60.43 32.70 0.08%

165 154.20 16.32 60.51 33.12 6.55% 164.32 14.49 61.25 36.52 0.41%

210 204.24 12.91 61.50 34.14 2.74% 209.70 11.81 62.59 34.42 0.13%

265 267.17 10.36 62.33 35.10 0.82% 264.28 9.79 63.33 35.25 0.20%

365 366.52 7.97 63.52 36.24 0.42% 364.68 7.67 64.11 36.33 0.49%

Queen 65 66.27 27.79 61.71 30.74 1.96% 64.94 26.81 62.53 30.89 0.10% −5.64% −0.52

125 115.74 19.53 64.15 32.26 7.40% 124.88 18.24 64.33 32.56 0.09%

165 147.04 17.13 64.57 32.83 10.88% 164.24 15.73 64.48 33.20 0.46%

210 192.95 14.83 64.99 33.46 8.12% 209.28 13.96 64.94 33.72 0.34%

265 248.82 13.02 64.99 34.03 6.10% 263.89 12.42 65.30 34.23 0.42%

365 315.84 11.57 64.99 34.55 13.47% 362.66 10.45 65.90 34.98 0.64%

Loot 65 65.85 13.50 57.49 34.13 1.31% 64.99 12.67 58.18 34.40 0.01% −7.05% −0.37

125 130.93 7.52 60.85 36.61 4.74% 124.86 7.45 61.57 36.63 0.25%

165 170.08 6.01 61.89 37.58 3.08% 164.74 5.89 62.43 37.65 0.24%

210 204.22 5.12 63.18 38.25 2.75% 209.94 4.85 63.01 38.51 0.06%

265 270.83 4.09 63.99 39.24 2.20% 264.92 4.07 64.07 39.26 0.17%

365 372.58 3.20 64.93 40.31 2.08% 361.94 3.26 64.64 40.13 2.57%

Longdress 180 176.41 53.52 59.53 27.88 1.99% 179.98 50.87 59.30 28.11 0.01% −2.76% −0.68

270 264.37 38.24 61.02 29.34 2.08% 269.69 37.03 62.00 29.47 0.12%

360 354.53 30.37 62.34 30.34 1.52% 359.99 29.42 63.11 30.47 0.00%

480 496.46 23.90 63.53 31.38 3.43% 479.81 23.84 63.96 31.39 0.04%

640 671.52 18.76 64.11 32.43 4.92% 639.95 19.25 64.39 32.32 0.01%

840 871.50 15.20 64.45 33.36 3.75% 839.36 15.30 65.04 33.32 0.08%

Average 4.45% 0.29% −6.4% −0.72
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where γg,1, γc,1, θg,1, and θc,1 are model parameters. By taking the
inter-frame dependency into account, the rate model of the
following frames can be written as

Rg,i � Πi−1
k�1 ϕg, k,k+1( )Qg,k + 1( )γg,iQθg,i

g,i ,

Rc,i � Πi−1
k�1 ϕc, k,k+1( )Qc,k + 1( )γc,iQθc,i

c,i ,
(10)

where ϕg,(k,k+1) and ϕc,(k,k+1) (k = 1, . . ., i − 1) are impact factors of the
kth frame on the (k + 1)-th one, and γg,i, γc,i, θg,i, θc,i, (i = 2, . . .,N) are
model parameters.

The parameters of the distortion and rate models are computed
for the case N = 4. The point cloud is encoded for three different sets
of quantization steps (Qg, Qc), and the corresponding actual
distortions and number of bits are computed. Next, the resulting
system of equations to find αg,i, δg,i, αc,i, βc,i, δc,i(i = 1, . . ., 4) is solved.
To determine the parameters of the rate models, the point cloud is
encoded for eight more sets of quantization steps, and linear
regression is used without including the impact factors to
estimate the parameters γg,i, θg,i, γc,i, θc,i(i = 1, . . ., 4). Finally, the
impact factors are empirically set to ϕg,(1,2) = ϕc,(1,2) = 0.004, ϕg,(2,3) =
ϕc,(2,3) = 0.0015, ϕg,(3,4) = ϕc,(3,4) = 0.0010.

Both DE and an interior point method Byrd et al. (2006) are used
to solve problem (5). While the interior point method is very fast,
convergence is not guaranteed as the problem is not convex.
Experiments Yuan et al. (2021a) show that the solution heavily
depends on the starting point and is not better than the solution
found by DE. The experiments also show that the rate-distortion
performance of the solution based on DE is slightly lower than that
of the method in Liu et al. (2021).

In Li et al. (2020), the QP values are computed at the level of the
H.265/HEVC basic unit (BU) (a group of adjacent coding tree units
(CTUs)) using a Lagrange multiplier technique. However, the
method relies on several assumptions, including a heuristic
relationship between the QP value and the Lagrange multiplier
and a heuristic relationship between the Lagrange multiplier and
the bitrate.

Wang et al. (2022) use a concatenation of a convolutional
neural network and a long short-term memory network to
predict the V-PCC QP values at the BU level. As in Li et al.
(2020), the method is based on Lagrange optimization and
makes several heuristic assumptions. For example, to
estimate the number of bits allocated to the geometry and

FIGURE 5
Comparison of the rate-distortion curves of the proposed method and the state-of-the-art method (SoA) for two GOPs. (A) Soldier, (B)Queen, (C)
Loot, (D) Longdress.
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colour information in a frame, an exponential model is used.
Also, the distortion of a BU is assumed to be inversely
proportional to the number of bits allocated to this BU.
Unlike the method in Li et al. (2020), the allocation of bits
between geometry and texture information is done at the BU
level rather than the video level.

One major limitation of the previous work on optimal QP
selection for V-PCC is the reliance on analytical models for the
rate and distortion functions. Since finding accurate models for
dynamic point clouds is very challenging, alternative solutions
that use the actual rate and distortion functions are desirable.

4 Proposed QP selection method

To describe how the proposed method searches for the
optimal quantization parameters, let us rewrite the problem in
(5) as

min
x

D x( ) � ωDg x( ) + 1 − ω( )Dc x( )
subject toR x( )≤RT

(11)

where

x � x1, x2, . . . , x2N( ) � Qg,1, Qg,2, . . . , Qg,N, Qc,1, Qc,2, . . . , Qc,N( ).
(12)

Let f be the bijection that maps each quantization step x ∈ S �
{q0, . . . , qM−1} to a QP value f(x) ∈ Q � {0, . . . ,M − 1}. Each
solution x = (x1, x2, . . ., x2N) of problem (11) can be mapped in
a unique way to a vector X = (X1, X2, . . ., X2N) = F(x) = (f(x1), f(x2),
. . ., f(x2N)). Since f is a bijection, F is also a bijection, with F−1((X1,
. . ., X2N)) = (f−1(X1), . . ., f

−1(X2N)).
For example, suppose that a group of four frames is encoded,

that HEVC is used to encode the geometry and color videos, that the
QP values for the four geometry frames are equal to 30, and that the
QP values for the four color frames are equal to 32. Then, N = 4, X =
(30, 30, 30, 30, 32, 32, 32, 32), and F−1(X) = x = (20, 20, 20, 20, 26,
26, 26, 26).

The proposed DE variant operates on a population of NP
vectors. At the beginning of the search, this population of
randomly sampled vectors (or candidate solutions) X(j) with j =
1, 2, . . ., NP is initially generated. Each candidate solution has
the structure

X j( ) � X
j( )

1 , X
j( )

2 , . . . , X
j( )

2N( ). (13)

At each generation, two variation operators, namely,
mutation and crossover, are applied to generate offspring

FIGURE 6
Visual quality comparison for one group of frames. (A) Longdress
(1054th frame, i.e., fourth frame of the group. Left: original, rate =
179,943.42 kbpmp. Middle: method in Liu et al. (2021), rate =
424.25 kbpmp. Right: proposed, rate = 359.05 kbpmp). (B) Loot
(1004th frame, i.e., fourth frame of the group. Left: original, rate =
173,765.31 kbpmp. Middle: method in Liu et al. (2021), rate =
62.26 kbpmp. Right: proposed, rate = 64.91 kbpmp). (C) Queen

(Continued )

FIGURE 6 (Continued)

(1004th frame, i.e., fourth frame of the group. Left: original, rate =
172,007.50 kbpmp. Middle: method in Liu et al. (2021), rate =
404.43 kbpmp. Right: proposed, rate = 359.43 kbpmp). (D) Soldier
(1819th frame, i.e., fourth frame of the group. Left: original, rate =
176,810.67 kbpmp. Middle: method in Liu et al. (2021), rate =
68.60 kbpmp. Right: proposed, rate = 64.82 kbpmp).
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solutions. For each element X(j) of the population, an offspring
solution U(j) is generated as follows. For each candidate solution
X(j), three distinct vectors X(r1), X(r2), and X(r3) that are different
from X(j) are randomly selected from the population. Then, for
each design variable i, a scaling factor μ is sampled from an
interval I. The corresponding design variable V(j)

i of the mutant
individual is calculated as

V
j( )

i � round X r1( )
i + μ X r2( )

i −X r3( )
i( )( ) (14)

where the round function rounds real numbers to the closest
value in the set Q. After calculating the design variables V(j)

i , the
mutant vector V(j) is generated.

Unlike standard DE, where a fixed scaling factor is applied
uniformly across all variables Neri and Tirronen (2010); Al-
Dabbagh et al. (2018), our approach applies mutation on each
design variable separately, with the scaling factor chosen
randomly. This variation enhances population diversity
throughout the search process Das et al. (2005). Moreover, we
use rounding within the iterations, making the algorithm suitable
for combinatorial optimization.

The crossover is then applied to V(j) and X(j) to generate the
offspring U(j). An index r is randomly sampled from {1, 2, . . .2N}.
The design variable V(j)

i is copied into U(j)
i . All the remaining

design variables are then scanned. For each index i, a random
number ri is uniformly generated in (0,1), and the design variable
U(j)

i of the offspring U(j) is assigned according to the
following equation:

U
j( )

i � V
j( )

i if ri ≤CROR i � r

X
j( )

i if ri >CRAND i ≠ r

⎧⎨⎩ (15)

where the parameter CR is named crossover rate. In our
implementation, we use a time-variant CR. For the first two-
thirds of the run, we use a high value of CR (CR = 0.9), while for
the remaining one-third of the run we use a low value of CR (CR =
0.1). This strategy is used to prevent the algorithm from
stagnating Lampinen and Zelinka (2000). In the early stages of
the evolution, the algorithm is allowed to extensively explore the
decision space while in the late stages of the evolution, the
proposed DE variant exploits the available solutions to quickly
enhance upon them. The distortion of the newly generated
offspring individual U(j) is calculated as in (11) and compared
with that of X(j) to elect the new population individual for the
following generation. If

D F−1 U j( )( )( )<D F−1 X j( )( )( ) (16)

FIGURE 7
Visual quality comparison for two groups of frames. (A)
Longdress (1058th frame, i.e., eighth frame of the two groups. Left:
original, rate = 179,994.95 kbpmp. Middle: method in Liu et al. (2021),
rate = 176.41 kbpmp. Right: proposed, rate = 179.98 kbpmp). (B)
Loot (1008th frame, i.e., eighth frame of the two groups. Left: original,
rate = 173,822.11 kbpmp. Middle: method in Liu et al. (2021), rate =
170.08 kbpmp. Right: proposed, rate = 164.74 kbpmp). (C) Queen

(Continued )

FIGURE 7 (Continued)

(1008th frame, i.e., eighth frame of the two groups. Left: original,
rate = 172,008.44 kbpmp. Middle: method in Liu et al. (2021), rate =
115.74 kbpmp. Right: proposed, rate = 124.88 kbpmp). (D) Soldier
(1816th frame, i.e., first frame of the two groups. Left: original,
rate = 176,805.24 kbpmp. Middle: method in Liu et al. (2021), rate =
65.56 kbpmp. Right: proposed, rate = 64.83 kbpmp).
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and if the condition on the bitrate constraint is satisfied,
i.e., R(F−1(U(j)))≤RT, then U(j) replaces X(j). There is no
replacement otherwise.

The pseudocode of the proposed DE variant for QP selection is
displayed in Algorithm 1.

1: Input: Population size NP, scaling factor interval

I, number of generations n, set of QP values

Q � {0,1, . . . ,M − 1}, target bitrate RT.

2: Initialization: Generate a population of NP

candidate solutions X(1), . . ., X(NP) whose components

X(j)
i , i � 1, . . . ,2N;j � 1, . . . ,NP are randomly sampled

from the set Q.

3: for k = 1 to n do

4: for j = 1 to NP do

5: ⊳ Apply mutation to generate a mutant V(j).

6: Randomly select from the population three

distinct vectors X(r1), X(r2), and X(r3) that are

also different from X(j)

7: for i = 1 to 2N do

8: Sample μ from the interval I

9: V(j)
i ← round(X(r1)

i + μ(X(r2)
i − X(r3)

i ))
10: end for

11: ⊳ Apply crossover to the parent solution X(j) and the

mutant solution V(j) to generate the offspring

solution U(j)

12: U(j) ←X(j)

13: if k< 2
3n then

14: Set the crossover rate CR to 0.9

15: else

16: CR = 0.1

17: end if

18: for i = 1 to 2N do

19: Randomly sample r ∈ {1, 2, . . .2N}

20: Generate a uniformly distributed random

number ri ∈ (0, 1)

21: if ri ≤ CR OR i = r then

22: U(j)
i ← V(j)

i

23: end if

24: end for

25: ⊳ Compare the quality of the offspring solution U(j)

against its parent solution X(j) to select a

candidate for the subsequent generation

26: if D(F−1(U(j)))<D(F−1(X(j))) and R(F−1(U(j)))≤RT then

27: Save U(j)

28: end if

29: end for

30: for j = 1 to NP do

31: if U(j) ≠ ∅ then

32: X(j) ←U(j)

33: end if

34: end for

35: end for

36: Output: Select the candidate solution associated

with the lowest distortion value.

Algorithm 1. Proposed DE variant to select QP values for V-PCC.

5 Experimental results

In our experiments, we used dynamic point clouds from the MPEG
repositories http://mpegfs.int-evry.fr/MPEG/PCC/DataSets/pointCloud/
CfP/datasets/and http://mpegfs.int-evry.fr/mpegcontent/. We compared
the rate-distortion performance of our QP selection technique to that of
the state-of-the-art Liu et al. (2021). To compare the rate-distortion
performance, we computed the Bjøntegaard delta (BD) rate Bjøntegaard
(2001), which gives the average reduction in bitrate at the same
distortion, and the BD distortion Bjøntegaard (2001), which gives the
average reduction in distortion at the same bitrate.We also compared the
visual quality of the reconstructed point clouds and the bitrate error (BE).
The bitrate error is the error between the achieved bitrate and the target
bitrate. It measures the accuracy of a rate control technique and is
calculated as

BE � |R − RT|
RT

× %, (17)

where R is the achieved bitrate and RT is the target bitrate. The
bitrates are expressed in kilobits per million points (kbpmp). To
measure the distortions, we used the symmetric point-to-point
metrics Mekuria et al. (2016) based on the root mean squared
error. We also computed the peak signal-to-noise ratio (PSNR) for
the geometry information (PSNR_G) and the PSNR for the color
information (PSNR_C), see Mekuria et al. (2016). Only the
luminance component was considered in the computation of the
color distortion. To measure the overall distortion (5), we set ω = 1/
2, that is, the geometry distortion and color distortion were equally
important. The set of QP values for the geometry video and color
video was Q � {0, . . . , 51}.

Section 5.1 presents the results when only one group of frames is
encoded. Section 5.2 gives the results when two groups of frames are
encoded. Section 5.3 shows visual quality results. Section 5.4 presents
results for a more general optimization framework where QP values
may be variable within the same frame. The source code used for
Section 5.1 is available from Yuan et al. (2021c). The source code used
for Section 5.2 is available from Yuan et al. (2021b).

5.1 One group of frames

We applied our QP selection method to V-PCC Test Model
Category 2 Version 12 ISO/IEC (2020b). This version of the V-PCC
reference software uses HEVC Test Model Version 16.20 to compress
the geometry and color videos. We used the HEVC low-delay
configuration with group of pictures (GOP) structure IPPP to
encode one group of four frames (i.e., N = 4). In our algorithm, the
population sizeNPwas 50, the number of generations nwas 75, and the
scaling factor μ was selected in the interval I = [0.1, 0.9]. The values of
the parameters NP and n were set experimentally to ensure an
acceptable trade-off between reconstruction fidelity and time
complexity. In Step 2 of our algorithm, we used the analytical
model in Yuan et al. (2021a) to estimate the bitrate of the generated
vectors. Only vectors that satisfied the bitrate constraint were included
in the initial population. Checking the bitrate of the initial population is
not necessary but it allows the algorithm to find high-quality solutions
in fewer iterations.
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Table 1 compares the solutions found by our algorithm to those
found by the state-of-the-art algorithm in Liu et al. (2021). Table 2
and Figure 3 compare the rate-distortion performance of the
proposed method to that of the method in Liu et al. (2021) for
the four point clouds Soldier, Queen, Loot, and Longdress. The
results show that our method outperformed the method in Liu et al.
(2021) in terms of rate-distortion performance and bitrate accuracy.
For example, the BD rate was up to −43.04%, and the highest BE was
only 1.52%, while it reached 25.72% for the method in Liu et al.
(2021). Note that the method in Liu et al. (2021) was shown to
provide results comparable to exhaustive search subject to the
V-PCC test model offset constraint QPg,i = QPg,1, QPc,i = QPc,1,
i = 2, . . ., N. Another advantage of the proposed method is that
unlike the method in Liu et al. (2021), the bitrate cannot exceed the
target bitrate. This is because the true rate and distortion functions
rather than approximations with mathematical models are used in
the optimization.

Figure 4 shows how the distortion decreased as a function of
the number of iterations in the proposed algorithm for Loot at the
target bitrate 165 kbpmp. While the distortion was still

decreasing after 70 iterations, the rate of decrease was starting
to stagnate.

Table 3 compares the time complexity of the method in Liu et al.
(2021), the proposed method, and exhaustive (full) search. For the
method in Liu et al. (2021), the optimization process is based on the
barrier method whose time complexity is negligible. However, there
is a pre-processing step to compute the parameters of the analytical
models for the distortion and rate functions. This step requires the
encoding of the input point cloud three times. For the proposed
method, the input point cloud is encoded at least NP times during
the initialization to compute the rate and distortion of each vector in
the population and NP times at each subsequent iteration to
compute the rate and distortion of the offspring.

5.2 Two groups of frames

In this section, we provide results when the point cloud was
encoded as two groups of frames, where each group consisted of
four frames. The aim of the experiment is to show that the

FIGURE 8
Frame partition into groups. A 1280 × 1280 frame is partitioned into 25 groups, each of which contains 16 CTUs of size 64 ×64.
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proposed quantization parameter optimization method can also be
applied successfully when the dynamic point cloud consists of a larger
number of frames. Note that optimizing theQP selection for each group
of frames separately would be suboptimal, as it is unclear how to
distribute the total bitrate between the first and second groups of frames.
For each group of frames, we used the HEVC low-delay configuration
with GOP structure IPPP. To accelerate the encoding procedure for the
geometry and color videos, we limited the motion search range to 4,
“MaxPartitionDepth” to 1, and the transform size to 16 in the
configuration file of the HEVC encoder. In the proposed algorithm,
N = 8 in (12), the size of the population was 80, the number of iterations
was 150, and the range of the scaling factor was the interval [0.1, 0.9]. In
the initialization step, a vector was included only if it satisfied the rate
constraint, where the rate was computed according to the analytical
model of the method in Yuan et al. (2021a). In the method in Liu et al.
(2021), we took all eight frames of the two groups of frames as a whole
to calculate the model parameters. The rate and distortion models for
the eight frames were then used to compute the solution of the
constrained optimization problem with the interior point method in
Liu et al. (2021) for the given target bitrates. The resulting QPs for the

proposed method and the method in Liu et al. (2021) are given in
Table 4 for the four point clouds Soldier, Queen, Loot, and Longdress.

The results in Table 5 and Figure 5 demonstrate that the proposed
method outperformed the state-of-the-art method Liu et al. (2021) in
terms of rate-distortion performance and bitrate accuracy. For example,
the BD rate was up to −10.15%, and the average BE was only 0.29%,
while it reached 4.45% for the method in Liu et al. (2021). Because the
HEVC video encoder configuration was simplified to reduce the
encoding time, the gains shown in Table 5 are smaller than those
shown in Table 2. We expect the rate-distortion gains for two groups of
frames to be at least as high as for one group of frames if the same
encoder configuration as in Section 5.1 is used.

5.3 Visual quality results

In this section, we compare the visual quality of the
reconstructed point clouds for the proposed algorithm and the
method in Liu et al. (2021). To render images of the point cloud,
we used the MPEG PCC renderer software Guede et al. (2017).

FIGURE 9
Frame partition into two groups. A 1280 × 1280 frame is partitioned into two groups, each of which contains 200 CTUs of size 64 × 64.
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This tool converts the point clouds to videos based on a specified
view angle. Both the width and height of the rendered
videos were 480.

Figure 6 shows the results when a single group of frames
was encoded as in Section 5.1. The point cloud images obtained
from the proposed method had better quality than those obtained
with the method in Liu et al. (2021), especially for edges and complex
textures. Note that for Longdress, Queen, and Soldier the visual quality
was better despite a lower encoding bitrate. This was possible because
the proposed algorithm can determine the QPs for different frames
flexibly based on the content of the texture.

Figure 7 shows the results when two groups of frames were encoded
as in Section 5.2. Here also, the visual quality of the point clouds encoded
with QPs selected with the proposed algorithm was better.

TABLE 6 Rate-distortion results. Frame-level optimization is used as the
anchor in the BD-rate calculation. The rate is calculated in kbpmp.

Point
cloud

Optimization λ D R D + λR

Loot Frame-level 0.01 5.51 265.00 8.16

0.03 7.3338 163.0091 12.2241

0.05 8.96 121.01 15.01

0.07 9.8555 104.3245 17.1583

Group-level 0.01 5.3720 278.20 8.154

0.03 7.4614 157.8759 12.1977

0.05 8.9025 120.3245 14.9188

0.07 9.9975 101.07 17.07

BD-rate −0.6075%

Longdress Frame-level 0.01 25.1651 826.9107 33.4342

0.03 31.8865 464.4656 45.8205

0.05 36.3814 351.8700 53.9749

0.07 38.4635 314.6467 60.4888

Group-level 0.01 24.7156 857.4823 33.2904

0.03 32.1928 447.3182 45.6123

0.05 35.0659 372.7792 53.7048

0.07 40.3089 287.3677 60.4246

BD-rate −1.2524%

Queen Frame-level 0.01 12.6529 411.6394 16.7693

0.03 16.3620 190.2838 22.0705

0.05 18.1024 144.6073 25.3328

0.07 19.3653 123.8835 28.0372

Group-level 0.01 12.7022 397.9051 16.6812

0.03 16.3634 186.7802 21.9668

0.05 18.0423 143.9336 25.2390

0.07 18.8360 129.2791 27.8856

BD-rate −2.1158%

Soldier Frame-level 0.01 10.0637 422.9419 14.2931

0.03 13.2590 231.5674 20.2060

0.05 15.3826 178.2093 24.2928

0.07 16.9363 150.7708 27.4903

Group-level 0.01 10.1154 413.6624 14.2520

0.03 12.9715 239.7167 20.1630

0.05 15.5444 173.0871 24.1988

0.07 17.0602 146.5218 27.3167

BD-rate −0.9183%

TABLE 7 Selected QP values. Four geometry frames and four color frames
are encoded. The QP for the upper group of the first frame is listed first,
followed by the QP for the bottom group of the first frame, and so on.

Point cloud λ QPg QPc

Loot 0.01 (20,22; 26,23; 25,22;
25,24)

(26,25; 27,26; 26,25;
29,30)

0.03 (24,30; 28,32; 30,31;
32,34)

(29,28; 32,29; 30,29;
33,37)

0.05 (28,32; 33,33; 33,34;
36,38)

(30,30; 33,34; 32,31;
36,39)

0.07 (31,35; 34,35; 34,34;
37,41)

(31,31; 35,34; 33,33;
37,41)

Longdress 0.01 (19,19; 19,21; 18,17;
19,22)

(28,29; 29,29; 29,29;
29,29)

0.03 (24,25; 23,25; 25,25;
23,22)

(32,32; 33,33; 33,32;
33,33)

0.05 (23,23; 25,27; 27,25;
26,30)

(33,33; 34,35; 34,34;
34,35)

0.07 (28,30; 27,32; 28,21;
30,30)

(34,34; 36,36; 36,35;
36,36)

Queen 0.01 (13,15; 13,18; 15,21;
16,18)

(26,25; 30,29; 29,28;
30,29)

0.03 (21,16; 21,22; 22,22;
25,23)

(30,28; 35,34; 34,34;
34,34)

0.05 (22,23; 21,21; 24,26;
27,31)

(31,32; 36,34; 36,35;
36,38)

0.07 (22,23; 21,21; 24,26;
27,30)

(33,33; 36,34; 36,36;
36,36)

Soldier 0.01 (20,18; 23,22; 22,22;
23,25)

(24,25; 28,28; 27,28;
29,28)

0.03 (22,21; 26,26; 26,28;
29,28)

(27,28; 32,33; 33,32;
33,33)

0.05 (24,24; 35,35; 34,32;
34,33)

(29,30; 35,35; 35,33;
35,34)

0.07 (27,27; 34,34; 35,32;
37,35)

(30,31; 35,36; 36,35;
36,36)
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5.4 Group-level optimization

In the previous sections, all CTUs within a frame were
encoded using the same QP value. In this section, we extend
our optimization framework by dividing the frame into groups of
CTUs, allowing different groups to use distinct QP values.
Figure 8 illustrates this approach. Since our original
framework is a particular case where the number of groups in
a frame is equal to one, we anticipate a reduction in distortion.
However, the introduction of multiple QP values results in an
increased bitrate. Furthermore, the complexity of the DE
algorithm also rises, as the dimension of the vector x in (12)
is multiplied by the number of groups. For high-dimensional
problems, it is necessary to increase both the population size and
the number of generations. However, a larger population size
makes verifying that the vectors in the initial population meet the
rate constraint more challenging. To address this issue, we apply
the DE algorithm to the unconstrained problem minxD(x) +
λR(x), where λ is a Lagrange multiplier.

To test the hypothesis that group-level optimization can lead
to better solutions, we compared the solutions obtained with
frame-level optimization (as in Section 5.1) to those obtained
with group-level optimization. We used the HEVC low-delay
configuration with GOP structure IPPP. To accelerate the
encoding procedure for the geometry and color videos, we
limited the motion search range to 4, “MaxPartitionDepth” to
1, and the transform size to 16 in the configuration file of the
HEVC encoder. For frame-level optimization, the population size
NP was 50, the number of generations n was 75, and the scaling
factor μ was selected in the interval I = [0.1, 0.9]. The dimension
of the vector in the DE algorithm was 8. For group-level
optimization, each frame was split horizontally into two
groups (Figure 9). Thus, the dimension of the vector was 16.
In addition, we set the population size (NP) to 80 and the number
of generations (n) to 150. The scaling factor was selected in the
interval I = [0.1, 0.9].

Table 6 presents the results. For the four point clouds, group-
level optimization resulted in bitrate savings. Although the
reduction in bitrate was small, the experiment highlights the
potential of our approach.

Table 7 shows the QP values selected by the DE algorithm for
group-level optimization. In almost all cases, the QP value selected
for the first group was different from the one selected for the
second group.

Table 8 compares the CPU time of the frame-level
optimization and group-level optimization for the first

generation of the DE algorithm when λ = 0.01. The
computations were conducted on an Intel® Xeon® W-2255
CPU, operating at a frequency of 3.70 GHz and equipped with
128 GB of RAM. The CPU time for group-level optimization is
about 1.6 times that of frame-level optimization, reflecting the
ratio of their population sizes, 80:50.

6 Conclusion

We proposed a method that optimizes the selection of the QP
values of the geometry video and color video for V-PCC. Extensive
experimental results showed that our method can significantly
improve the rate-distortion performance and the bitrate accuracy
of the standard approach in which the QP values of all frames in a
group of frames are assumed to be equal. In our method, the
objective function and the constraint are the actual distortion
and rate functions. Consequently, our method is more accurate
than all previous works Li et al. (2020), Yuan et al. (2021a), Liu et al.
(2021), which select the QP values by optimizing analytical models
of these functions.

To tackle the optimization problem, we used a variant of the
DE algorithm. Compared to the standard DE algorithm, we
implemented three changes. First, we adapted the DE
algorithm to the constrained combinatorial nature of the
problem. Second, we decreased the crossover rate after two-
thirds of the iterations to prevent stagnation of the algorithm.
Third, we randomly selected the scaling factor to ensure
population diversity.

Each iteration in our DE algorithm requires the encoding of
the point cloud NP times. Since the V-PCC encoder has a high
time complexity, we restricted the number of generations to
75 for one group of frames and 150 for two groups of frames
and one group of frames with two groups. We anticipate that
increasing the number of generations will lead to better results as
the recommended number is higher for the population size and
dimension of the problem at hand Suganthan et al. (2005). Note
that because of its high complexity, our method is not suitable for
real-time applications.

Future work could focus on optimizing the partitioning of a
frame into groups of CTUs for group-level optimization. This
optimization should account for both the geometry of the
partitions and the number of partitions. Our optimization
framework may lead to significant fluctuations in the QP
values within a group of frames, which could negatively affect
the subjective visual quality. However, this issue can be mitigated
by introducing appropriate constraints on the problem variables.
Finally, future research could explore more sophisticated variants
of DE Das and Suganthan (2011) and other global optimization
algorithms, such as genetic algorithms and particle swarm
optimization.

Data availability statement
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repositories. The names of the repository/repositories and accession
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TABLE 8 CPU time (in s) for one iteration of frame-level optimization and
group-level optimization when λ = 0.01.

Point cloud Frame-level Group-level

Longdress 8,273 13,121

Loot 9,965 15,960

Queen 12,766 20,859

Soldier 13,979 21,989
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