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Political polarization, fueled by conflicting meta-perceptions, presents a critical obstacle to constructive discourse and collaboration. These meta-perceptions-how one group perceives another group's views of them-are often inaccurate and can lead to detrimental outcomes such as increased hostility and dehumanization. Across two studies, we introduce and experimentally test a novel approach that exposes participants to atypical, counter-stereotypical members of an opposing group who either confirm or disrupt their existing meta-perceptions. We find that disrupting meta-perceptions decreases dehumanization of the partner, increases interest in wanting to learn more about them, but fails to increase willingness to interact in the future with the partner. We conduct an exploratory text analysis to uncover differences in word choice by condition. Our research adds a new dimension to the existing body of work by examining the efficacy of alternative intervention strategies to improve intergroup relations in politically polarized settings.
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Introduction

Political conflict is high, and calls to reconcile with our political counterparts seem more of a fever dream by the day. Among American voters, 59% say that they cannot agree on basic facts with their political opponents, never mind differences in policies (Connaughton, 2021). Beyond this, 69% of Republicans and 83% of Democrats say that their counterparts are close-minded (Pew Research Center, 2022). Much of this conflict is built around meta-perceptions—what we think the other thinks of us. Studies have shown that these meta-perceptions are often exaggerated and wildly inaccurate (Lees and Cikara, 2020; Mernyk et al., 2022). In two experimental studies, we investigate whether disrupting participants' meta-perceptions can decrease dehumanization toward an individual member of an out-group, foster a curiosity to learn more about the other party, and boost intentions for future interactions with the individual. Study 1 explores a potential boundary condition on how the medium (voice or text) in which this information is conveyed might affect perceptions, while Study 2 examines more directly interest in future interactions. We also employ text analysis to better understand the language patterns prevalent in these interactions as a new and fruitful descriptive analysis of political conversations.



Defining meta-perceptions

Social identity theory (Tajfel and Turner, 1979) posits that groups are created and maintained through a three-step process of categorization, identification, and comparison, by which individuals are constantly considering the positions, values, and beliefs of groups; choosing which they identify most closely with; and then comparing one's newly identified group with the positions, values, and beliefs of other groups. Underlying this process is the understanding that all individuals are engaging in this process at all times and that we are aware of the fact that others are engaging in categorizations and comparisons as well (while we are unable to know what these meaning comparisons exist as). In doing so, by identifying with a group in this way, we must hold (a) our self-perceptions, that is, what we think of our group; (b) perceptions, what we think of the other group; and (c) our meta-perceptions, what we think the other group is thinking of our own group. Meta-perception research has primarily focused on either meta-dehumanization (believing that the other sees your group as less than human) or meta-prejudice (believing that the other dislikes your group).

It is critical that the concept of meta-perceptions is elaborated through this dialogic relationship of individual to other to individual in order to accurately grasp the psychological process at play. This can be in terms of how one imagines the opposing political party feels toward your party on feeling thermometers or on how much humanity the other group would attribute to one's own party (Vorauer et al., 1998; Moore-Berg et al., 2020; Landry et al., 2021). This is in contrast to other work that operationalizes meta-perceptions as the difference between how much one believes their in-group values something compared to how much they perceive the out-group values that same characteristic (Pasek et al., 2022) or estimating how another group may act in a given situation (Shackleford et al., 2024). Others use meta-perceptions as in-group social norm perceptions, such as asking certain group members (international students, individuals with mental health problems, and Muslims) to what extent they think that members of their group would want to do certain actions, such as the desire for contact with other groups (Stathi et al., 2020) or rating of out-group actions (Lees and Cikara, 2020). This body of work, while insightful in understanding out-group social norm perceptions, fails to capture the meta part—perceiving how another perceives your own actions and beliefs—of the construct (Moore-Berg et al., 2020).

This self-focus is particularly important since meta-perceptions of one's own group can lead to serious intergroup consequences such as increased hostilities toward that group (O'Brien et al., 2018), increased dehumanization and stereotyping of the out-group (Moore-Berg et al., 2020), and increases in adherence to your own political party (Ahler and Sood, 2018). Participants who were led to believe that they were communicating with a partner of a different race showed that the more they thought their partner held negative stereotypes of them, the higher intergroup anxiety they reported experiencing (Finchilescu, 2010), and the higher aversion they had to future interactions with that group (Vorauer et al., 1998). Meta-perceptions have also been linked to increased negative perceptions of the other group (Alexander et al., 2005), obstructionism (Lees and Cikara, 2020), and increased intergroup hostility (Moore-Berg et al., 2020).

Across 10 samples, Kteily et al. (2016) showed that increases in meta-dehumanization were related to increases in support for rights violations (support for torture, opposition to immigration, aggressive policies) through increases in dehumanization of the target group. This action of dehumanization—of viewing another as less than human, either through considerations of evolution, relating another to animals, or stripping away their human nature—has been found to be independent of stereotyping and discrimination (Kteily et al., 2015; Landry et al., 2022). Believing the other side was dehumanizing the participant led to a direct effect increase in support for civil liberty violations as well as indirectly through increases in participants' own dehumanization of the targets. Just as violence begets more violence, research has consistently shown how perceived dehumanization begets more dehumanization (Kteily et al., 2016; Kteily and Bruneau, 2017; Stathi et al., 2020; Bruneau et al., 2021).

In the research reviewed, meta-perceptions generally are operationalized as how the other (de)humanizes one's group (Kteily et al., 2016; Kteily and Bruneau, 2017; Moore-Berg et al., 2020; Landry et al., 2022, 2023; Petsko and Kteily, 2023; meta-dehumanization) or how the other feels toward one's group (Vorauer et al., 2000; Finchilescu, 2010; Kteily et al., 2016; Kteily and Bruneau, 2017; Moore-Berg et al., 2020; Landry et al., 2022, 2023; meta-prejudice). However, there are more than two ways to inaccurately judge the beliefs of one's group. One may misperceive how one is judged in terms of intelligence, skill, or in views of the world. For example, in one study, individuals of both political parties categorized ambiguous faces into political parties based on what they believed an opposing political party member would report (Petsko and Kteily, 2023). Other studies have examined the meta-perception of support for violence from a political opponent (Mernyk et al., 2022) or how the other views oneself generally (O'Brien et al., 2018).

While meta-dehumanization and meta-prejudice have been shown to be critically important to intergroup processes, they are not the sole meta-perceptions that can influence group relations. Therefore, a current limitation in the literature that we seek to address is the need to expand the conceptualization of a meta-perception beyond meta-dehumanization and meta-prejudice toward everyday political beliefs.



Meta-perception interventions

Much of the focus of research has been on the accuracy of these perceptions of future social interactions. To assess this, researchers ask participants of group X to predict how out-group Y reports feelings toward group X (the meta-perception under investigation). They also seek out out-group Y and get the overall average of that group's reported feelings toward group X (Saguy and Kteily, 2011). A difference between these two numbers would suggest a difference between what is being perceived and what the underlying truth is. In a global study of more than 10,000 participants and 26 countries, there was a clear effect that meta-perceptions are vastly overestimated compared to the actual perception (Ruggeri et al., 2021).

Because the primary focus of research has been on improving the accuracy of meta-perceptions, a common intervention strategy generally entails informing participants of the true perceptions of the opposing group, known as the “misperception correction.” For example, Lees and Cikara (2020) showed that meta-perceptions of how much a political opponent would dislike an action by one's party predicted the belief that the out-group was motivated by obstructionism. In a later experiment, they used data from the prior experiment to inform participants about their political opponent's opinions on how much they disliked a certain topic (which was generally lower than the meta-perception had predicted). They found that the larger the difference in meta-perceptions, the more effective the intervention was at reducing obstructionism ratings, a finding replicated at a global scale (Ruggeri et al., 2021). Others have found that this misperception correction leads participants to report more moderate policy positions themselves (Ahler, 2014) and be more supportive of democratic norms toward the opposing political party (Landry et al., 2023). Importantly, time and time again, these interventions have shown success in reducing dehumanization of the opposing side (Lees and Cikara, 2020; Moore-Berg et al., 2020; Ruggeri et al., 2021; Landry et al., 2023).

While these misperception interventions reduce affective polarization, they do little to reduce support for anti-democratic policies performed by members of one's own political group (Broockman et al., 2023; Voelkel et al., 2023), and the interventions did not survive a 1-week follow-up (Lees and Cikara, 2020). A more recent vignette-styled meta-perception correction treatment effect survived a 1-week follow-up in terms of reducing dehumanization and prejudice but did not show durable support for democratic policies (Landry et al., 2023). These results do stand in contradiction to a recent study that showed lasting effects 1 month later (Mernyk et al., 2022), when participants who were informed of the actual perception of out-group members showed significantly less willingness to engage in violence and lowered the perception of the out-group member's willingness to engage in violence.



Boundary conditions for reducing dehumanization

Meta-perception correction interventions, as reviewed, show durable results in decreasing dehumanization (Lees and Cikara, 2020; Moore-Berg et al., 2020; Ruggeri et al., 2021; Landry et al., 2023). Of course, other interventions to improve intergroup relations and decrease dehumanization external to targeting meta-perceptions exist, and our review does not discount their presence. Indeed, interventions such as imagined contact (Yetkili et al., 2018), actual intergroup contact (Zingora et al., 2021), and intergroup cooperation (Nomikos, 2022) are all ways in which current work has attempted to reduce intergroup aggression.

It is not necessarily the case that all interventions are equal, or that some interventions may not be better than others in certain circumstances. For example, meta-perceptions are generally larger among stronger partisans (Pasek et al., 2022) and potentially in particular Democrats (Landry et al., 2023, but cf. Lees and Cikara, 2020, for no difference in party), and correction interventions work best for individuals who are highly inaccurate compared to those who are only slightly inaccurate (Mernyk et al., 2022). Meta-perception inaccuracy is reduced when one perceives their group to be facing significant losses (Saguy and Kteily, 2011) or when individuals perceive that the out-group will be highly upset about the policy (Lees and Cikara, 2020). By comparison, meta-perceptions of an out-group are not moderated by how much a group wishes for future interactions (O'Brien et al., 2018).

However, the tangible benefit from measuring accuracy in meta-perceptions seems at best theoretical. Individuals are not aware of their accuracy and can rarely find out what the out-group truly believes, external to the invisible hand of the researcher informing them of their inaccuracy. Worse, polls that may explain the inaccuracy of those beliefs may be easily deemed ‘fake news' by others and dismissed if they do not conform to one's worldview (Harper and Baguley, 2022).

Thus, we posit that interventions styled in the terms of “Well, actually (this out-group) rated your group as this percent human” will do little to truly alleviate the situation and that new interventions need to be developed. Due to the strong correlation of meta-perceptions with dehumanization, we could consider non-meta-perception interventions that have sought to reduce dehumanization. For example, Schroeder et al. (2017) showed that in online studies, using voice, rather than text, when reading about an individual's political beliefs resulted in less dehumanization of the opponent. As a relatively straightforward manipulation, and with a large reported effect size (ds range from .29 to .73), this intervention serves as a good boundary condition for interventions surrounding dehumanization and meta-perceptions. We test this directly in Study 1.

Beyond this, instead of presenting information that can easily be dismissed, presenting individuals with an exemplar of such a misperception may be more externally valid. If we can have contact someone who disrupts our meta-perception, we may be able to alleviate the consequences of inaccurate meta-perceptions, such as increased dehumanization and an unwillingness to engage in future interactions with an individual from the out-group. Next, we review the research around atypicality as a potential intervention to engage with meta-perceptions.



Atypicality as an intervention

In their seminal work discussing the application of meta-perceptions to an intergroup context, Frey and Tropp (2006) note how when considering meta-perceptions, individuals expect to be viewed in terms of the stereotype of their group when being examined by an out-group member (Vorauer et al., 2000). If we wish to decrease both the causes and effects of meta-perceptions, then turning our attention toward stereotypical thinking—and its converse—may be particularly effective, given that thinking about counter-stereotypical individuals increases the humanization of not only those individuals but also of various unrelated out-group members (Prati et al., 2015).

There is evidence to suggest that typicality interventions could help reduce conflict surrounding meta-perceptions, with a meta-analysis showing a medium-sized effect (g = .58) that out-group member information is generalized from the individual toward the group, particularly under conditions of moderate atypicality in comparison to extreme atypicality (McIntyre et al., 2016). In one study, atypical members of a Border and Custom Agents Association were rated as less threatening and more favorable than typical out-group members (Yetkili et al., 2018), and interacting with atypical exemplars suffering from mental illness showed decreases in stigma around mental health (Maunder and White, 2023). In examining a race-based implicit attitudes test, participants who were manipulated to think about Black leaders, in comparison to White leaders, showed no implicit racial bias against Black individuals, and this effect lasted even after a 24-h delay in measurement (Dasgupta and Greenwald, 2001). While a recent replication failed to directly replicate this earlier study, it did show that atypicality could reduce bias toward neutrality if participants recognized the atypical link being shown (Kurdi et al., 2023). Finally, a benefit of atypicality interventions is in their flexibility over the target group. Atypicality interventions work for not just out-group member interactions but also one's own viewing of their own in-group (Lai et al., 2014). In one study, women who were exposed to women in leadership roles (atypical) were less biased in a proceeding implicit attitudes test measuring bias against women in leadership compared to women exposed to a control condition (Dasgupta and Asgari, 2004).

Including counter-stereotypical exemplars in interactions may reduce the tendency to rely on stereotypical assumptions (Prati et al., 2015; Hodson et al., 2018). In one study, Czech individuals who believed that they would have negative contact with a disliked out-group (Roma individuals) were the ones who most benefited from experiencing positive contact (stereotype-inconsistent) with Roma individuals (Zingora et al., 2021). Overgaard et al. (2021) argue that the state of polarization across the globe, in large part due to meta-perceptions, requires a renewed focus on building interactions that are tailored to a ‘connective democracy'. They propose that we must find areas of commonality and alikeness to truly bridge the political divide. We believe this starts first with contact—and contact of a singular person. If we can improve interpersonal interactions, it provides an opportunity to then use these positive intergroup contact moments as a starting place to improve intergroup relations. While this is an indirect method to target intergroup attitudes, explicitly addressing broader group attitudes is beyond the scope of this article.



Methodological advancement in understanding perceptions

Finally, we must continue to press the investigation of external validity and theory building. There has been a recent movement to reconsider the value of descriptive data (Hofmann and Grigoryan, 2023; Bonetto et al., 2024). While predictive analyses have their value, descriptive analyses can provide deeper knowledge about psychological phenomena and can provide generative platforms for new hypotheses and experiments for quantitative work to explore (Power et al., 2018). When studying something as applicable, complex, and emotionally salient as intergroup relations within politics, it may be particularly important to ensure we clearly understand the phenomenon under examination. The limitations of reported attitudes predicting behavior have been well documented, and there has been a concern over the decrease in behavioral observations in leading social psychology journals for some time (Baumeister et al., 2007; Simon and Wilder, 2022).

With the advent of social media and “large” data sets, psychology can apply other methods to previously under-analyzed data sets, such as language use. In one study, Kubin et al. (2021) analyzed emotional tone scores on YouTube videos that were framed around personal experiences with abortion or the facts about abortion. They showed a clear difference between the kind of language used when the video discussed personal experiences; the comments left were more positive in their tone and word choice. They used the Linguistic Inquiry and Wordcount Software (LIWC) for their text analysis to quantify what percentage of words in a comment were in various emotion-based categories (Pennebaker et al., 2003). Another study examined writings that promote group hostility and found that more words relate to disgust and hate than one would expect in general language use (Taylor, 2007). These examples show the benefit of observation and analysis of word use in helping theory move forward (Bonetto et al., 2024; Mulderig et al., 2024). Current interventions of meta-perceptions have revolved around the pre-/post measurement of self-reported attitudes and beliefs. While useful in many ways – and we ourselves undertake similar analyses – it leaves much to be desired in terms of asking if these interventions are having a tangible, qualitative impact on the participants themselves.

Therefore, we highlight three current limitations with the published research on meta-perceptions. First, the current intervention of informing individuals that ‘the truth' out in the world is not how most people consume information and that such information could be easily dismissed among highly motivated individuals. To alleviate this concern, we hypothesize that presenting an individual with an exemplar that disproves one's meta-perception may hold more external validity in considering how one may combat these misperceptions. In this regard, we also turn our focus to addressing interpersonal interactions with the hope that it will translate to improved intergroup interactions (McIntyre et al., 2016). Second, we note that current research has been focused primarily on targeting meta-dehumanization and meta-prejudice. While extremely important based on their predictive power and correlations with other constructs of interest, there exist other forms of perceptions that are equally as deserving of attention and investigation, and more investigation into other outcomes of meta-perception correction interventions, such as interest in intergroup contact, are needed. Finally, we note a need to expand the methods used to analyze and engage with interventions and a need to begin the process of putting behavior at the forefront of social psychological research.

In this article, we experimentally test a novel meta-perception intergroup interaction by exposing participants to partners who either confirm or disrupt their highest personally held meta-perception and then learn more about their partner. What they learn about their partner is designed as a communicative (if not cooperative) framework of interaction based on research that supports a cooperative framework (Eisenkraft et al., 2017). In Study 1, we examine the moderating effect of how participants interact with their partner (either through text or voice), due to research suggesting that this may be an important consideration in dehumanization (Schroeder et al., 2017). Finding no significance, we remove this moderator in Study 2 and measure future interaction intentions more directly. Finally, in an exploratory analysis spanning both Studies 1 and 2, we use text analysis to see if the interactions with their partner can predict one's willingness to interact in the future. All materials are hosted on the Open Science Framework (OSF; https://osf.io/xqrtn/?view_only=c3ac648283824972be0c37449effe2b9). Based on the prior research, we hypothesize that disrupting a meta-perception should lead to decreased dehumanization of the out-group member, increased curiosity to learn more about the out-group member, and a willingness to interact with an individual of the opposing political party.



Study 1


Participants and procedure

The sample consisted of 373 participants from an online subject pool platform (Luc.id; Mage = 47.88, SDage = 17.02; Republican = 38.42%, Democrat = 61.58%; male = 37.32%, female = 61.85%, non-binary = 0.8%). Participants were removed if they (a) did not vote in the 2020 election, (b) their vote did not match their party, or (c) they voted for a ticket that was not Republican or Democrat. We also collected their race, ethnicity, first name or pseudonym, and their dehumanization of the opposing political party. The dehumanization of the opposing political party measure was for a separate study and was not within our hypothesized pathway, so we do not analyze these measures further.

After, participants were presented with seven possible meta-perceptions of what the opposing party thinks of their party and asked to rank-order them from the top (“I believe this the most”) to the bottom (“I believe this the least”; see Table 1 for a full list). That is, Democrats would be asked to rank the first column of Table 1, while Republicans would rank the second column. The meta-perceptions were designed to be extreme in order to reflect the general inaccuracy of meta-perceptions.


TABLE 1 List of possible meta-perceptions.

[image: Table 1]

After rank-ordering their meta-perceptions, participants engaged in a filler task in which they rated their own perceptions of the opposing meta-perceptions on a 7-point scale from 1 (Strongly Disagree) to 7 (Strongly Agree; a Democrat was then asked “How much do you agree that Republicans want to give every American a gun?”). This task functions as a way to make the following manipulation more believable and is not used in any analysis.

After completing the filler task, participants were informed they were going to need to explain why they voted for their political candidate. But before they did that, they would be randomly paired with a prior participant who opted to share their response with the participant and opted to receive any response they might decide to send about why they had voted for their candidate of choice. After clicking continue, participants waited 10 seconds while the system matched them with ‘Casey', a gender-neutral name.

Through survey logic, Casey was the same age, belonged to the opposing political party, and voted for the opposing political candidate compared to the participant. Through random assignment, they were told that Casey had either strongly agreed (confirming meta-perception) or strongly disagreed (disrupting meta-perception) with the perception that was the participant's highest-ranked meta-perception. Framed in this way, Casey appears to be a prior participant who had completed the filler task and either confirmed or disrupted their highest-ranked meta-perception. For example, a 25-year-old Democrat participant who ranked that Republicans believe that Democrats want to steal their guns and was assigned to be in the Disrupted condition would be presented with the following text: “Your partner, Casey, is 25 years old and is a Republican who voted for Donald Trump and Mike Pence. In their survey, they reported that they strongly disagree with the statement “Democrats want to steal our guns.”

We reminded them again of the description of Casey (age, party, vote choice, and manipulation) and collected participants' interest in understanding the perspective of Casey and their subtle dehumanization of Casey. Participants then were randomly presented to either listen to or read the reasons why Casey voted for the opposing candidate1 (voice gender was randomly assigned), and those who passed an attention check for why Casey stated to have voted for the party were given the opportunity to write a message back to Casey. Participants then reported the persuasiveness of the story and again filled out a post-reading subtle dehumanization of Casey measurement. They were then thanked and debriefed.



Measures
 
Interest in understanding perspective

Participants responded to four questions about their interest in reading Casey's reasoning on a 7-point scale from 1 (Strongly Disagree) to 7 (Strongly Agree; I am willing to learn about Casey's reasons for why they voted for __ ; I am excited to learn about Casey's reasoning for why they voted for __ ; I do not want to learn about Casey's reasoning for why they voted for __ (reverse-coded); I do not care about Casey's reasoning for why they voted for __ (reverse-coded); α = 0.87, M = 4.27, SD = 1.7).



Subtle dehumanization of Casey

Participants were presented with a list of 12 traits and were asked to rate from 1 (Much less than the average person) to 7 (Much more than the average person) how much they believed Casey exhibited these traits. These 12 traits come from prior work measuring subtle dehumanization and include traits such as open-minded (reverse-coded) and unsophisticated (Bastian and Haslam, 2010). This measure was presented both before (αpre = 0.81, Mpre = 3.92, SDpre = 0.84) and after (αpost =0.86, Mpost = 4.24, SDpost = 0.95) being exposed to why Casey had voted the way they did.



Persuasiveness of story

We asked six questions to measure Casey's rationale for voting for the other party persuasiveness on a 7-point scale (1, Not at all, to 7, Extremely). Four items were from a prior study that measured political persuasion (Schroeder et al., 2017; e.g., “How much do you think your beliefs changed as a result of Casey?”), and we added two additional questions assessing the impression of the participant overall (e.g., “How positive is your overall impression of Casey?”). These items were averaged to create an index of persuasiveness (α = 0.85 for Republican stories, α = 0.83 for Democratic stories; α = 0.85, M = 3.49, SD = 1.33).



Analytic plan

We had two dependent variables of interest: interest in understanding perspective (provided prior to reading) and the dehumanization of their partner (measured both before and after reading the story). The first dependent variable—interest in understanding perspective—was analyzed using linear regression predicting interest by the experimental condition of whether Casey disrupted their highest-ranked meta-perception.

The second dependent variable—dehumanization—was analyzed using a linear mixed model, with each participant acting as their own random effect, where we predict dehumanization by the effect of the experimental condition of disruption, the experimental condition of how Casey's story was presented (voice or text), the time (before and after the story presentation), and their interactions. Models that account for the within-subjects factor of time can result in decimal-point degrees of freedom (Gaylor and Hopper, 1969). We did not have any leading hypotheses or reasons to expect a three-way interaction, so we do not model it in our models, nor do we include the interaction of time and method. Since the method-of-story independent variable does not differ at the pre-level (because participants were not yet exposed to what method they may receive), there would be no meaningful interaction to examine.

Our third measure, the persuasiveness of the story, acts as a manipulation check of the stimuli.

Across analyses, results do not change in significance if controlling for gender, political party, or interparty dehumanization. Thus, for simplicity in results, we report analyses without controls.2 All variables are standardized to have a mean of zero and a standard deviation of 1 prior to being entered into their linear models, but the mixed-level models do not include the standardization of the variables due to concerns over standardizing on repeated measure designs (Moeller, 2015). Instead, to calculate effect sizes of the mixed-effect models, we take the approach outlined by Westfall et al. (2014), whereby the effect size (d) can be calculated as the difference between the means (the estimate for the fixed effect) divided by the square root of the sum of variances of random effects (Brysbaert and Stevens, 2018).

A preliminary inspection of the data showed that several of the participants' text responses were merely copied and pasted from Casey's story. To filter these out, we calculated what percentage of the words they used did not appear in Casey's story and refer to this as a uniqueness score. Almost all participants had some overlap in their text with Casey's (e.g., using the words I or and). Responses from participants with a uniqueness of <50% were examined by hand. Those who had clearly copied Casey's story word for word with only a little embellishment were removed from the sample. In Study 1, there were six scores below 50%. Of these, four had a uniqueness score of 0%, one had a uniqueness score of 21.7%, and one had a uniqueness score of 100% and was entirely non-sense words. We remove these observations from our analyses,3 leaving the final N at 367.




Results

Table 2 shows the correlation matrix of all variables of interest with significance controlled for multiple comparisons.


TABLE 2 Correlation matrix for study 1.
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Interest in understanding perspective

We ran a linear model predicting participants' interest in learning more about Casey's reasoning [F(1, 355) = 4.996, p = .026, [image: image] .011]. Having one's meta-perception disrupted increased one's interest [β = 0.24, SE = 0.11, t(355) = 2.24, p = .026].



Persuasiveness

A linear model predicting participant's persuasiveness ratings of the story by the interaction of story presentation condition and meta-perception disruption condition showed no significant results [F(3, 355) = 1.744, p = .158, [image: image] = .006]. Stories were not judged differently in their persuasiveness regardless of the meta-perception disruption condition [β = 0.21, SE = 0.14, t(355) = 1.47, p = .143]; if they heard the rationale compared to reading it [β = −0.11, SE = 0.15, t(355) = −0.76, p = .449]; or the interaction of disruption by voice [β = 0.01, SE = 0.21, t(355) = 0.04, p = .966].



Dehumanization

Participants were not more likely to attribute more humanity to stories read by a voice compared to reading it themselves [b = 0.13, SE = 0.12, t(357) = 1.09, p = .276, d = 0.12]. However, there was a significant effect of both disruption condition and time. Participants dehumanized Casey less if they were exposed to the disrupted meta-perception condition [b = −0.35, SE = 0.12, t(433.3) = −2.81, p = .005, d = 0.31], and after having read Casey's reasoning [b = −0.34, SE = 0.05, t(359) = −6.38, p < .001, d = 0.3]. There was no significant moderation of disruption condition by time [b = 0.03, SE = 0.08, t(359) = 0.41, p = .684, d = 0.03], or method of rationale transmission [b = 0.04, SE = 0.17, t(357) = 0.21, p = .832, d = 0.04] (see Figure 1).


[image: Figure 1]
FIGURE 1
 Predicted total dehumanization by condition and time in Study 1. Error bars represent the 95% confidence intervals.





Discussion

In this study, we exposed individuals to someone who either does or does not disrupt their highest-held meta-perception. When exposed to an individual who disrupted their meta-perception, participants were more interested in learning more about their partner and dehumanized the individual less. We also found an equal effect of time, whereby learning about the personal experience of why an individual had voted for the other side also decreased the dehumanization of the partner. These effects are not due to the story itself, as the story was rated equally as persuasive regardless of meta-perception conditions.

However, we failed to replicate the effect of increased humanization when hearing the voice of a political opponent, contrary to prior work (Schroeder et al., 2017). Participants exposed to hearing Casey's voice on why they voted for the opposing party were equally likely to humanize them compared to reading why Casey had voted for the opposing party. As participants had to pass attention checks to move onto the post-dehumanization measure, it also seems unlikely that those in one condition paid more or less attention to Casey's reasoning than those in the other condition.

This study provides beginning evidence of a new, individual-focused meta-perception correction intervention by exposing participants to someone who violates their highest-held meta-perception. The design of the study aimed to target not simply one's assumption of a single question (e.g., “How much do you believe the other side dehumanizes you?”) but also an assumption about the opposing group that the participant believes the most. Our design is novel by virtue of considering the strength of the belief being intervened on and directing the perception to more plausible, lived experience meta-perceptions.

While we showed that participants were interested in learning more and dehumanized Casey less, we did not test to see if our intervention could result in wanting to have future interactions with Casey—a critical next step in reducing political polarization. We test this directly in Study 2.




Study 2

Since Study 1 showed a non-significant result of the manipulation of voice or text, we opted to simplify the design and remove that manipulation. We also seek to examine whether our intervention in correcting one's meta-perception can result in an increased willingness to engage in future interactions with their partner.


Participants and procedure

Through Amazon Mechanical Turk, 200 participants were recruited. Due to discrepancies in their text responses to Casey,4 10 participants were removed, following the procedure outlined in Study 1. Of these, six had a uniqueness score of 0%, while the other four had uniqueness scores <19%. A manual check of the responses also caught one response that was entirely copied and pasted from the Wikipedia page about Senator Bob Casey. As such, we remove these 11 observations from our analyses.

Therefore, 189 participants were analyzed (95 female, 94 male; Mage = 44.04, SDage = 12.77). Of these 189, 127 identified as Democrat, and 62 identified as Republican. Participants identified were 0.53% African, 6.35% Black, 85.19% White, 1.06% Hispanic, 2.65% Native American, 1.06% South Asian, and 3.17% Southeast Asian.

The procedure repeats Study 1, with the only changes being no manipulation of the method of story (all stories are presented as text) and the inclusion of a measure that may better tap into interest in engaging with Casey in the future, presented both before and after reading the rationale of Casey's vote choice.



Measures
 
Meta-perceptions

The same list of potential meta-perceptions was provided as in Study 1.



Interest in understanding perspective

The scale remains the same as what was used in Study 1 (α = .89, M = 4.35, SD = 1.65).



Interest in future interactions

We created five items using a 7-point scale from 1 (Strongly Disagree) to 7 (Strongly Agree) that measured the participants' future interaction intentions both before (αpre = 0.89, Mpre = 4.1, SDpre = 1.51) and after (αpost = 0.91, Mpost = 4.03, SDpost=1.75), reading Casey's rationale for voting for the opposing political party. An example of an item in this scale would be “If Casey sought contact with me, I would not respond” (reverse-coded).




Subtle dehumanization of Casey

The same scale that was used in Study 1 was used, both prior and after reading Casey's rationale (Bastian and Haslam, 2010) (αpre = 0.89, Mpre= 4.01, SDpre= 0.97; αpost = 0.93, Mpost = 4.46, SDpost = 1.13).



Persuasiveness

The same scale used in Study 1 was used to measure the persuasiveness of the story (α = 0.89 for Republican stories, α = 0.85 for Democratic stories; α = 0.87, M = 3.8, SD = 1.42).



Results

Table 3 reports the correlation matrix for the variables of interest. Across analyses, results do not change in significance if controlling for gender, political party, or interparty dehumanization. Thus, for simplicity, in the results, we report analyses without controls.5 Models that account for the within-subjects factor of time are linear mixed models using restricted maximum likelihood estimation of the parameters, treating each individual participant as their own random effect.


TABLE 3 Correlation matrix for study 2.

[image: Table 3]


Persuasiveness

A linear model predicting participants' persuasiveness ratings of the rationale by the meta-perception condition showed no significant results [F(1, 187) = 0.961, p = 0.328, [image: image] = 0]. Stories were not judged differently in their persuasiveness regardless of the disruption condition of the participant [β = 0.14, SE = 0.15, t(187) = 0.98, p = .328].



Interest in understanding perspective

We ran a linear model predicting participant's interest in understanding Casey's perspective by whether or not Casey disrupted the meta-perception [F(1, 187) = 6.439, p = .012, [image: image] = .028]. Having one's meta-perception disrupted increased one's interest in understanding Casey's perspective [β = 0.36, SE = 0.14, t(187) = 2.54, p = .012].



Dehumanization

Participants' dehumanization of Casey was analyzed using a linear mixed model, with the betas and their confidence intervals plotted in Figure 2. Participants dehumanized Casey less after having been exposed to Casey's story [b = −0.57, SE = 0.09, t(187) = −6.49, p < .001, d = 0.59], and if Casey disrupted their meta-perception [b = −0.58, SE = 0.15, t(256.6) = −3.85, p < .001, d = 0.6]. The interaction of Condition and Time was non-significant [b = 0.22, SE = 0.12, t(187) = 1.84, p = .067, d = 0.23].


[image: Figure 2]
FIGURE 2
 Forest plot of coefficients in Study 2 predicting the dehumanization of Casey by condition, time, and the interaction of condition and time. Error bars represent the 95% confidence intervals of the un-standardized coefficients.




Interest in future interactions

Participants' interest in interacting with Casey was analyzed using a linear mixed model. The resulting regression showed that neither disruption condition [b = 0.32, SE = 0.24, t(219.6) = 1.36, p = .174, d = 0.52; time, b = 0.01, SE = 0.1, t(184.2) = 0.06, p = .952, d = 0.02]; nor the interaction of disruption condition and time was significant [b = −0.13, SE = 0.14, t(184.3) = −0.93, p = .352, d = 0.21].

In an exploratory analysis, we analyzed whether a participant's interest in reading Casey's rationale moderated the disrupted meta-perception condition to lead to interest in future interactions. The resulting regression showed that neither disruption condition [b = 0.74, SE = 0.46, t(192.5) = 1.6, p = .111, d = 0.88; time, b = 0.01, SE = 0.1, t(184.4) = 0.09, p = .929, d = 0.01]; nor the interaction of disruption condition and time was significant [b = −0.13, SE = 0.14, t(184.6) = −0.95, p = .343, d = 0.15]. However, a willingness to learn about Casey's perspective was predictive of an interest in future interactions [b = 0.78, SE = 0.07, t(184) = 11.09, p < .001, d = 0.93], and this was not moderated by condition [b = −0.19, SE = 0.1, t(184.4) = −1.93, p = .056, d = 0.23].




Discussion

In this study, we simplify the methods of Study 1 and replicate whether being exposed to an individual who disrupts one's meta-perception reduces dehumanization, increases interest in learning more, and increases willingness for future interactions. Of these goals, we successfully replicate the first two. Participants exposed to an individual who disrupts their meta-perception are dehumanized less compared to individuals who have their meta-perceptions confirmed, and participants are more likely to show interest in learning more about a political opponent if they disrupt our meta-perception.

However, our disruption intervention and learning about the partner's rationale failed to increase interest in future interactions. This null finding is itself in contraction with prior research. For example, in one study, informing individuals that both sides overestimate the meta-dehumanization of the opposing party led participants to report less desire for social distance, defined as the reported comfort for their doctor, child's teacher, and child's friend being a member of the opposing party through a decreased reported dehumanization of the other side and this result persisted a week later (Landry et al., 2023). In a larger multi-site study, correcting misperceptions significantly reduced desired social distance (Voelkel et al., 2023, Figure S8.4). Our operationalization of intergroup contact was more overt and direct than the indirect social contact measured in these social distance measures, especially since there is a reluctance to engage in intergroup contact with hated groups (Ron et al., 2017). A more direct and overt attempt to measure intergroup contact interest may not have captured the smaller movements toward reducing social distance compared to the aforementioned studies. Individuals are also poor at estimating the negative affect they would experience being exposed to a member of the opposing side (Dorison et al., 2019), and it could be that individuals were heightened in their emotional anxiety and chose to avoid further contact.


Exploratory analysis on message back to Casey

Studies 1 and 2 showed that disrupting one's meta-perceptions leads to decreased dehumanization and increased interest in learning more about your political opponent through classic quantitative methodology. However, developments in political science suggest that we can utilize text analysis to predict the characteristics of speakers such as their political ideology (Diermeier et al., 2012). Therefore, in an exploratory analysis, we pooled the text responses from Studies 1 and 2 (N = 556) in order to examine if we could use the sentiment of the written responses to predict whether Casey had confirmed or disrupted the participant's highest-ranked meta-perception.

We calculated emotion scores for each response using the R library sentimentr. These scores are calculated using a valence dictionary for each of eight emotions (anger, anticipation, disgust, fear, joy, sadness, surprise, and trust) and the negation of each. A response's score for each emotion is the number of words in the response that appear in the anger dictionary divided by the total number of words in the response and is thus a number from 0 to 1. We used the default NRC hashtag Emotion Lexicon, which was trained on tweets tagged with the relevant emotion. This approach is similar to how the LIWC software calculates its own scores (Pennebaker et al., 2003).

To see if different kinds of emotion are associated with responding to different kinds of political ideology, we then fit a logistic regression model predicting whether Casey strongly agreed or disagreed. Only a single sentiment value had a p < 0.05 threshold (disgust negated; Z = 2.126; p < 0.05). But with 16 variables tested, one predictor with such a value is unsurprising if we assume no statistical significance. It is possible that such an analysis could be improved by building a dictionary specifically for this domain, but that would require a much larger corpus than we have.

Instead of using a pre-built dictionary, we considered whether each individual word in the participants' responses indicated whether Casey strongly agreed or disagreed. To do this, we first filtered out words that were used by respondents fewer than 10 times. We then considered what percentage of respondents in each category used each word. To avoid infinite ratios later, the minimum number of times a word could have in each group was manually set to 1. This approach is notably different than LIWC-based analyses as we use the words themselves—not an assigned score based on a percentage of words given a prebuilt dictionary—to predict the condition.

Figure 3 presents the log ratios of the frequency of usage for the 10 words that are most strongly associated with responses, grouped by Casey's agreement. A log ratio of 0 means that the frequencies were exactly equal for each group, a value of +1 (−1) means that participants responding to a Casey who strongly agreed (disagreed) used the word approximately 2.7 times as frequently as those responding to a Casey who strongly disagreed (agreed).
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FIGURE 3
 Log odds ratio of word use across Studies 1 and 2 in messages sent back to Casey, predicting their condition.


Participants responding to a Casey who strongly agreed used words disengaging from and putting a distance between and Casey. Three of the top five words are mine, whatever, and society (the word united is only used to reference the United States, and guns is used to reference topics that were specifically prompted, and so are not discussed here.) The word mine appears repeatedly in an agree-to-disagree context, as is seen in “Casey can have opinions and I will have mine” and “Your perspective is yours and not mine to judge.” Whatever is also seen in a dismissive context in the responses “Everyone is free to make whatever choices they want” and “such as the way that he (Trump) said whatever he felt like.” The words beliefs (“Casey is entitled to his beliefs and obviously, they hold much value to him”) and judge (quoted earlier) show similar usage.

When Casey disagreed, the clear narrative is less clear. The top term by far is thousands, a term used both by Democrats and Republicans in reference to big problems like “thousands of illegals” and “pandemic taking thousands of lives.” Here we see participants' frustration that, while Casey disagrees with the participant's meta-perceptions about Casey's party, they still have chosen to back a candidate the participant strongly dislikes. By comparison, valid shows the opposite result, with participants stating that “how you made your choices had valid reasons.”





Discussion

In this article, we tested whether we could decrease intergroup hostilities by focusing on correcting meta-perceptions—inaccurate assumptions of what an out-group thinks of our in-group. In two studies, we found that disrupting meta-perceptions decreased dehumanization and increased the level of interest in learning more about one's partner but failed to increase reported willingness to engage in future intergroup contact. We then explored the language use between our conditions to begin a deeper understanding of how these interactions are occurring at a message-sending level.

We advance current research in three incremental steps. First, our design does not simply inform participants of their own misperceptions, as is the operating standard (Harper and Baguley, 2022; Mernyk et al., 2022). Instead, we provide participants an opportunity to select from a list of possible meta-perceptions that they may hold and invite them to meet someone who confirms or disrupts that belief. While a more direct solution to misperception correction, it does leave open the possibility that participants held none of those beliefs in particular. We were unable to confirm the strength at which participants held these beliefs (only that it was the highest ranked from the provided list), so future work could elaborate on this by collecting and controlling for this. This would be important because meta-perception interventions have shown to be strongest for highly partisan, highly inaccurate individuals (Mernyk et al., 2022; Pasek et al., 2022).

Second, the correction itself is not a response on a scale but, instead, plausible facts one may believe or encounter through the media. We find such a manipulation to hold more external validity than estimations on the Ascent of Man scale. Finally, we move from a group-level correction toward an individual-level correction by presenting participants with an exemplar who disproves the rule. It also would be fruitful for future work to test this manipulation in person. Instead of engaging with Casey through a Qualtrics survey, confederates could memorize the script and meet the participant face-to-face. For example, Kubin et al. (2021) used in-person interactions on political topics to show the power of personal experiences instead of facts in increasing respect for a political adversary.

Study 2 failed to show a downstream effect of increasing future intergroup contact. As we outline in the discussion of Study 2, this null effect may be due to measurement differences. Prior interventions that have tried to measure intergroup constructs beyond dehumanization and stereotyping have focused on social distance (Landry et al., 2023; Voelkel et al., 2023), anti-democratic norms (Moore-Berg et al., 2020), out-group hostility (Landry et al., 2022), and belief in out-group obstructionism as a goal (Lees and Cikara, 2020). While participants were interested in learning why the disrupted condition voted for the other side more than the confirmed side and interest was predictive of future interaction intention, there was no moderating effect of meta-perception correction on interaction intention by interest. It could simply be that the measure of intergroup contact intent was too severe, and smaller incremental steps would need to be measured first. As Landry et al. (2023) note, “correcting exaggerated meta-dehumanization produced far stronger reductions in reciprocal dehumanization than these downstream outcomes” (p. 414), reflecting the current difficulty in translating reductions in dehumanization to further important intergroup constructs.

A large limitation in this research is an inability to know whether or not the meta-perceptions of the participants were truly changed—that is, whether participants acknowledged their meta-perceptions were wrong or if they discounted the individual as simply an outlier that represents the exception to the rule and kept their operating meta-perception intact through subtyping the individual away from the targeted out-group (Richards and Hewstone, 2001; Bott and Murphy, 2007). We did not measure whether they still held that meta-perception after meeting their partner, so in this article, we cannot speak to whether the perceptions were fully corrected. This limitation of subtyping could have also been addressed if we had collected the dehumanization of the political party after either learning that Casey disrupted the meta-perception or after learning of Casey's rationale for voting for the opposing party. However, because we only collected dehumanization of the opposing political parties at the beginning of the study prior to any exposure, our measure of interparty dehumanization cannot address this concern. Future research could measure interparty dehumanization after meta-perception disruption to investigate if dehumanization of the party decreased as a whole.

However, we are tentatively optimistic about the chances of updating one's meta-perceptions. A recent meta-analysis showed that exemplars can update stereotypes, especially if said exemplars are moderately different from the stereotype in comparison to being extremely different (McIntyre et al., 2016). The chosen rationale reported by the partner was designed with moderation in mind, having been piloted to be the most persuasive of possible rationales, and we found no differences in how individuals perceived these rationales. This does not explicitly measure the updating of one's meta-perceptions (and a pre/post measure of one's top-rated meta-perceptions may more directly target this question), but we are hopeful that the rationale was not viewed as too extreme. Future research would need to measure and clarify this question before we can fully conclude this research as another piece of evidence on how atypical interventions can reduce intergroup conflict and bias (Dasgupta and Greenwald, 2001; Dasgupta and Asgari, 2004; Yetkili et al., 2018; Kurdi et al., 2023; Maunder and White, 2023).

We also found no significant main or moderating effect of the method of transmission of Casey's rationale being presented as text or voice. Regardless of whether participants read or listened to Casey's rationale for voting for the other side, it had no impact on how much humanness the participants reported. Participants had to pass an attention check on why Casey voted the way they did, suggesting that it was not due to the participants not paying attention. The prior work that we were drawing from was also done on online samples (Schroeder et al., 2017), so more research needs to be done to sort out the discrepancy between the results, especially in light of their second study having their participants report why they supported particular candidates being extremely similar to our own.

We also used text analysis as an exploratory framework to explore how our intervention qualitatively changed participant responses to Casey. We chose an exploratory, descriptive analysis due to the high risk of false positives due to the vast number of words that could have been used. The descriptive analysis provided interesting patterns that are worthy of further exploration. In particular, the differences in language use suggest that our understanding of the social norms of others molds current and future conversations. Importantly, our manipulation did not avoid tense topics—words like insurrection were still more likely to occur within the disrupted condition. However, we think incorporating text analysis has a bright future in psychological research (see Kubin et al., 2021, Study 3, for text analysis of YouTube comments), given appropriate precautions of false positives and multiple corrections, and provide interesting avenues for more descriptive data analysis for future theory building (Power et al., 2018; Hofmann and Grigoryan, 2023; Bonetto et al., 2024).

Overall, our work provides a new direction in resolving misperceptions of others by creating opportunities to meet an individual who disrupts one's previously held beliefs. Our results show that we can achieve decreased dehumanization and increased interest in learning about the partner's rationale. However, our intervention was unable to get participants to report wanting to meet in future interactions. Still, we hold this as a good attempt to clarify the true minds of the other and work to build more bridges between groups.
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Footnotes

1Full information regarding the development and stimuli of Casey's reasons can be found on the OSF under Pilot Study (https://osf.io/xqrtn/?view_only=c3ac648283824972be0c37449effe2b9).

2For full analyses including the controls, see our OSF.

3Significance and effect sizes do not meaningfully change with or without excluding these participants. See our OSF for their responses and analyses with the inclusion of the participants.

4Significance and effect sizes do not meaningfully change with or without excluding these participants; see our OSF for full analyses.

5See our OSF for analyses including controls.
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