
TYPE Original Research

PUBLISHED 03 July 2024

DOI 10.3389/frsps.2024.1383152

OPEN ACCESS

EDITED BY

Clemens Stachl,

University of St. Gallen, Switzerland

REVIEWED BY

Rudolf Debelak,

University of Zurich, Switzerland

Jan Digutsch,

University of St. Gallen, Switzerland

Suhaib Abdurahman,

University of Southern California, United

States

*CORRESPONDENCE

Miriam Schirmer

miriam.schirmer@tum.de

†These authors have contributed equally to

this work and share first authorship

RECEIVED 06 February 2024

ACCEPTED 29 May 2024

PUBLISHED 03 July 2024

CITATION

Matter D, Schirmer M, Grinberg N and

Pfe�er J (2024) Investigating the increase of

violent speech in Incel communities with

human-guided GPT-4 prompt iteration.

Front. Soc. Psychol. 2:1383152.

doi: 10.3389/frsps.2024.1383152

COPYRIGHT

© 2024 Matter, Schirmer, Grinberg and

Pfe�er. This is an open-access article

distributed under the terms of the Creative

Commons Attribution License (CC BY). The

use, distribution or reproduction in other

forums is permitted, provided the original

author(s) and the copyright owner(s) are

credited and that the original publication in

this journal is cited, in accordance with

accepted academic practice. No use,

distribution or reproduction is permitted

which does not comply with these terms.

Investigating the increase of
violent speech in Incel
communities with human-guided
GPT-4 prompt iteration

Daniel Matter1†, Miriam Schirmer1*†, Nir Grinberg2 and

Jürgen Pfe�er1

1Department of Governance, School of Social Sciences and Technology, Technical University of

Munich, Munich, Germany, 2Department of Software and Information Systems Engineering,

Ben-Gurion University of the Negev, Beersheba, Israel

This study investigates the prevalence of violent language on incels.is. It evaluates

GPTmodels (GPT-3.5 andGPT-4) for content analysis in social sciences, focusing

on the impact of varying prompts and batch sizes on coding quality for the

detection of violent speech. We scraped over 6.9M posts from incels.is and

categorized a random sample into non-violent, explicitly violent, and implicitly

violent content. Two human coders annotated 3,028 posts, which we used

to tune and evaluate GPT-3.5 and GPT-4 models across di�erent prompts

and batch sizes regarding coding reliability. The best-performing GPT-4 model

annotated an additional 45,611 posts for further analysis. We find that 21.91%

of the posts on the forum contain some form of violent language. Within the

overall forum, 18.12% of posts include explicit violence, while 3.79% feature

implicit violence. Our results show a significant rise in violent speech on incels.is,

both at the community and individual level. This trend is particularly pronounced

among users with an active posting behavior that lasts for several hours up to one

month. While the use of targeted violent language decreases, general violent

language increases. Additionally, mentions of self-harm decline, especially for

users who have been active on the site for over 2.5 years. We find substantial

agreement between both human coders (κ = 0.65), while the best GPT-4

model yields good agreement with both human coders (κ = 0.54 for Human

A and κ = 0.62 for Human B). Overall, this research o�ers e�ective ways to

pinpoint violent language on a large scale, helping with content moderation and

facilitating further research into causal mechanisms and potential mitigations of

violent expression and online radicalization in communities like incels.is.
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1 Introduction

The term “Incels” (“Involuntary Celibates”) refers to heterosexual men who,

despite yearning for sexual and intimate relationships, find themselves unable

to engage in such interactions. The online community of Incels has been

subject to increasing attention from both media and academic research, mainly

due to its connections to real-world violence (Hoffman et al., 2020). Scrutiny

intensified after over 50 deaths have been linked to Incel-related incidents since

2014 (Lindsay, 2022). The rising trend of Incel-related violence underscores

societal risks posed by the views propagated within the community, especially
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those regarding women. In response, various strategic and

administrative measures have been implemented. Notably, the

social media platform Reddit officially banned the largest Incel

subreddit r/incel for inciting violence against women (Hauser,

2017). The Center for Research and Evidence on Security Threats

has emphasized the community’s violent, misogynistic tendencies,

classifying its ideology as extremist (Brace, 2021). Similarly, the

Texas Department of Public Safety has labeled Incels as an

“emerging domestic terrorism threat” (Texas Department of Public

Safety, 2020).

Incels mainly congregate on online platforms. Within these

forums, discussions frequently revolve around their feelings of

inferiority compared to male individuals known as “Chads,” who

are portrayed as highly attractive and socially successful men

who seemingly effortlessly attract romantic partners. Consequently,

these forums often serve as outlets for expressing frustration

and resentment, usually related to physical attractiveness, societal

norms, and women’s perceived preferences in partner selection.

These discussions serve as an outlet for toxic ideologies and

can reinforce patterns of blame and victimization that potentially

contribute to a volatile atmosphere (Hoffman et al., 2020; O’Malley

et al., 2022).

As public attention on Incels has grown, researchers have also

begun to study the community more comprehensively, focusing on

abusive language within Incel online communities (Farrell et al.,

2019; Jaki et al., 2019), Incels as a political movement (O’Donnell

and Shor, 2022), or mental health aspects of Incel community

members (Broyd et al., 2023). Despite the widespread public

perception that links Incels predominantly with violence, several

studies found that topics discussed in Incel online communities

cover a broad range of subjects that are not necessarily violence-

related, e.g., discussions on high school and college courses and

online gaming (Mountford, 2018). Nevertheless, the prevalence of

abusive and discriminatory language in Incel forums remains a

significant concern as it perpetuates a hostile environment that

can both isolate members further and potentially escalate into

real-world actions.

This paper follows up on how violent content is presented

and evolves on incels.is, the largest Incel forum. We examine

the prevalence and changes in violent content, analyzing specific

forms of violence in individual posts and their progression over

time at the user level. Our study classifies various types of violent

content—explicit vs. implicit, and directed vs. undirected—using

both manual labeling and Large Language Models (LLMs). We also

assess the effectiveness of OpenAI’s GPT-3.5 and GPT-4 models in

annotating this content, exploring the challenges associated with

these models.

While previous studies have explored the dynamics of violence

in Incel forums broadly (cf., Farrell et al., 2019 with a focus on

misogyny), there exists a significant research gap in understanding

the specific forms of violence articulated in individual posts and

the progression of such content at the user level (see the following

paragraphs for a more detailed literature review). This distinction

is critical as it allows us to determine the extent of violent content

on the overall forum level and analyze users’ trajectories of posting

violent content in their posts, offering insights beyond the collective

forum atmosphere.

We initially perform manual labeling on a subset of the data

to establish a human baseline and ensure precise categorization

for our violence typology, e.g., explicit vs. implicit violence; see

Section 5.1. We then employ OpenAI’s GPT-3.5 and GPT-4 APIs

to classify a greater number of posts, enabling a comprehensive

annotation of our dataset. We use the human baseline to assess the

performance and ensure the accuracy of the categorization process,

and discuss different experimental setups and challenges associated

with annotating Incel posts. We then examine how the prevalence

of violent content within the forum evolves for each category on the

individual and forum levels.

2 Violent language in Incel
communities

Within computational social science (Lazer et al., 2009), a

diverse body of research has explored the multifaceted landscape

of incel posts and forums. Natural language processing techniques

have been employed to analyze the linguistic characteristics

of Incel discourse, uncovering patterns of extreme negativity,

misogyny, and self-victimization. Sentiment analysis, for instance,

has illuminated the prevalence of hostile sentiments in these

online spaces (Jaki et al., 2019; Pelzer et al., 2021), while topic

modeling has unveiled recurrent themes and narratives driving

discussions (Mountford, 2018; Baele et al., 2021; Jelodar and

Frank, 2021). Other studies have focused on broader communities

of misogynistic movements, tracking their evolution over time

(Ribeiro et al., 2021a). These studies offer invaluable insights into

the dynamics of Incel online communication and serve as a valuable

foundation for more comprehensive research to fully understand

the complexities of these communities.

Due to misogynistic and discriminating attitudes represented

in Incel forums, research focusing on violent content constitutes

the majority of academic studies related to this community. Pelzer

et al. (2021), for instance, conducted an analysis of toxic language

across three major Incel forums, employing a fine-tuned BERT

model trained on ∼20,000 samples from various hate speech and

toxic language datasets. Their research identified seven primary

targets of toxicity: women, society, incels, self-hatred, ethnicities,

forum users, and others. According to their analysis, expressions

of hatred toward women emerged as the most prevalent form of

toxic language (see Jaki et al., 2019 for a similar approach). On

a broader level, Baele et al. (2021) employed a mix of qualitative

and quantitative content analysis to explore the Incel ideology

prevalent in an online community linked to recent acts of politically

motivated violence. The authors emphasize that this particular

community occupies a unique and extreme position within the

broader misogynistic movement, featuring elements that not only

encourage self-destructive behaviors but also have the potential to

incite some members to commit targeted acts of violence against

women, romantically successful men, or other societal symbols that

represent perceived inequities.

The rise of research on the Incel community has also shifted

the spotlight on users within the “Incelverse,” driven by both

qualitative and computational approaches. Scholars have embarked

on demographic analyses, identifying prevalent characteristics,
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such as social isolation and prevailing beliefs within the Incelverse.

A recent study on user characteristics in Incel forums analyzed

users from three major Incel platforms using network analysis and

community detection to determine their primary concerns and

participation patterns. The findings suggest that users frequently

interact with content related to mental health and relationships

and show activity in other forums with hateful content (Stijelja

and Mishara, 2023). Similarly, Pelzer et al. (2021) investigated the

spread of toxic language across different incel platforms, revealing

that the engagement with toxic language is associated with different

subgroups or ideologies within the Incel communities. However,

these studies have generally focused on smaller subsets of users and

have not examined user behavior across the entirety of the incels.is

forum. This gap in research is noteworthy, especially when broader

studies indicate that content from hateful users tends to spread

more quickly and reach a larger audience than non-hateful users

(Mathew et al., 2019).

3 Categorizing violent language with
language models

Effectively approaching harmful language requires a nuanced

understanding of the diverse forms it takes online, encompassing

elements such as “abusive language,” “hate speech,” and “toxic

language,” (Nobata et al., 2016; Schmidt and Wiegand, 2017). Due

to their overlapping characteristics and varying degrees of subtlety

and intensity, distinguishing between these types of content poses

a significant challenge. In addressing this complexity, Davidson

et al. (2017) define hate speech as “language that is used to express

hatred toward a targeted group or is intended to be derogatory,

to humiliate, or to insult the members of the group.” Within

the research community, this definition is further extended to

include direct attacks against individuals or groups based on their

race, ethnicity, or sex, which may manifest as offensive and toxic

language (Salminen et al., 2020).

While hate speech has established itself as a comprehensive

category to describe harmful language online, the landscape of

hateful language phenomena spans a broad spectrum. Current

research frequently focuses on specific subfields, e.g., toxic

language, resulting in a fragmented picture marked by a diversity

of definitions (Waseem et al., 2017; Caselli et al., 2020a). What

unites these definitions is their reliance on verbal violence as a

fundamental element in characterizing various forms of harmful

language. Verbal violence, in this context, encompasses language

that is inherently aggressive, demeaning, or derogatory, with the

intent to inflict harm or perpetuate discrimination (Waseem et al.,

2017; Soral et al., 2018; Kansok-Dusche et al., 2023). Building on

this foundation, we adopt the terminology of “violent language”

as it aptly encapsulates the intrinsic aggressive and harmful nature

inherent in such expressions. To operationalize violent language,

Waseem et al. (2017) have developed an elaborate categorization of

violent language online. This categorization distinguishes between

explicit and implicit violence, as well as directed and undirected

forms of violence in online contexts. It will serve as the fundamental

concept guiding the operationalization of violent speech in this

paper (see Section 5.1). By addressing various degrees of violence,

this concept encompasses language employed to offend, threaten,

or explicitly indicate an intention to inflict emotional or physical

harm upon an individual or group.

Supervised classification algorithms have proven successful

in detecting hateful language in online posts. Transformer-based

models like HateBERT, designed to find such language, have

outperformed general BERT versions in English (Caselli et al.,

2020a). While HateBERT has proven effective in recognizing

hateful language, its adaptability to diverse datasets depends on

the compatibility of annotated phenomena. Additionally, although

these models exhibit proficiency in discovering broad patterns of

hateful language, they are limited in discerning specific layers or

categories, such as explicit or implicit forms of violence. Ultimately,

the capability of BERT-based models to identify nuanced patterns

of hateful language, including explicit and implicit forms, depends

on the dataset used for fine-tuning.

Large LanguageModels (LLMs) present a promising alternative

in scenarios where an evaluated, labeled dataset is unavailable.

Recent research has found that using LLMs, particularly OpenAI’s

GPT variants, to augment small labeled datasets with synthetic

data is effective in low-resource settings and for identifying rare

classes (Møller et al., 2023). Further, Gilardi et al. (2023) found that

GPT-3.5 outperforms crowd workers over a range of annotation

tasks, demonstrating the potential of LLMs to drastically increase

the efficiency of text classification. The efficacy of employing

GPT-3.5 for text annotation, particularly in violent language, has

been substantiated, revealing a robust accuracy of 80% compared

to crowd workers in identifying harmful language online (Li

et al., 2023b). Even in more challenging annotation tasks, like

detecting implicit hate, GPT-3.5 demonstrated a commendable

accuracy by correctly classifying up to 80% of the provided samples

(Huang et al., 2023). Specifically for identifying misogynistic

language, Morbidoni and Sarra (2023) found that GPT-3.5

outperformed supervised baselines. While these results showcase

the effectiveness of GPT-3.5 in-text annotation, there remains

room for improvement, particularly in evaluating prompts and

addressing the inherent challenges associated with establishing a

definitive ground truth in complex classification tasks like violent

language classification (Li et al., 2023b).

Although smaller, fine-tuned, discriminative language models

have shown superior performance in many cases (Abdurahman

et al., 2023; Kocoń et al., 2023; Mu et al., 2023; Rathje et al.,

2023), LLMs stand out for their adaptability across varied tasks and

their capacity to incorporate context-specific information without

additional training. Their ability to generate relevant insights

without requiring highly specialized datasets offers a distinct

advantage, bridging the gap in research contexts with limited

data resources (Huang et al., 2023; Kocoń et al., 2023; Liu et al.,

2023). Given the reduced technical complexity of making API calls

compared to training a BERT model, LLMs may further provide

enhanced accessibility for researchers across various disciplines,

making data annotation more efficient and accessible (Li et al.,

2023b).

4 Summary and study outline

The Incel community has become a subject of growing

academic interest due to its complex interplay of extreme views
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and connections to real-world violence over the last few years.

While previous research has illuminated linguistic and ideological

dimensions of violent language in online forums, a forum-wide

analysis based on different violence categories remains lacking.

By further including the user level, this study makes it possible

to distinguish between the overall evolution of violent speech

prevalence within the forum and observe how the prevalence of

violent content shifts for individual users over their active periods

in the forum. Using manual annotation in conjunction with GPT-

4 for this task offers a cost-effective and flexible approach, given

its pre-trained capabilities for understanding a wide range of

textual nuances. By classifying different categories of violent speech,

we aim to determine whether various forms of violence exhibit

differing levels of prevalence within the forum and if they evolve

differently over time. Results can be used to assess the threat of

violence in Incel forums and help tailor intervention strategies and

content moderation to the specific nature of the content, enhancing

the effectiveness of efforts to mitigate harm and promote safety

within online communities.

5 Materials and methods

Besides incels.is, platforms like looksmax.org and Incel-

focused subreddits are key communication channels for the

Incel community. After Reddit officially banned the biggest Incel

subreddit r/incel for inciting violence against women (Hauser, 2017;

Ribeiro et al., 2021b), many users migrated to alternative platforms.

With a self-proclaimed 22,000 members and over 10 million posts,1

incels.is has become the leading Incel forum, making it an essential

resource for understanding the community.

We scraped all publically available threads from incels.is,

yielding over 400k threads with more than 6.9M posts. These

were generated by 11,774 distinct users.2 The web scraping was

performed in May 2023. We collected the raw HTML responses

from the website, focusing solely on text-based content and

disregarding all non-text forms of media, primarily images, which

were present in ∼6.3% of posts. Most of the media content

was consistent with the posts, serving as supporting references.

These included memes and short clips that reinforced the points

made within the posts. Given the complexity of conducting

a multimodal analysis, especially regarding the assessment of

violence within memes, and our specific focus on directly expressed

violent language in the text, we opted not to include such

media content.

Next, we employed a three-step approach, leveraging the GPT-

3.53 and GPT-44 APIs. A low temperature of 0.1 for both GPT-

3.5 and GPT-4, which controls the randomness of the model’s

output, was chosen to ensure consistent and reliable responses

1 These numbers are extracted from the landing page and could not be

reproduced in our attempts. Out of the 22,000 users, only 11,774 appear to

have engaged by posting content.

2 This includes 890 delete users. Once a user deletes their profile, the forum

replaces all occurrences of their usernamewithDeletedUser [XXX] but retains

the now anonymous posts.

3 gpt-3.5-turbo-0301 at temperature 0.1.

4 gpt-4-1106-preview at temperature 0.1.

while maintaining the model’s creativity and flexibility (Jin et al.,

2023). Note that a temperature above zero does not equate to

non-deterministic behavior, as OpenAI now allows for seeded

randomness in their models. Following a round of manual

annotation of a random sample of 3,028 posts, we iterated prompts

and the number of posts per query (batch size) for both models

to align their classification of violent language with the human

baseline. See Section 5.2 for more detail on the content of each

prompt and their iterations. Finally, we used the best-performing

prompt to classify an additional 45,611 posts, which we then

analyzed for temporal patterns.5

5.1 Categories of violence

For categorizing different types of violent language, we used

a slightly adapted version of Waseem et al. (2017)’s typology

of abusive language. To bridge the challenges of navigating

through the variety of definitions of hate speech, Waseem

et al. (2017) have identified mutual characteristics that combine

previous classifications of harmful content. This makes their

typology a valid reference point when classifying violent language

in online forums. This concept encompasses expressions that

offend, threaten, or insult specific individuals or groups based

on attributes such as race, ethnicity, or gender. It extends

to language indicating potential physical or emotional harm

directed at these individuals or groups. Additionally, differentiating

between different types of violence (explicit vs. implicit and

general vs. directed) helps gain a more nuanced picture of how

violence manifests online. Following this classification scheme,

we distinguish violent posts between explicitly and implicitly

violent, as well as between directed, undirected/general, and self-

directed violence. Each post is assigned an explicit/implicit and a

directed/undirected/self-directed label. Table 1 provides examples

for each category.

In the context of this classification framework, explicit violent

language is a very straightforward and usually directly recognizable

form of violence, e.g., racist or homophobic threats. While such

language can vary in context, its harmful intent is generally

unambiguous. Implicit violent language is subtler and more

challenging to detect. It may involve ambiguous terms or sarcasm

and lacks prominent hateful words, making it difficult for human

annotators and machine learning algorithms to identify (cf., Caselli

et al., 2020b for a similar distinction between explicit and implicit

hate speech). On the second dimension, directed violent language

refers to posts that target a specific individual, either within

the forum or outside. General violent language, on the other

hand, addresses a group of individuals. In the Incel context,

for example, this type of language is often addressed toward

women or a specific ethnic group. In our analysis, we focused

solely on analyzing the textual content of posts without further

differentiating between violent language targeted at particular

genders or forum members.

5 Our final dataset, which includes 48,639 annotated Incel posts, as well as

the code to replicate our findings, can be accessed at https://osf.io/ugtz8/.
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TABLE 1 Classification examples for each category.

Category Example

Non-violent Pleasure has become my main purpose of getting new hobbies, music mainly is maintaining me with life

Explicit, directed I hope the whore gets raped then she can press actual sexual assault charges

Explicit, general Cliquey, superficial western women deserve the rope, along with the Jews that made them this way

Explicit, self-directed I’m so ugly I should be killed

Implicit, directed He looks like he just got back from Auschwitz

Implicit, general If only women weren’t like this. But females love brutality, power, and domination, so in the end they get what they deserve

Implicit, self-directed The world would be better off without men like me

5.2 Augmented classification

Based on this classification scheme, two human annotators

independently labeled a subsample of 3,028 posts. Annotation was

performed by one of the authors of this study (Human A) and a

research assistant familiar with the field of research (Human B),

both being female. They were supported by an annotation manual

providing definitions and examples for each violence category,

as they are presented in Section 5.1 (general description) and

Table 1 (classification examples). The annotators were tasked with

reviewing each comment and categorizing it accordingly. They had

the option to label comments as unclear. Those comments were

subsequently excluded from the baseline sample. Additionally, the

research assistant could discuss any open questions or ambiguous

comments with the rest of the research team for clarification. By

involving multiple annotators to establish a human baseline, we

ensure a robust assessment of inter-coder consistency, enabling

reliable comparisons with the models’ annotations. We report

Cohen’s Kappa (κ) (Cohen, 1968) for intercoder reliability, as it

accounts for chance agreement and adjusts for imbalanced data

distributions. We also report weighted and macro F1 scores to

assess the performance of the classification against the human

baseline. The weighted F1 score differentiates between ground truth

and predicted labels, making it a suitable metric for comparing

the performance of the models against the human annotators. The

macro F1 score, on the other hand, is an appropriate metric for

inspecting the performance regarding underrepresented classes,

as it computes the F1 score for each class individually and then

takes the average of those scores. We used the manually annotated

sample of 3,028 posts to evaluate the performance of different query

prompts and batch sizes for both GPT-3.5 and GPT-4.

We started with a basic prompt employing role-prompting, a

fundamental method in prompt engineering. Assigning the model

a specific role, such as an expert, has been proven to be particularly

effective in guiding the model’s responses (Chen et al., 2023). In

our prompts, we assigned the model the role of a “moderator

of an online forum, aiming to moderate abusive and hateful

language.” The initial prompt only included information on our

classification scheme, i.e., the categories of violence. Following best

practices in prompt engineering (Chen et al., 2023; Liu et al., 2023;

Hu et al., 2024), we successively added additional information

and instructions to the prompt. Mu et al. (2023) demonstrated

that enhancing GPT-3.5 prompts with task and label descriptions

notably boosts its performance. In our case, including contextual

information, specifically about the posts originating from an Incel

forum, significantly improved the model’s performance. To further

improve the prompt, we kept looking at posts where the model’s

classification differed from the manual annotation and tried to find

patterns in the misclassifications. Further, we used a form of self-

instruction, presenting those misclassifications to the model itself

and asking it for advice on improving the prompt. Finally, we

included instructions to explain the reasoning behind the decision

in the prompt, usually in the form of the most important words.

The model must produce these hints before generating the label to

ensure the model focuses on the right parts of the text and avoids

post-hoc rationalization. The instruction to provide reasons is part

of all final queries, which we provide in our OSF repository created

for this study (see above).

GPT-3.5 allows for a maximum of 4k tokens for input and

output, which can contain multiple messages with different roles,

such as system and user messages. The LLM treats the system

message as the central reference point for its behavior, while

the user message is part of the ongoing conversation. Hence,

we provide the task description and classification scheme in

the system message and post them in the user message. GPT-

4 has a context window of 128k tokens. Batching multiple posts

into a single classification request made the speed and cost of

the classification process manageable. Otherwise, reiterating the

same system prompt for each post would substantially inflate the

required number of tokens. We experimented with different batch

sizes, ranging from 10 to 200 posts per batch.

In practice, each classification batch looked like

[System Message]

<Prompt>

The posts are:

followed by the batch of posts

[User Message]

Post 1: <Post 1>

Post 2: <Post 2>

...

GPT-46 introduces a novel JSON output mode, enabling the

model to generate outputs in a JSON object format instead of

6 Since we conducted this study, OpenAI has also released a version of

GPT-3.5, which supports guaranteed JSON outputs.
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FIGURE 1

An exemplary timeline of user activity, ticks indicate posts. The user is 1-day-inactive once, while they are 8-h-inactive twice (blue). After being

inactive for a given period, we observe the user’s behavior for the same length of time (red).

plain text. The prompt must specify JSON schema. Our findings

indicate that this mode does not alter the model’s performance

but significantly simplifies parsing its outputs. We used this mode

for all our final classifications. Regarding data preprocessing, we

limited our intervention to consolidating multiple new lines into

one line. We found the model could handle the posts’ raw text very

well. Notably, it did not miss or confuse any post at any time. After

iterating over the queries, we chose the one that performed best

against the human baseline to annotate another 45,611 posts.

5.3 Time-based patterns of violent user
posts

Figure 1 illustrates our method for distinguishing between

active and inactive periods for individual users. We classify users as

inactive if they have not made a post for at least T (e.g., 1 h, 1 day).

Upon their return, we observe their behavior for the same duration,

T, which we term a session. Posts can belong to multiple sessions

since being inactive for 1 day inherently includes being inactive

for 1 h, but not vice versa. This approach enables us to analyze

the impact of inactivity on the prevalence of violent language in

posts. To detect activity, we consider all posts, including unlabeled

ones. As we cannot access viewing behavior, we need to limit our

analysis of user activity to posting behavior.We repeat the following

procedure for session lengths T of 1 h, 6 h, 12 h, 1 day, 1 week, 2

weeks, 30 days, and 180 days. The choice of these timespans allows

us to capture the short-term, medium-term, and long-term effects

of inactivity on the prevalence of violent language in posts. Due to

small sample sizes, we do not report results for T ≥ 365 days.

For each session length, we aggregate all annotated posts by

their relative time since the user’s first post of the session. We then

divide the data into 12 equally sized bins and calculate the share

of each category in each bin. To identify statistically significant

trends in the prevalence of violent language, we conduct a χ2 trend

test on the resulting multinomial distribution over time for each

timespan. The null hypothesis assumes no variation in the usage of

violent language over time, and significance is evaluated against this

assumption. To account for multiple testing, we apply Bonferroni

correction, dividing the significance level by the number of tests

performed (10 in our case). Significance levels are reported as p̂ <

0.05, ∗∗ indicating p̂ < 0.01, and ∗∗∗ indicating p̂ < 0.001 for the

corrected significance levels p̂ of the χ2 trend tests.

To describe the trend direction, if any, we perform an ordinary

least squares linear regression for each timespan, using the share of

violent posts as the dependent variable and the time since the user’s

first post of the session as the independent variable. If inactivity

reduces the prevalence of violent language, we would expect a

statistically significant trend and a positive coefficient, indicating an

increase in violent posts following a period of inactivity. Although

the data suggests a multi-level model with random effects for users,

with an average of four annotated posts per user, it is too sparse

to estimate such a model reliably. Therefore, we rely on linear

regression results instead.

6 Results

6.1 Performance of automated
classification

Table 2 shows the pairwise Cohen’s Kappa and weighted/macro

F1 scores of all relevant annotation methods. Human A and B

indicate the two human annotators, while GPT-3.5 presents the

best-performing GPT-3.5 query and batch-size combination. GPT-

4/X showcases the performance of GPT-4 with batch-size X for

the best-performing query, each. Since the instruction to provide

reasons for the models’ decisions improved the results, it is part of

all final queries.

GPT-3.5 is outperformed by GPT-4 in all metrics when

comparing its labels against both human annotators. The rest of

the analysis hence focuses on the performance of the different GPT-

4 variants. The inter-annotator agreement between Human A and

Human B, as measured by Cohen’s Kappa (κ), is 0.69, indicating

a substantial level of agreement. Their weighted and macro F1

scores of 0.85 and 0.77, respectively, illustrate apt performance

with distinct yet varying levels of precision and recall in their

annotations. Overall, HumanA is less likely to label a post as violent

than Human B, with 66% of posts labeled as violent by Human A,

compared to 75% by Human B.

The analysis of different batch sizes reveals notable variations

in the performance of GPT-4. Batch size 20 shows the highest

agreement with Human A, as evidenced by its superior

performance metrics. Conversely, batch size 100 aligns more

closely with Human B, particularly regarding κ and weighted F1

scores. For the macro F1 score, batch size 50 exhibits the best

alignment with Human B. The achieved Kappa values of 0.54

against Human A and 0.62 against Human B indicate moderate to
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TABLE 2 Cohen’s Kappa/weighted F1-score/macro F1-score.

Human A Human B GPT3.5 GPT4/10 GPT4/20 GPT4/50 GPT4/100 GPT4/200

Human A – 0.69/0.85/0.77 0.40/0.70/0.52 0.53/0.74/0.63 0.54/0.76/0.63 0.52/0.74/0.62 0.52/0.75/0.60 0.36/0.71/0.49

Human B 0.69/0.87/0.77 – 0.39/0.75/0.54 0.58/0.79/0.67 0.55/0.79/0.65 0.61/0.83/0.67 0.62/0.84/0.67 0.40/0.77/0.52

GPT3.5 0.40/0.67/0.52 0.39/0.68/0.54 – 0.54/0.75/0.62 0.49/0.72/0.59 0.49/0.71/0.59 0.47/0.70/0.56 0.37/0.67/0.48

GPT4/10 0.53/0.73/0.63 0.58/0.76/0.67 0.54/0.74/0.62 – 0.75/0.86/0.78 0.60/0.77/0.67 0.58/0.76/0.66 0.46/0.68/0.55

GPT4/20 0.54/0.75/0.63 0.55/0.77/0.65 0.49/0.74/0.59 0.75/0.87/0.78 – 0.69/0.83/0.74 0.65/0.81/0.71 0.44/0.71/0.51

GPT4/50 0.52/0.77/0.62 0.61/0.82/0.67 0.49/0.76/0.59 0.60/0.80/0.67 0.69/0.85/0.74 – 0.72/0.87/0.72 0.47/0.75/0.55

GPT4/100 0.52/0.78/0.60 0.62/0.84/0.67 0.47/0.77/0.56 0.58/0.80/0.66 0.65/0.84/0.71 0.72/0.88/0.72 – 0.51/0.80/0.59

GPT4/200 0.36/0.77/0.49 0.40/0.81/0.52 0.37/0.79/0.48 0.46/0.79/0.55 0.44/0.80/0.51 0.47/0.82/0.55 0.51/0.83/0.59 –

Bold numbers indicate the best performance per row, excluding humans. For the F1-scores, left indicates the ground truth, while top indicates predictions.

substantial agreement. They are similar to scores observed in other

studies with comparable tasks (e.g., Haddad et al., 2019, although

the authors achieved a higher agreement in one of three pairs

of annotators). Macro and weighted F1 scores of 0.63 and 0.76

against Human A and 0.67 and 0.84 against Human B, respectively,

indicate a high level of precision and recall in the classification of

all three categories. Our weighted F1 scores of ∼ 0.8 align with

those reported by other studies on the detection of violent language

with GPT-3.5and GPT-4 (Huang et al., 2023; Li et al., 2023b).

Very similar results hold for directed, undirected, and self-directed

violence, which we do not report here for brevity.

Table 3 elucidates the overall label distribution across varying

batch sizes, in which we observe a statistically significant shift.

With increasing batch sizes, there is a discernible trend of fewer

posts being classified as explicitly or implicitly violent and more as

non-violent. This trend is more pronounced in the classification of

implicit violence. Using a batch size of 10, 14% of all posts were

labeled as implicitly violent. At batch size 200, this drops by 84%–

2% of the total posts. The share of posts labeled as explicitly violent

only decreases by 43% from 28 to 16%.

The label distribution generated at batch size 50 most closely

aligns with the average distribution generated by the human

annotators, suggesting an optimal batch size for achieving a

human-like understanding of content classification. We further

investigated the correlation between a post’s position in a batch

and its likelihood of being labeled violent. Posts positioned later

in the batch were less frequently tagged as violent for larger batch

sizes. This trend was consistent across different batch sizes but

did not reach statistical significance. Due to the high level of

agreement with humans A and B and the match in the overall class

distribution, we used the labels generated by GPT-4 with batch size

50 for the remainder of our analysis.

6.2 Time-based patterns of violent user
posts

Our results show that posts containing violent language,

whether explicit or implicit, constitute 21.91% of all posts. 18.12%

of posts contain explicit violent language, while implicit violent

language accounts for 3.79% of forum posts. This leaves 78.09%

of forum posts non-violent. The user analysis reveals a wide range

of engagement levels. While an average of 586 posts per user

appears substantial, a median of 24 posts per user indicates a

very skewed distribution. About 10% of users maintained forum

activity for at least 2.5 years at the time of scraping, highlighting

their sustained engagement. Approximately 23.8% of forum users

contributed only one post, underscoring the presence of occasional

contributors within the platform’s user community, while the

10% most active users have posted at least 1, 152 times. These

findings underscore the diverse spectrum of user activity within the

platform, ranging from highly engaged, long-term participants to

sporadic contributors with limited involvement.

Figures 2A–H illustrates the temporal evolution of violent

language in posts, with different time intervals as predictors for the

prevalence of each violence category. Significance refers to the χ2

tests for trends in proportions for each time interval. Regression

lines are added to illustrate the overall trend. Our results indicate

that within the 5 years since the forum’s creation and our data

collection (Figure 2A), violent language has been slightly increasing

overall on a statistically significant level (β = 0.006 for explicit

violence and β = 0.0005 for implicit violence). Plotting violence

against time since the first post (Figure 2B), this trend is not

reproduced. We find that the share of violent content remains

relatively stable (β = 0.0004 for implicit violent language), with

no significant changes over multiple years.

Figures 2C–J explore the impact of temporary inactivity on

the prevalence of violent language. Each figure follows users for a

period T, as indicated in the subfigures. The tracking takes place

after these specific users have remained inactive for at least the

same designated period. While we compute inactivity on the entire

dataset, the plots only show annotated posts. From these figures,

we observe varying results. We do not observe any statistically

significant change in violent language for the 1-day (Figure 2F) and

180-day (Figure 2J) intervals. Within all other intervals, however,

we observe a slight but significant increase in violent language

overall, accompanied by a decrease in non-violent language. This

trend is most prominent for the 2-week interval (Figure 2H) (β =

0.01 for explicit violence) and least pronounced for the 12-h

window (Figure 2E) (β = 0.004 for explicit violence).

Figure 3 showcases the same analysis for the different categories

of directedness. Since they do not contain any statistically relevant

results, indicating that no substantial change in directed, general,

or self-directed violence can be observed within the examined time
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TABLE 3 Class distribution for di�erent batch sizes s.

s = 10 s = 20 s = 50 s = 100 s = 200 H-∅

Non-Violent 0.58 (1.00) 0.62 (1.07) 0.70 (1.20) 0.72 (1.24) 0.82 (1.41) 0.70 (1.21)

Explicit 0.28 (1.00) 0.26 (0.96) 0.21 (0.78) 0.22 (0.80) 0.16 (0.57) 0.22 (0.81)

Implicit 0.14 (1.00) 0.12 (0.81) 0.09 (0.61) 0.06 (0.41) 0.02 (0.16) 0.07 (0.52)

A B

C D

E F

G H

I J

FIGURE 2

Evolution of the share of violent posts within the forum (non-violent vs. explicitly violent vs. implicitly violent). Each subfigure presents the results of

separate trend tests for each time span, with the share of posts as the dependent variable and the elapsed time as the independent variable. Asterisks

indicate the corrected level of significance (∗∗∗p < 0.001). Linear regressions, represented by dashed lines, illustrate the overall trend. (A) Since Forum

Creation∗∗∗. (B) Since First Post. (C) One hour***. (D) Six hours∗∗∗. (E) 12 hours∗∗∗. (F) One day. (G) One week∗∗∗. (H) Two week∗∗∗. (I) 30 days∗∗∗. (J)

180 days.
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A B

FIGURE 3

Evolution of the share of Violent Posts within the Forum (Directedness). Each subfigure presents the results of separate trend tests for each time

span, with the share of posts as the dependent variable and the elapsed time as the independent variable. Asterisks indicate the corrected level of

significance (∗∗∗p < 0.001). Linear regressions, represented by dashed lines, illustrate the overall trend. (A) Since Forum Creation∗∗∗. (B) Since First

Post.

frames. Figure 3A reveals that the share of directed (i.e., targeted)

violence increases significantly over time within the overall forum

(β = 0.004). This is accompanied by a decrease in non-directed

(general) violence (β = −0.004). Only considering aggregated

user behavior for the time since the first post (Figure 3B), this

trend appears reversed, with a slight decrease in directed violent

language and an increase in general violent language. These

changes, however, are not statistically significant. In this particular

case, we also observe more variability in the share of violent content

over time, making it harder to detect a pronounced trend. The share

of self-harm content remains stable over time for both the forum

and individual users (both β = 0.001).

6.3 GPT cost and speed

For the scope of this study, we spend a total of ∼ $66 for

OpenAI’s APIs, including many iterations over all the human-

annotated posts and the additionally annotated posts. Overall, we

estimate GPT-3.5 and GPT-4 annotated∼ 120,000 posts, including

prompt iteration and batch-size experiments, which amounts to

∼ $0.0005 per annotated post.

A key component of keeping the cost low is proper input

batching. Our prompts are around 500 tokens long, whereas the

average post is around 50 tokens long. Naively sending each post

individually would have cost 550T × $0.01
1,000T = $0.0055 per post,

or ∼ $260 for the final set of 45,611 annotated posts. Increasing

the batch-size to 50 yields a cost per batch of 3, 000T × $0.01
1,000T =

$0.03, or $20 for the final set of 45,611 annotated posts. GPT-3.5 is

significantly cheaper.

The average time for GPT-4 to annotate a single post was 1

s at batch size 50. The total time for GPT-4 to annotate 120,000

posts was ∼ 33 h. At the time of writing, OpenAI employs

strong rate limiting on their APIs, preventing us from speeding

up the process by running multiple instances in parallel, rendering

time constraints the more limiting factor than cost. On multiple

occasions, we experienced significant slow-downs in the APIs’

response time, which are confirmed by OpenAI.7 Moving our long-

running jobs to the early Europeanmorning significantly improved

the experience of working with the API.

7 Discussion

Our findings reveal that 21.91% of all posts feature violent

language, either explicit or implicit. We detect a subtle but

statistically significant increase in overall violence on incels.is

within the forum. The same trend is found to be more pronounced

in user activity for particular time intervals, particularly in user

engagement within the 2-week period. Additionally, directed

violence increases over time, while self-harm consistently remains

very low within the forum. This shift implies a change in the

type of aggression within the community, where users resort

to more targeted hostility. While these trends are very subtle,

they could be explained by evolving community norms, which

becomemore tolerant toward specific forms of violent content over

time, user familiarity, or moderation effects (Gibson, 2019). Our

observations align with findings from other research indicating

an increase of misogynistic content and violent attitudes within

Incel communities (Farrell et al., 2019) and a general rise in hate

speech across various online spaces (Laub, 2019; Zannettou et al.,

2020; Peters, 2022). With 21.91% of the posts exhibiting violent

language, it is crucial to recognize the substantial presence of

violence within these forums, emphasizing the imperative to closely

monitor such platforms and contemplate legislative actions, such

as implementing stricter regulations on online hate speech and

harassment.

7 https://status.openai.com
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7.1 Classifying violent language with GPT

Our study indicates that LLMs can produce a sensible starting

point for the zero- and few-shot classification of violent content,

providing a solid foundation for further analyses. Instructing

the model to identify keywords that underpin its decisions has

been particularly helpful, improving its accuracy and providing

a valuable reference point for a more informed comparison with

human evaluators. This strategy offered a transparent framework

for comprehending the model’s logic, serving as a neutral

benchmark for evaluating its decision-making process. However,

its performance was not assessed against a standardized corpus.

Other models, such as HateBERT (Caselli et al., 2020a), may

perform better on datasets they are fine-tuned on. Despite this,

it’s important to recognize that models specialized in hate speech,

includingHateBERT, face difficulties in accurately classifying varied

forms of violent content (Poletto et al., 2021; Yin and Zubiaga,

2021). Additionally, these models may not be explicitly designed

to differentiate within distinct categories of violent language,

introducing an additional layer of complexity to the classification

process. Given the subtle increase in the context of a wider rise

in online violent language and the large size of our dataset, which

might lead to artificial effects, we must interpret these trends

with caution.

The difficulty in detecting certain kinds of violent language

differs significantly between categories. While explicit acts of

violence, such as physical assault or overt verbal abuse, may be

easier to detect through keywords or contextual cues, implicit

violence often manifests in more nuanced ways that are hard even

for humans to identify (Strathern and Pfeffer, 2023). These include

coded language that carries a threatening subtext. For instance,

users often refer to Elliot Rodger, who committed an Incel-related

attack in 2014, stating posts like “Just go ER.” Also, Incel-specific

language is frequently inherently derogative toward women, calling

them foids, short for feminine humanoids, and uses racist slang,

e.g., Currycel for an Indian Incel. Herein lies an apparent strength

of LLMs, which proved to be very effective at finding and classifying

these Incel-specific terms. Having been trained on large parts of

the internet, it is very probable that the model has encountered

these terms before and learned to associate them with violence.

Although misclassifications may have occurred, particularly given

the challenges inherent in detecting violence of this nature, their

potential impact on our work is expected to be minimal. This

is because our primary emphasis is on analyzing broad trends

within the platform, which means that occasional inaccuracies in

classification do not impact our analysis substantially.

While the change in sensitivity for different batch sizes might

seem discerning at first, it also serves as a tuneable hyperparameter.

We found that manipulating the model’s overall sensitivity by

altering the query instead of sensitivity toward a specific class is

challenging during query optimization. The batch size allows us

to adjust the sensitivity to match the overall label distribution of

the human annotators. It is worth noting that this adjustment

substantially impacts the model’s speed and cost, as discussed in

Section 6.3. While other authors find similar behavior, e.g., Li

et al. (2023a), we did not find research primarily focusing on

this particular aspect of prompt engineering and believe a more

thorough investigation could be beneficial.

The substantial agreement between GPT-4 and human

annotators, alongside its accessibility and cost-effectiveness,

make GPT-4 a viable alternative to traditional embedding-based

classification models. Our human annotator agreement scores are

comparable to those reported in prior research (Haddad et al.,

2019), underscoring the challenge of attaining a Cohen’s Kappa

score above 0.8. Still, our agreement might be influenced by

methodological limitations within the annotation process. The

study relied on just two annotators, potentially skewing the analysis

due to the subjective nature of detecting violent content, especially

regarding more complex categories. This limitation, though

resulting from practical constraints, points to an opportunity for

improvement. Expanding to a broader and more diverse pool of

annotators could mitigate interpretation variances and enhance

classification reliability, possibly employing majority voting to

achieve more balanced and unbiased results.

This study emphasizes the effectiveness of leveraging LLMs,

specifically GPT-4, as annotators in intricate classification tasks,

especially in identifying different types of violent content in

online communities—an inherently challenging task for human

annotators. By providing reasons for its classification, GPT-4

can drastically streamline situations where human annotators are

uncertain. While our results provide a baseline, further research is

needed to evaluate the performance of GPT-4 compared to other

hate-speech-focused models. Moreover, employing LLMs, such as

GPT-4, to augment the annotated sample offers distinct advantages,

as it spares human annotators from the potential emotional distress

of reading content containing violence against specific individuals

or groups.

7.2 Violence trends within the Incel
community

The results of our study align with previous research focused

on radicalization within the Incel community. As noted by Habib

et al. (2022), users who become part of online Incel communities

exhibit a 24% increase in submitting toxic content online and a

19% increase in the use of angry language. The authors conclude

that Incel communities have evolved into platforms that emphasize

expressing anger and hatred, particularly toward women. In the

context of online discussions on conspiracy theories, Phadke et al.

(2022) modeled various radicalization phases for Reddit users,

identifying different stages in radicalization that could also be

applied to the Incel context in future studies.

The analyses for the 1-day (Figure 2F) and the 180-day interval

(Figure 2J), as well as the period that captures the overall time since

the first post on an aggregated user level (Figure 2B), do not show

any statistically significant changes over time. Particularly for the

longer time intervals capturing more than a month, the forum’s

overall increase in violent language can thus not be reproduced.

However, for shorter time periods of less than amonth (e.g., 1 h, 6 h,

12 h, 1 week, and 2 weeks), the increase is significant, indicating that

violent language tends to spike over shorter intervals. While the

1-day interval might initially appear as an anomaly, the deviation

could result from chance or other factors not accounted for in

the current analysis. Therefore, it might be valuable to validate
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these findings with additional data to determine the reliability

of this particular observation. Future research could also benefit

from advanced time-series analyses to uncover deeper insights into

specific trends or events within the forum.

Our findings highlight the complex relationship between user

engagement duration and violent content generation. Further

research may be needed to explore the underlying motivations

and dynamics driving these temporal patterns in online Incel

discussions. Exploring broader time-related factors, including

the potential impact of COVID-19-related dynamics on online

behavior—especially relevant as the pandemic overlaps with

our analysis of posts from the past 5 years—holds significant

importance. This consideration stems from previous studies

suggesting that the pandemic contributed to shifts in behavioral

patterns, leading to increased radicalization across various online

forums, including those associated with Incel communities (Davies

et al., 2021). Additional (computational) studies and in-person

surveys with community members could provide deeper insights

and guide interventions to foster more positive interactions within

the forum.

Additionally, individual beliefs and attitudes of users, including

their affiliation with specific subgroups within the Incel community

that vary in extremism, could correlate with observed trends. It is

plausible that belonging to a particular ideological subgroup may

influence how members express violent content. These ideologies

may affect the time spent online, the duration of active online

engagement, and the posting frequency, making them relevant

factors to consider in this context. It might be fruitful to examine

whether the observed trends are more pronounced among specific

subgroups within the community or whether they are evenly

distributed over the user population. Although our results are too

subtle to account for an actual pattern of radicalization, it might

also be interesting to build upon these results and dive more deeply

into the content of violent posts within specific time windows to see

if phases of escalation can be identified.

Understanding the driving factors behind the increase in

violent speech is essential to address andmitigate overall aggression

levels within the forum. Investigating whether this generalized

violence specifically targets certain groups, such as women or non-

Incel men, could provide valuable insights into the dynamics of

hostility within the community (Pelzer et al., 2021). In light of

these findings, refining our analytical framework could enhance the

precision of our results. Although Waseem et al. (2017)’s typology

offers a solid starting point, an Incel-specific framework, such

as the one proposed by Pelzer et al. (2021), which categorizes

posts based on their targets—ranging from women and society to

Incels themselves and ethnic groups—might yield more nuanced

insights. Future research should consider these distinctions to

better understand the variability in the direction of violent content.

This is particularly pertinent given the observation that a significant

portion of violent posts targets not only women but also “Chads,”

“normies,” and society at large, suggesting a broad spectrum of

animosity that extends beyond a single focal group.

In summary, our investigation into the evolution of violent

speech within Incels forums and the intricate dynamics of

ideology-driven aggression underscores the complexity of online

radicalization. While we offer an overview of the evolution of

specific subcategories of violence, the significance of temporal

factors, ideological underpinnings, and community-specific

behaviors in the online violence landscape necessitates further

research. Our analysis has been limited to textual data, yet

incorporating other forms of data, such as memes and short videos,

through a multimodal analysis could enhance our insights (Gomez

et al., 2020; Kiela et al., 2020; Bhandari et al., 2023; Chhabra and

Vishwakarma, 2023). Despite the technical challenges associated

with image recognition and determining the level of violence in

these media, a multimodal approach in future research promises a

more comprehensive understanding of the factors driving violent

speech in digital communities.
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