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The silicon service spectrum:
warmth and competence explain
people’s preferences for AI
assistants

Ivan Hernandez* and Amal Chekili

Department of Psychology, Virginia Tech, Blacksburg, VA, United States

Introduction: The past year has seen the rise of many variants of large

language model chatbots that all attempt to carry out verbal tasks requested

by users. These chatbots perform various collaborative tasks, such as

brainstorming, question and answering, summarization, and holding other forms

of conversations, embedding themwithin our daily society. As these AI assistants

become increasingly integrated into societal structures, understanding people’s

perceptions toward them o�ers insights into how to better facilitate that

integration, and how di�erent our current understanding of human-human

interactions parallels human-AI interactions. This project explores people’s

preferences toward responses generated by various chatbots.

Methods: Leveraging a comprehensive dataset composed of thousands of

pairwise comparisons of responses from 17 popular chatbots, we applied

multidimensional scaling (MDS) and property fitting (PROFIT) methodologies to

uncover the dimensionality of why some models are similarly or dissimilarly

preferred on average by people.

Results: In line with previous research on universal dimensions of social

cognition, interactions with chatbots are predominantly perceived along two

dimensions: warmth and competence. Also similar to social cognition applied

to humans, the dimensions displayed a curvilinear trend where the highest levels

of default warmth are found in models with moderate levels of competence.

Models at extremely high and extremely low levels of competence tended to

have lower levels of default warmth.

Discussion: This research advances our understanding of the interface between

technology and social psychology. As chatbots and AI become increasingly

prevalent within societal interactions, we see that many of the same principles

found in perceptions between humans can also apply to AI.

KEYWORDS

chatbot, warmth, competence, multidimensional scaling, artificial intelligence, natural

language processing

Introduction

Recently, society has been introduced to a new type of digital assistant—the large

language model (LLM)-based chatbot. These advanced computational agents perform a

wide array of interpersonal lexical tasks, ranging from resolving inquiries to generating

creative content (McCann et al., 2018; Hendrycks et al., 2020). As the integration of

chatbotsinto societal structures becomes more prevalent, how humans perceive them

and what attributes are seen as desirable becomes an area of critical research in social

psychology. The current study seeks to comprehend the underlying characteristics of

human perceptions of these digital entities. Using multidimensional scaling, this study
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investigates human perception in a novel social domain of

increasing societal relevance, and highlights the overlap between

current models of social cognition and the expectations placed on

these digital agents.

Artificial intelligence digital assistants

Chatbots display human psychological
characteristics

LLM based digital assistants, or AI chatbots, are computational

entities powered by neural network algorithms that can

understand, learn from, and respond to human language

(Radford et al., 2019). Chatbotsare inherently social, engaging in

dyadic communication exchanges with humans, similar to social

interactions we typically attribute to human-human dialogues.

Chatbots are often compared to humans in terms of their ability

to perform complex cognitive tasks. The GPT-4 technical report

(Achiam et al., 2023) demonstrates that these models can answer

questions at the 90th percentile on the bar exam, the 88th

percentile on the LSAT, the 99th percentile on the GRE verbal, and

the 80th percentile on the GRE quantitative sections. Therefore,

they are capable of integrating within society, assisting even in

expert domains.

In addition to having human-like abilities in intellectual

domains, these models can answer questions in substitutable ways

to other humans. Binz and Schulz (2023) highlight that GPT-3

performs well in cognitive psychology experiments. Terwiesch and

Meincke (2023) demonstrate that LLMs, such as BERT5, GPT-

3.5, and GPT-4, successfully reproduce human moral judgments.

Researchers have shown that GPT-3 can engage in interactive

economic games, responding similarly to humans (Horton, 2023).

Moreover, studies suggest that GPT-4 exhibits traits associated

with artificial general intelligence, approximating human-like

“understanding” of beliefs, emotions, and intentions (Bubeck et al.,

2023).

Because chatbots not only mimic human actions but also

behavior with their own psychological tendencies, Li et al. (2022)

demonstrated GPT-3′s personality was investigated using scales

of narcissism, psychopathy, Machiavellianism, and the Big Five

inventory. Additionally, chatbots exhibit perceptions (Dillion

et al., 2023), biases (Schramowski et al., 2022), and attributes

(Yue et al., 2023) of their own. The capacity to interact and

be conferred perceptions by other humans means that they

represent a new population of interest to social psychology. The

investigation of how humans perceive, respond to, and interact

with these AI chatbots can provide valuable insights into human

cognition, attitudes, and behaviors in this technologically mediated

social context.

Individual di�erences between chatbots
The way a chatbot interacts with others depends on a variety of

factors, including the chatbot’s training data, model size, and input

prompt length capacity. The training data, spans from specialized

domain data to extensive language samples. Model size can vary

from 1 billion parameters to more than 1 trillion parameters. The

context length can allow the model to only attend to the first

1,000 words up to 32,000 words and beyond. These parameters

thereby affect the chatbots’ capacity to handle complex linguistic

patterns and the nature of their response, differentiating the digital

assistants. Variations in these elements yield heterogeneity in the

output of different AI digital assistants, similar to individual

differences in human dialogues. This heterogeneity suggests that

people do not see all AI assistants equally, just as they favor

certain individuals over others. Past research has highlighted

how embodied agents, such as robots, are attributed different

perceptions based on their physical appearance (Gray andWegner,

2012). Similarly, for linguistic/social properties, a wide variety of AI

digital assistants exist, each unique in its training data and model

size, which in turn affect their social characteristics.

Understanding people’s varying preferences toward different

chatbots can offer insights that can inform the refinement of

AI systems. By identifying user preferences, we can optimize

AI systems to better align with human expectations, thereby

improving the quality and effectiveness of human-AI interactions.

Further, people’s social cognition toward chatbots may be similar

to their perceptions toward other humans, allowing prior work

in social psychology to generalize to new frontiers in society.

Therefore, the current work seeks to examine people’s preferences

and perceptions toward chatbots, in ways that align with how

dimensions of perceptions toward others are examined.

Measuring preferences of others

Perceptions toward others often form below the threshold

of our conscious awareness. These perceptions, which guide our

attitudes and behaviors toward a variety of targets, can sometimes

be elusive to the individuals themselves. Despite the manifestation

of preferences in their choices and actions, the root causes that

shape these preferences remain obscured. This unconscious aspect

of preference formation poses a challenge to our understanding of

the dynamics underlying such affinities, hindering our ability to

accurately predict or influence these preferences.

Adding to this challenge is the phenomenon of confabulation,

well-documented in psychological research (Nisbett and Wilson,

1977). When individuals are prompted to explain their preferences,

they frequently generate post-hoc rationalizations that seem

logically sound on the surface (Johansson et al., 2006). However,

these explanations may not truly reflect the unconscious drivers of

their choices. Instead, they are often constructed narratives that fit

the context and provide a reasonable account of their preferences.

This propensity to fabricate plausible yet potentially inaccurate

explanations complicates the task of deciphering the real reasons

behind stated preferences and may lead us toward misleading

conclusions. Given the difficulty respondents have in identifying

their true motivations, accurately discerning human preferences

becomes a challenging task.

Multidimensional scaling to measure
preferences

To inductively determine the dimensions underlying an

individual’s preferences, MDS can both visualize the relative

Frontiers in Social Psychology 02 frontiersin.org

https://doi.org/10.3389/frsps.2024.1396533
https://www.frontiersin.org/journals/social-psychology
https://www.frontiersin.org


Hernandez and Chekili 10.3389/frsps.2024.1396533

similarity between options, and also map the potential reasons why

some options are perceived similarly (Kruskal and Wish, 1978;

Carroll and Arabie, 1998). Instead of reducing perceptions to a

single dimension, MDS enables the examination of a spectrum of

dimensions that individuals might unconsciously consider when

expressing their preferences. MDS functions by positioning objects

in a multi-dimensional space such that the distances between the

objects represent their relative similarities or dissimilarities. In

the context of preference studies, this can help illustrate which

aspects or attributes of a target are most salient or influential

in determining the preference for that target. Through the lens

of MDS, the nuances of preference structures become apparent,

offering a richer understanding of the dynamics at play. This

technique moves the understanding of preferences from a linear

perspective to a holistic, multidimensional one.

Psychology researchers have used MDS to study a variety

of social perceptions individuals have. Green and Manzi (2002)

found MDS revealed more complex racial stereotypes about

subgroups of Blacks than did discriminant function analysis.

Lickel et al. (2000) used MDS to discover that individuals

perceive social groups as belonging to either intimacy groups,

task groups, social categories, and loose associations (Ritter and

Preston, 2013) found that religious words used within religious

cognition studies are mentally represented as three distinct kinds of

religious concepts: agents (e.g., angel, God), spiritual/abstract (e.g.,

belief, faith), and institutional/concrete (e.g., scripture, shrine).

Hill and O’Grady (1985) applied MDS to 19 therapist intentions

based on the co-occurrences of intentions over sessions. They

reported a two-dimensional solution characterized by assessment

versus change, and problems versus therapeutic work. MDS

is also able to study nonhuman social perceptions, Kanazawa

(1996) trained macaques to complete a picture matching where

they must select which picture is the same as a target picture.

Mistakes imply that the selected image was perceived as similar

to the target image, and therefore are close in the characteristics

considered in their social perception. Two dimensions explained

the pattern of perceived similarities between pictures of other

macques making facial expressions: a “neutral/tense” dimension

and “subordinate/dominant” dimension. Therefore MDS offers

insight into the way individuals mentally perceive others and

their attributes.

The data needed for MDS typically comes from ratings

evaluating K pairs of objects in terms of how similar each pair

of objects is perceived to be (for a review see Lattin et al.,

2003). These pairwise comparisons are then used to construct

a symmetric K x K dissimilarity matrix, where the cell entries

indicate the perceived dissimilarity between the ith object and the

jth object. This dissimilarity matrix forms the foundation of the

MDS analysis, where the MDS algorithm tries to represent the

object in a configuration plot that best preserves the inter-object

distances indicated in the dissimilarity matrix. The configuration

plot serves as a map to visualize and explore people’s perceptions of

those objects.

To further refine our understanding of preferences within this

multidimensional space, the Property Fitting (ProFit) procedure

can be employed (Kruskal, 1964; Takane, 2006). ProFit is a

statistical method that identifies which specific characteristics or

properties of the objects in the MDS space explain the observed

dissimilarities or preferences. In the context of AI digital assistants,

this analysis can provide deep insights into the specific features

or attributes that are most influential in shaping user preferences.

With this understanding, we can pave the way for the development

of more user-aligned and effective AI systems, enhancing the

quality of human-AI interactions.

Key dimensions of social perception:
warmth and competence

Across situations and cultures, people perceive others in terms

of their general friendliness/kindness and their intelligence/skill.

For example, Rosenberg et al. (1968) asked participants to describe

a number of people they knew in terms of 64 provided traits.

Participants were then asked to group together traits they believed

to go together with the same individual. From those trait groupings,

a co-occurrence matrix was calculated, representing how often each

pair of traits was placed in the same category by the participants.

An MDS on the reverse co-occurrence matrix of the traits revealed

a plot showing the dimension of social good/bad dimension and

intelligence good/bad dimension. Cuddy et al. (2008) noted that

the results of the Rosenberg et al. (1968) findings were consistent

with their own research and theoretical framework. In their review,

Cuddy et al. (2008) argued that warmth and competence are

the two primary dimensions that people perceive others in both

interpersonal and intergroup contexts. Researchers proposed that

warmth is judged based on traits related to perceived friendliness

and trustworthiness, while the competence dimension is based

on skill, creativity, and intelligence. The results of this study

support this framework, as the traits grouped together in the social

good/bad dimension, reflect those associated with warmth, and

those grouped together in the intellectual good/bad dimension

reflect those associated with competence. Convergently, Gray et al.

(2007), found that people perceive others’ minds in terms of

dimensions of agency (e.g., the capacity to do, to plan, and exert

self-control) and experience (e.g., the capacity to feel and to sense).

These dimensions serve as the foundational capacities for enacting

competence and warmth.

These dimensions are universal, with warmth and competence

accounting for 82% of the variance in perceptions of everyday

social behaviors (Wojciszke et al., 1998). Out of more than 1,000

personally experienced past events, 75% of them are discussed in

terms of competence-like traits (e.g., intelligence, logical, capable,

imaginative) and warmth-like traits (e.g., fairness, generosity,

helpfulness, sincerity, and tolerance;Wojciszke, 1994). This pattern

also extends to impressions of well-known people (Wojciszke et al.,

1998).

Not only are these dimensions universal, they also tend

to be immediately formed. When presented with unfamiliar

faces, participants’ judgments made after a 100-ms exposure

correlated highly with judgmentsmade without any time constraint

(Willis and Todorov, 2006). For liking, trustworthiness, and

competence, increased exposure time did not significantly increase

the correlation between initial rating and ratingsmadewithout time

constraints. Therefore, this immediacy highlights the automaticity

underlying the processes governing people’s preferences and

social attributions.
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Current study

Our current study aims to applyMDS to investigate preferences

toward LLM-based AI chatbots. This research seeks to highlight

how perceptions of social agents, even non-biological ones, are

subject to natural, spontaneous evaluations of their intellectual and

interpersonal acumen. This perspective differs from the dominant

approach in describingmodel utility, wheremodels are described in

terms of metrics that all relate primarily to the intellectual domain.

Unidimensionality assumptions with
artificial intelligence chatbots

While humans perceive other humans along multiple

dimensions, most chatbot evaluations tend to be along

unidimensional metrics that emphasize solely competence

facets. The OpenLLM leaderboard (Beeching et al., 2023) for

example summarizes these metrics, which include the benchmarks:

Abstraction and Reasoning Corpus (ARC), GSM8K, HellaSwag,

Measuring Massive Multitask Language Understanding (MMLU;

Hendrycks et al., 2020), TruthfulQA, and Winograde. All of these

metrics emphasize reasoning, knowledge, and factual retrieval,

which relate to competence dimensions. Although competence

is a core dimension of social perception, presenting model

performance in terms of these variables on a leaderboard misses

potentially other dimensions of usefulness.

The LMSys Chatbot Arena takes an alternative approach to

quantify the relative performance of chatbots (Zheng et al., 2023).

While other benchmarks use a set of predefined questions with

known answers, the Chatbot arena uses human preferences to

describe model quality. The LMSys Chatbot Arena benchmarks

models by engaging them in real-time conversations with users.

Participants can converse with various models to evaluate

their performance based on specific criteria. This interactive

environment allows for a direct comparison of models’ abilities in

understanding and generating human-like responses, facilitating

an objective assessment of their conversational capabilities. From

these comparisons, the Chatbot Arena uses an ELO scoring system,

to assign a model a quantitative quality value (i.e., an ELO score),

which can be translated into a probability that a model will be

preferred to another model given that model’s ELO score.

While the LMSys Chatbot Arena uses the Elo scoring system

which places model preferences along a single continuum of

quality, the underlying framework of the Chatbot Arena provides

the possibility to investigate whether preferences between AI

chatbots are better represented via a multidimensional framework.

The pairwise “battles” between chatbot answers means that for

every combination of chatbot models, it is possible to compute a

“dissimilarity” matrix between the models in terms of how often a

model is preferred over another. The percentage of time a model

beats another model or is beaten by another model represents the

dissimilarity of those. For example, a model that beats another

model 50% of the time has a dissimilarity of 0.5, indicating that

they are as similar as possible. However, if onemodel beats the other

100% of the time, then those twomodels are as different as possible.

Therefore, subtracting 0.5 from all dissimilarities creates a standard

dissimilarity matrix (where 0 is the floor), and is amenable toMDSg

analysis to investigate the structure of the preferences.

Given past research highlighting universal dimensions of social

cognition that implicate perceptions of others as multidimensional,

we expect that artificial agents within a dyadic verbal interaction

will similarly be seen multi-dimensionally. That is, we expect that

preferences between different chatbots cannot be explained solely

by a single property.

Hypothesis 1: preferences toward AI assistants
are multidimensional

Therefore, we expect that at least two dimensions are necessary

to capture the dissimilarities between all models and that the

pairwise comparison data cannot simply be explained by a

univariate “quality” metric as is commonly done in benchmarking

models. By examining how well different dimensions can explain

the observed patterns of pairwise similarities/dissimilarities. We

expect an asymptote occuring at three dimensions, indicating that

diminishing returns begin after two dimensions.

Hypothesis 2: preferences toward AI assistants
are stable across turns

Hypothesis 1 expects a multidimensional representation of

model preferences, which aligns with how humans tend to

perceive other humans. Because these judgments made to other

humans are temporally stable, if the processes are related, then

we similarly expect initial evaluations of chatbots to be relatively

stable. Specifically, perceptions of models based on the first

turn of interaction should be correlated with perceptions of

models based on the subsequent turns. This stability implies

that people’s perceptions form relatively quickly and that the

dimensionality discussed is consistent over the conversation.

Additionally, consistency across the duration of the chatbot

interaction would suggest that our findings are enduring and

not moderated by timepoint, making the findings generalizable,

regardless of interaction turn.

Hypothesis 3: warmth and competence underlie
preferences toward AI

To further understand the observed preferences in the MDS

space, a ProFit approach reveals how different model characteristics

explain the positioning of the models in multidimensional space.

Within two dimensions, we expect that model attributes related

to warmth and competence will have separate explanatory roles

within themultidimensional space. Specifically, attributes related to

intelligence, skill, and creativity, which are captured in traditional

AI chatbot benchmarks, will reside within a similar orientation

within the multidimensional space, indicating that they play

a similar role in explaining the separation between models

along that direction. Additionally, attributes related to warmth,

including politeness, caring, gratitude, optimism, and positive

emotion should explain a separate direction than competence.

The subsequent method section describes how we apply a

multidimensional perspective to data on people’s preferences

between various AI chatbots, to obtain agent-level perceptions.
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Method

The methodology involves collecting data from participants

who evaluate pairs of statements derived from 17 chatbotsof

varying size and training characteristics. Participants indicate their

preferred response, enabling the construction of a dissimilarity

matrix that quantifies the relative superiority of each chatbot,

which serves as the basis for testing our subsequent hypotheses.

All data, analyses, and results are available at the paper’s Open

Science Framework repository: https://osf.io/jrf2c/?view_only=

17fe575780c549808feac1f664e237f0.

Participants and procedure

The current study employed archival data from Chatbot

Arena collected between April 24 and May 22, 2023. This

crowdsourcing way of data collection represents some use cases of

chatbotsin the wild. Below, we present the calculation procedure

along with some basic analyses, a purpose-built benchmark

platform for chatbots. This platform enabled anonymous and

randomized battles among chatbots, aiming to crowdsource

evaluations. The Chatbot Arena, utilizing the multi-model

serving system FastChat, was hosted at https://arena.lmsys.org.

Participants could enter the arena and engage in simultaneous

conversations with two anonymous chatbots, positioned side-

by-side. Subsequently, participants could either continue the

conversation or express their preference by voting for the model

they considered superior. Following the submission of a vote, the

names of the participating models were disclosed. Participants

had the option to continue chatting or commence a new battle

with two randomly chosen anonymous models. Importantly,

all user interactions within the platform were meticulously

logged.

For the present analysis, only the votes submitted during

battles where the model names remained hidden were considered.

This ensured a fair and blind evaluation process by the voting

respondents. This anonymity restriction reduced the sample size

from 45,099 to 27,016. We further only restricted the votes to

only English-language prompts and responses resulting in 22,056

total votes.

AI chatbot models examined

At the time of the data collection, there were 17 models

in the Chatbot Arena (Table 1). It is important to note that

the cutoff date of May 22, 2023, means that the chatbot model

architectures discussed in the paper may differ from their current

variants. For example, GPT-4 is capable of greater input lengths

and models may have received more training data, improving

their knowledge base and response patterns. Although any of these

models are no longer state of the art, for the purpose of this

study, all models do not need to be highly performant. Rather,

a range of model qualities and attributes are desired to be able

to understand why some models’ responses may be less preferred

than others.

TABLE 1 List of models examined.

Model Parameter
size

# Votes in
dataset

Citation

Alpaca 13 3,545 Taori et al., 2023

Koala 13 4,335 Geng et al., 2023

Vicuna (13B) 13 4,716 Chiang et al.,

2023

Dolly 12 2,403 Conover et al.,

2023

Oasst-pythia 12 3,725 Köpf et al., 2024

Stable-LM 7 2,399 Team SAL, 2023

ChatGLM 6 2,920 Zheng et al.,

2023

Llama 13 1,951 Touvron et al.,

2023

FastChat-t5 3 2,469 Zheng et al.,

2023

GPT-3.5-turbo 175 3,319 Ouyang et al.,

2022

GPT-4 1,760∗ 3,026 Achiam et al.,

2023

Claude-v1 175∗∗ 2,691 Ganguli et al.,

2023

Claude-v1-

instant

30∗∗∗ 381 Ganguli et al.,

2023

RWKV-4-

Raven

14 2,495 Peng et al., 2023

MPT 7 1,702 TeamMN, 2023

Palm-2 540 1,599 Anil et al., 2023

Vicuna (7B) 7 426 Chiang et al.,

2023

∗Schreiner (2023); ∗∗Ganguli et al. (2023); ∗∗∗based on relative price of API.

Parameter values derived from the original technical report or model architecture, unless

otherwise noted.

Pairwise preference matrix construction

To construct a pairwise matrix of preferences between the

models based on the Chatbot Arena data, we extracted the results

of Chatbot “battles” from the platform’s published logs, which

describe which models were presented to the user, and which

model was selected. We focused on battles where the model names

remained hidden during user voting. This “blind” evaluation was

to minimize potential expectancy effects for models that may be

perceived as superior. For each battle, we recorded the preferred

model for each user vote. We then counted all matchups between

model pairs, irrespective of the outcome. We calculated the win

proportion for each model against every other model by adding

the victory counts and dividing by the total number of matchups.

Because the matrix represents the proportion of times one model is

preferred over another, the minimum is 50% and the maximum is

100%. To rescale the matrix so that it represents a distance matrix,

we subtracted 0.50 from all entries, and set the diagonal to 0, so that

the minimum distance begins as 0.
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Multidimensional scaling (MDS)

Once the pairwise distance matrix was constructed (Table 2),

we appliedmultidimensional scaling (MDS) to analyze the data and

visualize the underlying preference structure. In our MDS analysis,

each model within the Chatbot Arena dataset was represented as a

point in a multi-dimensional space. The distances between these

points represented the dissimilarities or preferences between the

models. By arranging the models in this space, MDS allowed us to

visually depict the relationships among the models and discern the

underlying dimensions that influenced users’ preferences.

Calculating MDS
To implement MDS, we utilized a dissimilarity matrix derived

from the pairwise preference data. This matrix contained the

calculated percentage values representing the frequency with which

one model’s response was preferred over another model’s response.

The dissimilarity matrix served as the foundation for the MDS

analysis, enabling the transformation of the subjective preferences

expressed through user votes into an objective, quantifiable

multidimensional preference space.

We employed a metric MDS algorithm to transform the

dissimilarity matrix into a spatial representation. Metric MDS

was used because the data have ratio scale properties and the

distances between proportions are exact. This involved determining

the optimal configuration of points in the multi-dimensional

space that best approximated the observed pairwise preference

data. MDS uses STRESS scores as the “objective criterion” to

assess the optimality of its configurations, where STRESS stands

for “Squared Residual Sum of Squares.” Like the sum squared

error criterion of ordinary least squares regression, STRESS score

quantifies the discrepancy between the original dissimilarities

among items and the distances in the low-dimensional space where

these items are represented. To calculate it, the squared differences

between each pair’s actual dissimilarity and their distance in the

MDS plot are summed and typically normalized by the sum

of the squares of the original dissimilarities. A STRESS score

close to 0 indicates an excellent fit, with lower scores suggesting

that the MDS configuration more accurately reflects the original

data relationships. By projecting the models onto a map that

approximates the reported distances between model, we gain

insights into the structure of users’ preferences and the underlying

dimensions that influenced their choices.

To identify the number of dimensions to retain, researchers

that are conducting multivariate analyses (e.g., principal component

analysis, factor analysis, MDS) often employ a scree plot to help

determine the number of meaningful dimensions or components to

retain in the analysis (Cattell, 1966). This test is named after the

elbow-like pattern that loose rocks show in nature, becoming more

and more integrated with the ground as one gets further from a rock

formation. This test works from the principle that adding dimensions

to a model will never decrease the model’s fit for observed data

(and should often improve it). Therefore, by plotting how many

dimensions a model had (x-axis) against how poorly that model fits

the observed data (i.e., error; y-axis) researchers can see where adding

additional dimensions no longer leads to large improvements in fit

(i.e., the plot begins to elbow). Therefore, the scree plot is a way to see

where a model’s fit is balanced against a model’s added complexity.

Visualization of MDS di�erences
The resulting MDS visualization provided a comprehensive

depiction of the relationships and patterns in the Chatbot Arena

data, facilitating a deeper understanding of users’ preferences

toward different models. It allowed us to identify the proximity

or dissimilarity between models and discern the dimensions that

played a prominent role in shaping users’ preferences for onemodel

over another.

Assessing model properties procedure
To gain insights into the dimensions that explain the observed

preferences among models within the Chatbot Arena dataset,

we used the model’ performance on public benchmarks to

obtain competence-related variables, and we also used the raw

conversations/responses between users and chatbot provided by

LMSYS in their data repository to obtain inferences related to the

models’ warmth. This conversation dataset is a smaller collection of

responses than the full pairwise data, containing 54,642 responses.

We evaluated themodels’ responses to users’ questions and assessed

them along different lexical dimensions. Our focus was particularly

on assessing the warmth and competence properties of each model,

as these factors are crucial in explaining model-level differences

in perceptions.

Model competence

To assess model competence, we used popular benchmarks that

quantify a language model’s ability to carry out a task with known

answers (Table 3). This ability is similar to competence because it

reflects qualities of reasoning, factual storage, skill, and breadth of

knowledge. The benchmarks were chosen based on their availability

for all models, and are also the standard metrics used in the

OpenLLM leaderboard. Each of these metrics focuses on different

dimensions of a language model’s capabilities, from reasoning

and knowledge application to commonsense understanding and

mathematical problem-solving, providing a comprehensive picture

of its performance. Despite focusing on different cognitive aspects

of competence, the metrics showed high internal consistency

(Cronbach’s alpha= 0.97).

Abstraction and Reasoning Corpus
The Abstraction and Reasoning Corpus (ARC) is a benchmark

designed tomeasure AI’s skill acquisition and track progress toward

human-level intelligence (Clark et al., 2018). This benchmark

emphasizes an agent’s ability to adapt and respond to novel

situations in a constantly changing environment. Unlike traditional

AI benchmarks, ARC does not focus on specific tasks but presents

a variety of unknown tasks, requiring algorithms to solve them

based on a few demonstrations, typically three per task. This

approach aims to assess an AI’s adaptability and problem-solving

skills without relying on specialized knowledge or training.
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TABLE 2 Distance matrix reflecting dissimilaritys between models.

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17

1 0.00 0.05 0.08 0.19 0.17 0.26 0.31 0.21 0.35 0.37 0.36 0.33 0.36 0.35 0.35 0.41 0.42

2 0.05 0.00 0.04 0.05 0.13 0.22 0.21 0.14 0.26 0.32 0.31 0.27 0.37 0.36 0.34 0.37 0.43

3 0.08 0.04 0.00 0.00 0.14 0.07 0.33 0.24 0.24 0.18 0.37 0.28 0.18 0.40 0.36 0.25 0.50

4 0.19 0.05 0.00 0.00 0.03 0.06 0.19 0.20 0.24 0.29 0.26 0.25 0.30 0.34 0.34 0.36 0.36

5 0.17 0.13 0.14 0.03 0.00 0.07 0.19 0.17 0.13 0.17 0.16 0.19 0.20 0.25 0.26 0.28 0.38

6 0.26 0.22 0.07 0.06 0.07 0.00 0.10 0.01 0.11 0.21 0.19 0.21 0.23 0.23 0.25 0.30 0.31

7 0.31 0.21 0.33 0.19 0.19 0.10 0.00 −0.02 0.10 0.13 0.11 0.07 0.16 0.22 0.18 0.22 0.22

8 0.21 0.14 0.24 0.20 0.17 0.01 −0.02 0.00 0.12 0.25 0.06 0.13 0.00 0.11 0.17 0.18 0.25

9 0.35 0.26 0.24 0.24 0.13 0.11 0.10 0.12 0.00 0.01 0.02 0.02 0.04 0.11 0.17 0.19 0.09

10 0.37 0.32 0.18 0.29 0.17 0.21 0.13 0.25 0.01 0.00 −0.03 0.02 0.02 0.10 0.07 0.19 0.18

11 0.36 0.31 0.37 0.26 0.16 0.19 0.11 0.06 0.02 −0.03 0.00 −0.06 0.04 0.08 0.09 0.10 0.16

12 0.33 0.27 0.28 0.25 0.19 0.21 0.07 0.13 0.02 0.02 −0.06 0.00 0.05 0.10 0.05 0.11 0.14

13 0.36 0.37 0.18 0.30 0.20 0.23 0.16 0.00 0.04 0.02 0.04 0.05 0.00 0.07 0.06 0.06 0.10

14 0.35 0.36 0.40 0.34 0.25 0.23 0.22 0.11 0.11 0.10 0.08 0.10 0.07 0.00 0.00 0.07 0.08

15 0.35 0.34 0.36 0.34 0.26 0.25 0.18 0.17 0.17 0.07 0.09 0.05 0.06 0.00 0.00 0.03 0.08

16 0.41 0.37 0.25 0.36 0.28 0.30 0.22 0.18 0.19 0.19 0.10 0.11 0.06 0.07 0.03 0.00 0.08

17 0.42 0.43 0.50 0.36 0.38 0.31 0.22 0.25 0.09 0.18 0.16 0.14 0.10 0.08 0.08 0.08 0.00

1. GPT-4; 2. Claude-v1; 3. Claude-instant-v1; 4. GPT-3.5-turbo; 5. Palm-2; 6. Vicuna-13b; 7. Koala-13b; 8. Vicuna-7b; 9. MPT-7b-chat; 10. Alpaca-13b; 11. Oasst-pythia-12b; 12. RWKV-4-Raven-14B; 13. Fastchat-t5-3b; 14. Stablelm-tuned-alpha-7b; 15. Chatglm-6b;

16.Dolly-v2-12b; 17. Llama-13.
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TABLE 3 Scores for di�erent models on various competence-related benchmarks.

Model ARC HellaSwag MMLU TruthfulQA Winogrande GSM8k

GPT-4 96.30 95.30 86.40 59.00 94.00 20.60

Claude 71.16 85.50 70.00 47.00 68.8 13.21

Claude-instant 76.82 87.25 75.6 54.65 81.32 15.58

GPT-3.5 67.08 78.29 61.3 53.05 75.28 12.19

Palm-2 58.40 77.88 52.65 47.10 71.96 8.811

Vicuna-13b 57.08 81.24 56.67 51.51 74.66 11.3

Koala-13b 53.24 77.39 51.04 50.34 72.14 8.19

Vicuna-7b 46.5 75.51 37.62 40.16 68.43 4.09

MPT-7b-chat, 52.99 77.59 45.32 50.23 74.03 6.82

Alpaca-13b 42.58 72.03 48.1 36.85 64.09 2.12

Oasst-pythia-12b 44.72 72.91 36.1 40.13 65.54 3.61

Rwkv-4 43.00 67.91 28.33 36.57 64.96 1.21

Fastchat-t5-3b 40.25 63.91 25.6 41.91 61.39 2.12

Stablelm-tuned-alpha-7b 42.41 72.53 25.92 33.83 60.85 1.21

Chatglm-6b 52.93 81.90 47.7 40.23 70.98 6.24

Dolly-v2-12b 31.91 53.59 24.41 40.37 53.12 0.83

Llama-13b 56.14 90.92 47.00 39.48 76.24 7.58

HellaSwag
HellaSwag is a benchmark for evaluating a model’s

commonsense reasoning ability, particularly its capacity to

predict the ending of a given scenario (Zellers et al., 2019).

Scenarios come in the form of both text and video descriptions,

and models must choose the most plausible ending from a set

of alternatives. This task tests the model’s understanding of

cause-and-effect relationships, physical laws, and social norms.

Massive multitask language understanding
(MMLU)

MMLU, or Massive Multitask Language Understanding, is

a comprehensive evaluation framework that tests a model

across a wide array of subjects and disciplines, including

humanities, social sciences, and hard sciences, among others

(Hendrycks et al., 2020). It is designed to measure a model’s

depth and breadth of knowledge, as well as its ability to

apply this knowledge to answer questions correctly across

diverse domains.

TruthfulQA
TruthfulQA (Lin et al., 2022) is a metric designed to evaluate a

model’s ability to provide truthful and factual answers. It specifically

targets questions where misinformation, deception, or erroneous

assumptions could lead to incorrect responses. This benchmark

assesses the model’s understanding of factual knowledge, its

ability to discern truth from falsehood, and its commitment

to accuracy.

Winogrande
Winogrande is a large-scale dataset that challenges a model’s

commonsense reasoning through sentence completion tasks

(Morgenstern, 2021). The model is presented with sentences that

have a blank and must choose the correct word from a pair

of options to complete the sentence. This task is inspired by

the Winograd Schema Challenge and is designed to test the

model’s understanding of linguistic context, social norms, and

everyday knowledge.

Grade school math 8k (GSM8k)
GSM8k evaluates a model’s ability to solve grade-school-level

math problems (Cobbe et al., 2021). This benchmark consists of

around 8,000 problems covering a variety of topics, including

arithmetic, algebra, geometry, and statistics. The GSM8k metric

tests not only the model’s computational skills but also its ability

to understand and apply mathematical concepts and procedures in

textual form.

Model warmth

To assess model warmth we used a combination of pretrained,

validated language models that captured different interpersonal

dimensions related to warmth (Table 4). These models have all

been validated in prior research as approximating their respective

constructs. Like competence, warmth is a broad construct that

is not fully captured by a single attribute but rather reflects a

combination of different friendly and prosocial traits. Despite
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TABLE 4 Scores for di�erent models on various warmth-related inferred traits.

Model Politeness Admiration Approval Optimism Love Gratitude Joy Caring A�liation Positive emotion

RWKV-4-

Raven

74.19 4.33 14.93 3.01 0.86 1.69 1.56 4.14 1.76 3.17

Alpaca-13b 72.16 5.31 14.28 2.43 0.96 1.33 2.00 3.79 1.81 3.12

Chatglm-6b 75.23 4.5 15.19 3.95 0.89 1.46 1.5 5.11 1.79 3.24

Claude-instant-v1 78.84 3.02 9.28 11.47 0.8 1.36 1.69 4.37 1.67 2.98

Claude-v1 76.37 2.81 9.43 2.76 0.63 1.10 1.38 3.09 1.39 2.67

Dolly-v2-12b 71.84 3.81 11.02 2.15 1.34 1.83 1.58 2.2 1.51 2.79

Fastchat-t5-3b 74.64 3.77 14.95 2.61 0.7 1.07 1.46 4.29 1.61 3.08

Gpt-3.5-turbo 74.79 4.11 14.31 3.05 0.83 1.52 1.41 4.55 1.82 3.00

Gpt-4 73.02 4.01 13.02 2.27 0.66 0.91 1.47 5.29 1.98 3.01

Koala-13b 74.56 4.17 13.48 4.09 0.89 1.17 1.45 4.58 1.73 2.93

Llama-13b 72.89 4.26 11.1 1.59 0.64 1.65 1.25 2.06 1.59 2.99

Mpt-7b-chat 74.9 4.88 13.38 2.79 0.89 1.56 1.5 4.21 1.87 3.01

Oasst-pythia-12b 73.49 5.00 14.77 2.68 1.2 1.08 1.65 4.55 1.84 3.10

Palm-2 74.27 5.56 14.94 5.42 1.29 1.97 2.14 6.02 2.12 3.18

Stablelm-tuned-alpha-7b 75.74 5.05 14.04 3.1 0.89 1.57 1.6 4.11 1.86 3.11

Vicuna-13b 74.6 4.56 14.55 3.16 0.93 1.41 1.46 4.54 1.75 2.87

Vicuna-7b 74.4 4.04 13.91 3.18 0.9 0.97 1.38 5.14 1.69 3.01
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originating from different text classification models, the traits were

all highly internally consistent (Cronbach’s alpha= 0.78).

Politeness
We used a politeness scoring model which was trained on the

TyDiP dataset containing requests from Wikipedia user talk pages

from target language (Srinivasan and Choi, 2022). Each request is

part of a conversation between editors on Wikipedia and manually

annotated by humans to indicate whether the request is polite or

not. The authors trained a transformer model based on the XLM-

RoBERTa model (Conneau et al., 2019) to classify the politeness

value of the requests. This model produces scores from 0 to 1 for

a given text, indicating the probability that it is polite.

Emotions
We inferred a broad spectrum of emotions using a RoBERTa-

based transformer model that produces multi-output classifications

for a given text along 27 emotion categories (Demszky et al., 2020).

This model was trained on the GoEmotions dataset, the largest

manually annotated dataset of 58k English Reddit comments.

Within the emotions available, we identified the emotions of

admiration, approval, caring, gratitude, joy, love, and optimism

that were the most theoretically related to warmth.

LIWC emotion categories
In addition to the transformer-based models, we also used the

Linguistic Inquiry Word Count (Pennebaker et al., 2015; LIWC)

software to quantify different warmth-like attributes. LIWC is

a text analysis program that calculates the percentage of words

in a document that belong to over 80 linguistic, psychological

and topical categories of various social, cognitive, and affective

processes. LIWC works by having a set of pre-constructed

dictionaries containing words that belong to these categories. For

capturing warmth, we use the positive emotion dictionary, which

contains words like happy, good, and trust. We also used the

“affiliation” dictionary, which includes over 350 entries that reflect

a person’s need to connect with others, including words like

“community” and “together” among others.

Property fitting analysis
To examine the relationship between the dimensions evaluated

and the observed preferences among models, we conducted

aPROFIT analysis. This analysis involved regressing the scores

assigned to each dimension for each model on the coordinates

of the models derived from the MDS analysis. A line/vector is

projected from the origin to those coefficients to visualize where

the property resides in the multidimensional space.

By regressing the scores for each dimension on the MDS

coordinates, we aimed to identify the specific lexical and structural

dimensions that corresponded to the observed preferences in the

MDS space. This regression analysis allowed us to quantify the

relationship between the evaluated dimensions and the spatial

positioning of the models in the MDS representation.

FIGURE 1

Scree plot of STRESS scores for di�erent MDS dimensions.

The PROFIT procedure enabled us to ascertain which lexical

and structural attributes were driving users’ preferences for certain

models over others. By linking the evaluated dimensions to the

coordinates of the models in the MDS space, we gained valuable

insights into the dimensions that explained the observed patterns

of preference among the models within the Chatbot Arena dataset.

This information provides a deeper understanding of the factors

that shape users’ preferences and can inform future improvements

in the design and development of AI chat models.

Results

Multidimensional scaling: visualizing the
similarity between AI assistants

We performed a metric (because the dissimilarity metric is

expressed as proportions, which is a ratio scaled measurement)

multidimensional scaling for various numbers of dimensions to

determine whether two dimensions capture people’s perceived

dissimilarities between models. We computed the STRESS scores

for 1, 2, 3, 4, 5, and 6 dimensions and then examined where

diminishing returns for STRESS were located (Lattin et al., 2003).

The screeplot shows a large relative drop from 1 to 2 dimensions

(from 0.27 to 0.22 = 0.08), and that after two dimensions there are

diminishing returns in the STRESS scores as the STRESS drop from

2 to 3 dimensions is only 0.01 and 0.00 for additional dimensions

after (Figure 1). Thus, based on the SCREE plot, and to facilitate

visual interpretation, we retained the 2-dimensional solution. It is

important to note that SCREE plots can be subjectively interpreted,

where arguable 3 dimensions may be considered the ideal fit.

Examining the two-dimension configuration plot (Figure 2),

consistent with hypothesis 1, we see that there is variation across

multiple axes, and that the unidimensional rank ordering of these

models loses information regarding why somemodels are preferred

similarly to others, and some are preferred much more than
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FIGURE 2

MDS configuration plot of preferences between AI Chatbot models. The MDS configuration plot is rotated so that the R2 of a multiple regression

between the X and Y axes coordinates and the overall preference ELO score is maximized, to have models that tended to be preferred in the

top-right quadrant and models that tended to be less preferred in the bottom-left.

others. Multidimensional scaling offers an R-squared coefficient,

which represents the squared correlation coefficient between the

estimated distances from the configuration plot, and the observed

distances between data points in the dissimilarity matrix. It is

analogous to the R-squared in multiple regression. The solution

has an R-square of 89%, which is similar to R-squared observed in

human-human perceptions, where two dimensions capture 82% of

the variance in perceptions of everyday social behaviors (Wojciszke

et al., 1998).

First impression stability

Because AI agents often are involved in multi-turn

conversations, it is important to examine whether perceptions of

models tend to differ from one turn to the next. We separated

the data into judgments that were based on the first turn and

judgments based on subsequent turns.

We created a configuration plot for both time windows

(Figure 3). To quantitatively examine the stability of the model-

level preferences, we correlated the upper diagonal of the first

turn dissimilarity matrix with the upper diagonal of the second

turn dissimilarity matrix. The correlation between those first

impressions and subsequent impressions was r = 0.57 (95% CI =

[0.12, 0.82]) suggesting that these model-level judgments are stable

and the conclusions of the subsequent analysis are not restricted to

just initial impressions, but across the lifespan of the conversation.

Competence property fitting

We fit the competence properties belonging to the different

benchmarks (standardized to Z-scores), and all had coefficients in

the same direction (rARC = 0.88; rHellaSwag =0.55; rMMLU =0.86;

rTruthfulQA =0.87; rWinograde =0.69; rGSM8k =0.89; Figure 4), with

an average correlation equal to 0.79, SD=0.13 (Figure 5). A 95%

confidence interval around the different facets reveals that the

properties are all able to be explained by the multidimensional

space by a non-zero amount, 95% CI = [0.64, 0.94]. Because all

competence variables are Z-scored prior to ProFit analysis, they are

on the same scale, and their magnitude is directly comparable. We

averaged the coefficients to produce a single “competence” vector.

Warmth property fitting

We fit the warmth properties belonging to the different

Z-scored warmth traits, and all had coefficients in the same

direction (rpoliteness = 0.45; rapproval =0.52; radmiration =0.58;

rlove =0.28; rgratitude =0.31; rjoy =0.20; rcaring =0.54; roptimism 0.45;

raffilitation =0.32; rposemo 0.40; Figure 6). The average correlation

was equal to r= 0.40, SD=0.12, 95% CI= [0.31, 0.49].We averaged

the coefficients to produce a single “warmth” vector, assigning each

model a score along warmth. We conducted a ProFit procedure

regressing those average scores on their coordinates and plotted the

vector for warmth (Figure 7).
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FIGURE 3

MDS configuration plot of preferences between AI Chatbot models across timepoints.

FIGURE 4

Property fit of di�erent ChatbotBenchmarks related to competence in the MDS solution.

Warmth and competence jointly examined

We plotted the aggregate competence property vector and

the aggregate warmth property vector in the configuration plot

(Figure 8). To examine whether these properties were independent

from each other, we calculated the Pearson’s correlation between

the models’ competence scores and their warmth scores. Consistent

with the stereotype content model’s theoretical framework, there

is no statistically significant evidence that the dimensions are

linearly correlated (r = −0.25, p=0.34). To facilitate visualizing

the models in terms of their overall warmth and competence

property scores, we rotated the MDS coordinates so that the

average correlation between x-axis and the warmth scores and

the y-axis and competence scores was maximized (Figure 9).

This figure shows an interesting curvilinear relationship between

warmth and competence that is not captured by the Pearson’s
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FIGURE 5

Property fit of overall competence in the MDS solution.

FIGURE 6

Property fit of di�erent inferred traits related to warmth in the MDS solution.

correlation coefficient. Specifically, warmth and competence appear

to have a U-shaped relationship, such that models with the highest

competence level are those with moderate levels of wamrth. Models

with both high and low levels default warmth tend to have less

competent responses. We performed a quadratic regression, where

we rotated the plot 90 degrees so that the variability of the variables

was reflected in their scores. We then regressed warmth, and the

square of warmth onto competence. We found that there was a
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FIGURE 7

Property fit of overall warmth in the MDS solution.

FIGURE 8

Property fit of overall competence and warmth in the MDS solution.

statistically significant quadratic term for warmth (B = −2.49, t =

−3.99, p<0.001, 95% i= [-3.94,−1.16). Thus, this effect appears to

be statistically reliable, and therefore, we confirmed the inverse U-

shaped relationship. This nonlinear dependency between warmth

is an intriguing finding, which is similar to the results discussed by

Cuddy et al. (2008), which discussed the Russell (1980) MDS data

of perception of traits. They found that the terms with the highest

perceived competence (e.g., “scientific,” “determined,” “persistent”)

tended to occur at moderate warmth levels. We fit the same

quadratic regression on the original Russell (1980) data, adding

a term for squared warmth, and found a statistically significant

quadratic term for warmth (B= −0.73, t = −3.739, p <0.001, 95%

i = [-1.12,−0.34. Therefore, the spontaneous perceptions people

have toward chatbots include not only warmth and competence,
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as perceptions toward humans does, but those properties share

a similar curvilinear relationship in both chatbots and human.

The specific reason for why this pattern occurs in outside of the

scope of this paper, but this question can also provide insight into

potentially greater theoretical convergences between human and

AI perceptions.

Discussion

The present study explored preferences toward AI digital

assistants based on LLMs using a dataset of pairwise preferences

between different language models. Our first hypothesis was

that people’s preferences toward chatbots would be better

captured by a multidimensional understanding. This hypothesis

was supported, where the MDS analysis revealed that a two-

dimensional solution underlied this preference data. We found

that two dimensions provided a large relative decrease in

the STRESS criterion of the MDS analysis, with diminishing

returns at higher dimensions. Our second hypothesis predicted

that people’s perceptions would be stable from the first turn

to later turns, and we found that the preferences between

chatbots on the first turn were highly correlated with those

made on later turns. Third, we predicted that warmth and

competence would explain the similarities/dissimilarities perceived

between chatbots. The results of the ProFit analysis also

supported this hypothesis. The ProFit analysis highlights the

distinct roles within explaining model preferences that model

competence (measured via factuality, reasoning, and domain

knowledge) and warmth (measured by a chatbot’s average

politeness, positivity, optimism, and gratitude across all of its

responses in the dataset) have. Overall, our findings contribute

to a deeper understanding of users’ preferences toward AI digital

assistants and provide insights into the dimensions that shape

these preferences.

Implications and future directions

This research has implications for both social psychology

and for users. There is still a great deal to uncover about

how AI and humans can better coexist and the dynamic

relationships they share. AI now possesses greater independent

agency, interactive ability, and natural language capability, which

can affect others’ thoughts and feelings. Some researchers

have compared chatbot assistants to “calculators” (Steele, 2023;

Rice et al., 2024), however, this research shows that there

are interpersonal considerations that these digital algorithms

introduce within the individuals who work with them. Another

implication of this research is that we can potentially build

off of what social psychologists already understand about

human-human perceptions to bridge our understanding of these

other agents.

This research also has implications for the users who

interact with these chatbots. Our research highlights that not all

models’ default response patterns are equal in terms of not only

competence, the primary focus of model evaluations, but also

warmth. Given this research, a user knows there is variability in

the default warmth of different models, which can guide how

they prompt the model. For some users, competence may be the

primary concern when interacting with an AI. However, others

may prioritize warmth, or value it only after establishing that

the AI is competent. We cannot assume that high warmth is

desirable to all users, and users may have better experiences

asking a model to match their desired profile. Future research

may investigate the role of user characteristics, such as socio-

demographic characteristics, personality traits or prior experiences

with AI systems.

This research may also highlight the divergence between prior

human-human theories demonstrating slight differences when AI

is the focal target. For example, researchers have highlighted

that perceived warmth generally predicts future interpersonal

outcomes with others, relative to their perceived competence

(Eisenbruch and Krasnow, 2022). In our research, competence

occupies wider variance between the different models and was

much more aligned with the diagonal axis, which indicates the

preference order of the models. Therefore, although our findings

find that similar dimensions underlie AI perceptions, the relative

importance of those dimensions are likely different from how

they are weighted when interacting with other humans, given our

current findings.

Limitations

While our study yields valuable insights into the preferences

toward chatbots, it is important to acknowledge several limitations.

First, the data used in this study was obtained from Chatbot

Arena, which is a crowdsourced platform. This reliance on

crowdsourced data may introduce potential biases and limitations

related to sample composition and representativeness in the

populations studied. We have no data on the demographics

of the respondents. Methodologists have highlighted the

dearth of demographic reporting in big data contexts, and

also the complexity of obtaining this information (Chekili

and Hernandez, 2023). Unfortunately, because of the lack

of identifying information in the data, it is not possible to

approximate any sample characteristics and thus describe

the population.

Another limitation is that the landscape of available LLMs

is constantly growing, but the study only contained a sample

of models available in the prior year. This limitation can affect

the density of the configuration plot. In our configuration plot

from the MDS solution, there were not many models below

the origin on warmth. With greater variety in model types and

training data, the configuration plot may show a richer spectrum

of models.

Lastly, while this paper reveals how people spontaneously

perceive chatbots along similar dimensions to those applied

to humans, we do not fully understand the underlying

factors that promote those dimensions. For humans, various

social elements affect warmth and competence dimensions

beyond the communication within an interaction. These

peripheral characteristics include physical appearance (Willis

and Todorov, 2006), stereotypes (Cuddy et al., 2008), and
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FIGURE 9

MDS solution with warmth and competence along the axes.

non-verbal behaviors (Ambady and Rosenthal, 1993). Our

research shows that text/answer-based inferences can explain why

some models are perceived more similarly to other models.

However, some of the variance may also be captured by

peripheral characteristics that are analogous to human ones

such the physical (e.g., model size), stereotypes (e.g., expectancy

effects toward more recognizable models), and non-verbal

characteristics (e.g., user interface design of the chatbot).

Therefore, further investigation is needed to develop a more

comprehensive understanding of the mechanisms underlying

chatbot warmth/competence perceptions. These mechanisms

could fall into various categories including, model-level, user-level,

and task-level characteristics.

Conclusion

In conclusion, this study contributes to the growing

field of social and personality psychology by uncovering

the dimensions that shape preferences toward AI chatbot

assistants. The integration of MDS and property fitting

(ProFit) allowed for a comprehensive examination of the

preference structure and the identification of specific lexical

and structural attributes associated with users’ preferences.

Moving forward, it is crucial to continue exploring the intricate

interplay between technology and human behavior to enhance

the quality to offer a more complete understanding of the

reciprocal relationships humans have with the rest of the

social world.
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