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Three studies explored how TikTok, a China-owned social media platform,

may be manipulated to conceal content critical of China while amplifying

narratives that align with Chinese Communist Party objectives. Study I employed

a user journey methodology, wherein newly created accounts on TikTok,

Instagram, and YouTube were used to assess the nature and prevalence of

content related to sensitive Chinese Communist Party (CCP) issues, specifically

Tibet, Tiananmen Square, Uyghur rights, and Xinjiang. The results revealed

that content critical of China was made far less available than it was on

Instagram and YouTube. Study II, an extension of Study I, investigated whether

the prevalence of content that is pro- and anti-CCP on TikTok, Instagram, and

YouTube aligned with user engagement metrics (likes and comments), which

social media platforms typically use to amplify content. The results revealed

a disproportionately high ratio of pro-CCP to anti-CCP content on TikTok,

despite users engaging significantly more with anti-CCP content, suggesting

propagandistic manipulation. Study III involved a survey administered to 1,214

Americans that assessed their time spent on social media platforms and their

perceptions of China. Results indicated that TikTok users, particularly heavy

users, exhibited significantly more positive attitudes toward China’s human rights

record and expressed greater favorability toward China as a travel destination.

These results are discussed in context of a growing body of literature identifying

a massive CCP propaganda bureaucracy devoted to controlling the flow of

information in ways that threaten free speech and free inquiry.

KEYWORDS

authoritarian foreign influence, information manipulation, propaganda, Chinese

Communist Party, social media, TikTok

1 Introduction: authoritarian foreign influence and
propaganda in social media

In today’s digital landscape, the manipulation of information on social media platforms

has emerged as a powerful tool for shaping global narratives, with authoritarian regimes

like Russia, Iran, the Islamic State (ISIS), and the Chinese Communist Party (CCP)

increasingly exploiting these channels to advance their strategic interests (Bradshaw and

Howard, 2019; Elswah and Howard, 2020; Freedom House, 2023; King et al., 2017;

Michaelsen, 2018; Woolley and Howard, 2018). Russia, for example, has been particularly
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aggressive at using disinformation through social media to

advance its geopolitical goals, like interfering in the U.S. 2016

presidential election and weakening alliances such as NATO and

the European Union (Mejias and Vokuev, 2017). China has

developed sophisticated strategies to control narratives, influence

public opinion, and maintain political control (Tsai, 2021).

Likewise, across the Arab world, authoritarian regimes have

responded to online dissent by monitoring and controlling digital

discourse, leading to the arrest and imprisonment of bloggers,

activists, and social media users, a trend that was particularly

prominent during the Arab Spring (Kraidy, 2017; York, 2010). This

growing trend raises critical concerns about the implications for

international relations, democratic processes, and global security in

the digital age (Benkler et al., 2018).

Authoritarianism, defined by centralized control and

suppression of dissent, whether of the political right (e.g.,

Altemeyer, 1981, 1996; Yourman, 1939) or left (e.g., Costello

et al., 2022; Dikötter, 2016), has long relied on propaganda

as a key instrument of power. In the modern digital era, this

propaganda has evolved into a more covert and pervasive form

of influence referred to as “networked authoritarianism” (e.g.,

Maréchal, 2017). State actors, through algorithmic manipulation

and strategic content curation, subtly shape narratives on popular

social media platforms (Gunitsky, 2015). Unlike traditional forms

of propaganda, these digital tactics are often invisible to users,

making them particularly effective in altering public perception

and behavior without overt detection (Bradshaw and Howard,

2019).

Propaganda on social media can promote an “informational

autocracy” (Krekó, 2022) by controlling the flow of information

in such a manner as to maintain false impressions of the

competence, honesty, and effectiveness of an authoritarian regime,

and to suppress dissenting voices and obscure narratives that

challenge the status quo (Guriev and Treisman, 2020; Kalathil,

2020; Maréchal, 2017). For example, the Chinese Communist Party

(CCP) systematically fabricates social media content to distract

and divert public attention from sensitive issues (King et al.,

2017). By influencing the information flow on these platforms, the

CCP can reshape narratives, alter global perceptions, and reinforce

its strategic objectives (King et al., 2017), whether these involve

curbing dissent, promoting nationalism, or maintaining domestic

stability. According to previous work by the French Armed Forces’

Institute for Strategic Research (IRSEM), the CCP’s operations

in the information environment1 strive to achieve two primary

objectives: (1) “seduce and subjugate foreign audiences by painting

China in a positive light,” and (2) “infiltrate and constrain—

a ‘harsher’ category of operations that do not involve seducing

its opponents but rather bending them” (Charon and Jeangène

Vilmer, 2021, p. 413).

1 “Operations in the information environment” is the term currently used

by the U.S. government (Congressional Research Service, 2024) to refer to

“the aggregate of social, cultural, linguistic, psychological, technical, and

physical factors that a�ect how humans and automated systems derive

meaning from, act upon, and are impacted by information, including the

individuals, organizations, and systems that collect, process, disseminate, or

use information.”

The threat posed by authoritarian foreign interference through

operations in the information environment is increasingly

recognized as a significant challenge to modern democracies

(Benkler et al., 2018; Office of the Director of National Intelligence,

2021; Rosenbach and Mansted, 2018; United States Senate Select

Committee on Intelligence, 2019). By infiltrating and manipulating

social media platforms, authoritarian regimes can engage in

propaganda operations that alter the attitudes and beliefs of foreign

populations, often without their knowledge (Tufekci, 2017). These

operations exploit the open nature of democratic societies (Woolley

and Howard, 2018). Interference such as this can undermine public

trust in media, weaken democratic institutions, and sow division

within societies, all in service of expanding authoritarian influence

(Benkler et al., 2018).

Herman and Chomsky’s (1988) Manufacturing Consent posits

that media systems in liberal democracies, while ostensibly

free, often serve as instruments for elite-driven propaganda.

While originally applied to traditional media, their “propaganda

model” offers a prescient lens through which to understand

TikTok’s role in possibly shaping perceptions of China among

American users. Herman and Chomsky (1988) argued that media,

operating under elite control, often serve to propagate narratives

aligned with dominant political and economic interests. This

model describes how mechanisms such as ownership, advertising

reliance, and sourcing biases filter content to support state or

corporate objectives.

TikTok, a platform owned by the Chinese company ByteDance,

may function as a digital analog of the ideological machinery

described in Manufacturing Consent. With 1 billion active users

worldwide, TikTok holds a vast audience (Backlinko, 2024). Its

sheer scale and reach make it a formidable vehicle for shaping

public perception. By amplifying content that is favorable to the

CCP and suppressing narratives critical of the CCP, TikTok can

influence international discourse in ways that align with the CCP’s

strategic interests. This platform’s ability to subtly curate content

echoes the “invisible” manipulation mechanisms emphasized by

Herman and Chomsky (1988), wherein propaganda is delivered

not through overt censorship but by determining what content is

readily accessible to users.

Amplifying narratives favorable to CCP interests, or

suppressing narratives that threaten CCP interests, stems

from its broader goal of maintaining authoritarian political control

domestically while cultivating a positive image internationally to

advance its geopolitical objectives. In December 2023, the Network

Contagion Research Institute (NCRI) published research that

compared the number of hashtags between TikTok and Instagram

for terms that are sensitive issues domestically and externally

for the CCP. Although the study was preliminary, it found that

the number of hashtags of CCP-critical topics on TikTok was

substantially lower than the number of the same hashtags on

Instagram, concluding that there exists “a strong possibility that

TikTok systematically promotes or demotes content on the basis of

whether it is aligned with or opposed to the interests of the Chinese

Government” (NCRI, 2023).

In this study we classified content into anti- or pro-CCP,

which is a mere shorthand for more nuanced categories, which we

describe here. Content that the CCP seeks to suppress—such as

human rights abuses and political dissent—was coded as anti-CCP.
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Content that the CCP seeks to amplify—such as promotion of

tourism by government-owned companies, idyllic portrayals of

rural life, etc.—was coded as pro-CCP. Throughout the rest of this

paper, we refer to content that is unfavorable to CCP interests

or critical of the Chinese government as “anti-CCP,” and content

that is supportive of the Chinese government or favorable to CCP

interests as “pro-CCP.”

The current research builds on the foundation laid by King et al.

(2017), IRSEM (Charon and Jeangène Vilmer, 2021), and NCRI

(2023) to explore the broader implications of these operations

in the information environment by examining the nature and

prevalence of CCP-sensitive content on TikTok, and evaluating

how different platforms handle such content. Specifically, this

research examines whether there is evidence that TikTok and

other social media platforms are being used to advance the CCP’s

propaganda objectives.

Although it may be easier for the Chinese government

to manipulate information on a Chinese-owned social media

company, manipulation of the content of other social media

companies is also possible. One form of such manipulation is

to create puppet accounts to promote propaganda and preferred

narratives and to distract authentic users from information casting

the Chinese government in a negative light. Thus, although our

studies are focused primarily on evaluating biases on TikTok, they

will also explore the possibility, as has been previously reported

(Bond, 2023), that Chinese propaganda operations are occurring

on other platforms.

2 Overarching research questions

The present research explored: (1) whether the amplification

of narratives favorable to the CCP’s interests and suppression

of critical content can be observed across multiple social media

platforms, (2) whether the amplification of narratives favorable to

the CCP’s interests and suppression of critical content are more

pronounced on TikTok than on other platforms, and (3) whether

users exposed to such content are more favorable toward China’s

policies and actions.

If a platform like TikTok is subtly advancing CCP interests, we

would expect it to present more content favorable to CCP interests

while suppressing or distracting users from content unfavorable

to CCP interests. This could manifest as an increased prevalence

of flattering content about China and a relative absence of critical

narratives. Additionally, algorithms might divert users away from

critical content by prioritizing irrelevant or neutral material, a tactic

that could obscure sensitive topics such as the Uyghur genocide,

Tibet, and the Tiananmen Square massacre.

The following overarching research questions guided the three

studies reported here:

1. How does the content served on TikTok, Instagram, and

YouTube differ in terms of pro- and anti-CCP narratives,

particularly concerning sensitive issues like Xinjiang, Tibet,

Tiananmen Square, and the Uyghurs (Study I)?

2. Is there any detectable evidence of content bias on

TikTok, Instagram, and YouTube in amplifying irrelevant

content and pro-CCP content while suppressing anti-CCP

content (Study II)?

3. To what extent do TikTok users exhibit more positive

attitudes toward China compared to users of other

platforms (Study III)?

3 Study I: user journeys and
prominence of content on TikTok

Study I addressed our first research question: How does

the content served on TikTok, Instagram, and YouTube differ

in terms of pro- and anti-CCP narratives? For example, do

searches on TikTok yield a lower frequency of critical narratives

related to sensitive issues such as the Uyghurs, Tibet, and the

Tiananmen Square massacre, compared to searches on Instagram

and YouTube? We focused on Instagram and YouTube as

comparison platforms alongside TikTok due to their prominence

as video-sharing platforms with massive global user bases. Like

TikTok, both Instagram and YouTube rely heavily on algorithms to

recommend and amplify content, making them ideal for assessing

whether pro-CCP narratives are disproportionately promoted or

anti-CCP narratives suppressed across multiple platforms. By

examining Instagram and YouTube, we can determine if TikTok’s

content moderation and amplification patterns are unique, or

if similar biases exist in other widely used, video-centric social

media environments.

The Chinese government, through bot networks and hired

influencers, can theoretically flood all platforms with pro-CCP,

irrelevant, or neutral content to obscure critical narratives. Given

that this is a possibility and they have been caught doing it before

on Facebook (Bond, 2023), we expect to see high proportions of this

content across the board.

In contrast, anti-CCP content would not be as easily censored

from platforms not owned by China, such as YouTube and

Instagram, which may offer fewer opportunities for direct CCP

censorship compared to TikTok. Thus, anti-CCP content may be

more prominent on Instagram and YouTube, whereas TikTok

might have mechanisms to suppress or limit the visibility of anti-

CCP content.

This study implemented a user journey methodology, which

simulates the on-platform experience of a newly created, organic

user, to evaluate the type of content surfaced by the search

algorithm. Importantly, while we cannot directly analyze TikTok’s

algorithm, we can assess the prominence and frequency of different

types of content (pro-CCP interests, anti-CCP interests, irrelevant,

or neutral) appearing in search results.

The user journey method has been previously employed

by organizations like AI Forensics, a European non-profit,

in partnership with Amnesty International, to examine how

TikTok influences user engagement, particularly among vulnerable

populations (Amnesty International, 2023). If TikTok is being used

as a vehicle for advancing CCP interests, we would expect to see

certain patterns in the search results. Specifically, Study 1 tested the

following hypotheses:

1. Less anti-CCP content on TikTok (i.e., content

critical of the Chinese government, particularly related

to human rights abuses) compared to Instagram

and YouTube.
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2. More pro-CCP content (i.e., content supportive of the

Chinese government or promoting positive narratives about

China) compared to anti-CCP content, across all platforms.

3. More irrelevant or neutral content on TikTok than on the

other platforms, a prediction that is explained next.

3.1 The distraction hypothesis

One potential method of suppressing critical narratives is by

distracting users with a flood of irrelevant or neutral content

(King et al., 2017). This strategy could obscure or dilute sensitive

topics, making it more difficult for users to encounter anti-CCP

material. In this context, irrelevant content could include generic

videos unrelated to politics (e.g., entertainment or lifestyle content),

while neutral content might feature apolitical representations

of Chinese culture, history, or geography. Thus, if TikTok is

advancing Chinese state interests, searches for sensitive topics

(like Uyghur genocide or Tiananmen Square) should produce a

higher proportion of irrelevant and neutral content, compared to

the same searches on the American-owned platforms, Instagram

and YouTube.

3.2 Methods

3.2.1 Collection methodology
The methodological basis of Study I was the user journey

(Amnesty International, 2023). A user journey refers to the process

of simulating or tracking the steps a typical user would take while

interacting with a system, platform, or network. In the context

of Open Source Intelligence (OSINT), this involves recreating or

following the pathways and interactions that users undergo on

social media or other digital platforms to analyze how content is

encountered, consumed, and disseminated. The goal is to replicate

real-world user behavior to uncover patterns in content delivery,

algorithmic bias, and manipulation strategies used by platforms or

state actors (Endmann and Keßner, 2016; Rodrigues, 2021).

Keywords to search through the new user accounts were

selected given their importance in the CCP’s information warfare

and propaganda doctrine, which enshrines projecting a positive

image of China both inwards and outwards as a core pillar (King

et al., 2017).

Uyghur: The term “Uyghur” relates to the predominantly

Muslim ethnic minority group in Xinjiang. The CCP has faced

international condemnation for alleged human rights abuses,

including mass detention camps (BBC, 2020; Sudworth, 2020;

Ramzy and Buckley, 2019).

Xinjiang: As the region where the Uyghur population

resides, Xinjiang (Zenz, 2019) is a central focus of

CCP propaganda.

Tibet: Tibet is another sensitive region for China due to its

history of resistance and calls for independence (Barnett, 2012;

Bodeen, 2019; Ellis-Petersen, 2021; Shakya, 1999).

Tiananmen: The 1989 Tiananmen Square massacre

remains one of the most heavily censored topics in China

(Miles, 1996).

The user journey methodology simulated the on-platform

experience of a newly created, organic teenage TikTok user account.

We chose to create teenage instead of adult user accounts because

25% of U.S. TikTok users are 10–19 years of age (Howarth, 2024)

and because extremist actors often target youth to gain adherents

(Abalian and Bijan, 2021; Sugihartati et al., 2020). User journey

data were collected by creating a total of 24 new accounts on each

platform (TikTok, Instagram, and YouTube). To recreate a typical

user experience, each account was associated with an IP address in

the USA and was labeled as belonging to a 16-year-old user. An

equal number of male and female accounts were created.

Both TikTok and Instagram collection was performed on

mobile Android phones and recorded using a phone screen

recording app called V Recorder, while YouTube collection was

done on the computer and recorded using a screen recording

tool. A separate account was created for each keyword (“Uyghur,”

“Xinjiang,” “Tibet,” “Tiananmen”) per platform to prevent cross-

contamination between search terms and to ensure that the

platform algorithms were exposed to only the specific keyword and

related content. To ensure accuracy and consistency in the results,

all browsing history, cookies, and cache were cleared before account

creation to avoid any pre-existing biases or algorithmic influences.

Beyond account creation, searching for the target search term,

scrolling through video results, and saving/bookmarking viewed

content, no additional actions were performed that could skew the

profile’s search preferences (e.g., no accounts were followed, no

prior searches were performed, no engagements except views and

saves were performed).

A standard collection methodology was followed for all search

terms across each platform. Each user began by typing the term

into the Search field and selecting the first post that appeared. The

users then scrolled through each subsequent video, saving each

one on TikTok and Instagram. Each video on YouTube (excluding

shorts and videos in playlists), TikTok, and Instagram was played

for at least 15 s or until the video concluded. Upon completing the

recording session, the users navigated to the Saved page on the User

Profile (on TikTok and Instagram) or scrolled back to the top of the

list (on YouTube), and the users clicked on each post to copy the

upload date and URL into a spreadsheet.

Link retrieval for the search terms across all platforms took

place during the first 2 weeks of July 2024. The objective

for user journey data collection was to collect the first 300

videos for each of four target search terms (“Uyghur,” “Xinjiang,”

“Tibet,” “Tiananmen”) across three different social media platforms

(TikTok, YouTube, Instagram).

3.2.2 Coding methodology
Following data collection, the first phase of analysis categorized

content as either pro-CCP, anti-CCP, neutral, or irrelevant. Search

results were independently coded by two analysts. When they

disagreed, a third analyst independently coded the search result

and assigned a final coding category (i.e., without knowing how

the other analysts coded the result). The intercoder agreement

rates were high across all platforms and search terms. For instance,

TikTok showed agreement rates of 98.94% for “Tibet” and 99.37%

for “Tiananmen,” while Instagram and YouTube also demonstrated

high agreement, particularly for “Tiananmen” at 99.33 and 100%,
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TABLE 1 (Study I) Intercoder agreement rate.

Tibet Tiananmen Uyghur Xinjiang

TikTok 98.94% 99.37% 92.33% 90.33%

Instagram 97.67% 99.33% 91.33% 75.33%

YouTube 99.00% 100.00% 95.93% 73.67%

respectively. However, lower but still substantial agreement was

observed for “Xinjiang,” particularly on Instagram (75.33%) and

YouTube (73.67%) (see Table 1).

Our coding system was customized for each search term and

served as a blueprint for analysts responsible for the process (see

Table 2). It may seem counterintuitive to code news coverage of

the Tiananmen Square massacre as “neutral” rather than “anti-

CCP.” However, this decision was based on several considerations

that align with the goals of maintaining objectivity in our

coding process. First, “anti-CCP” content was defined as material

explicitly critical of the Chinese government, often involving

clear condemnations of its actions or calls for accountability.

News reports, even on sensitive topics like the Tiananmen

Square massacre, often present information in a more factual,

less opinionated manner. These reports focus on recounting

events rather than directly criticizing the government, making it

appropriate to categorize them as “neutral.” While the subject

matter of such news reports may be implicitly critical by shedding

light on events that the Chinese government seeks to suppress, the

neutral coding reflects the objective, factual nature of news media,

as opposed to content that includes explicit criticism, advocacy,

or direct opposition to the Chinese government. In this way, we

maintained a distinction between fact-based reporting and content

with an overtly critical stance, ensuring that the coding process

remained consistent across different platforms and topics.

3.3 Results and discussion

Table 3 presents the total number of search results (links)

produced for each search term for each platform. Themain analyses

focused on discovering whether there were differences in the

distribution of anti-CCP, pro-CCP, irrelevant and neutral content

produced by the search terms “Tiananmen,” “Tibet,” “Uyghur,” and

“Xinjiang” across TikTok, Instagram, and YouTube.

Although our objective was to obtain 300 results for each

platform/search term combination, some search feeds stopped

serving content before 300 videos per term was reached, resulting

in a total of 3,435 video results.

3.3.1 Content distribution across platforms
Table 4 summarizes the main results for all platforms and

searches. A series of chi-square tests assessed differences among

content type (pro-CCP, anti-CCP, neutral, and irrelevant) and

platform (TikTok, Instagram, and YouTube). The chi-square

results for each content type are reported in Table 5, and show that

the content varied significantly by platform.

There are eight substantive comparisons for each search term:

two platform comparisons (TikTok compared to Instagram, and

TikTok compared to YouTube) by four search terms. In all eight

comparisons focused on anti-CCP interest content, the results

confirmed the hypothesis that TikTok’s search results would be

biased in favor of the CCP. TikTok produced far less anti-CCP

content than did the other platforms (see Table 4; Figure 1).

Our second hypothesis was that there would be more pro-

CCP than anti-CCP content across all platforms. This hypothesis

was not confirmed, though the result raised even more reasons to

suspect algorithmic bias among TikTok. There was more pro-CCP

than anti-CCP content for all four TikTok searches, but no pattern

emerged for YouTube or Instagram. Four of eight comparisons

involving YouTube and Instagram found more pro-CCP than anti-

CCP content, but four of eight foundmore anti-CCP than pro-CCP

content (see Table 4).

Consistent with the distraction hypothesis, the percentage of

irrelevant content on TikTok was generally higher across all search

terms than on the other platforms. The one exception was for Tibet

searches, where YouTube (33%) produced slightly more irrelevant

results than did TikTok (30.9%).

Interestingly, there was no consistent evidence that TikTok

searches produced more pro-CCP or neutral content than

did the other platforms. TikTok did produce more pro-CCP

content than did the other platforms for searches involving

Tiananmen Square and Tibet, and it produced more pro-

CCP content in searches involving Uyghur than did Instagram.

However, TikTok produced less pro-CCP content in searches

for Uyghur than did YouTube searches, and it produced less

pro-CCP content than did both other platforms in searches

for Xinjiang. Furthermore, it generally produced about the

same or less neutral content for all search terms than did

the other platforms. Thus, although Study I provided ample

evidence that TikTok produces less anti-CCP and more irrelevant

(distracting) content than other platforms, the hypotheses that

it would also produce more pro-CCP or neutral content were

not confirmed.

3.3.2 Implications
The clearest evidence for some sort of bias in TikTok search

results was for anti-CCP and irrelevant content. Both results are

consistent with some sort of suppression of negative information

about CCP on TikTok. It is obvious why the CCP would seek

to suppress negative information about the CCP. However, the

distraction hypothesis specifically predicted the results for the

irrelevant search results—one way to steer users away from

unflattering information about CCP is by sending them to links

irrelevant to searches on topics about which the CCP is sensitive.

One possibility is that the CCP prefers to steer people away

from political links involving the CCP, both positive and negative

(King, 2018). This perspective, which is post-hoc and speculative

and therefore points to a direction for future research, suggests that

CCP policies, though targeting suppression of negative information

about the CCP, do not focus on amplifying positive political

information about China or the CCP, perhaps in an effort to avoid

making anything about the issues addressed here (Tiananmen,
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TABLE 2 (Study I) Coding system.

Search term Pro-CCP Anti-CCP Neutral Irrelevant

Xinjiang Official promotional content,

frontier influencer content,

showcasing of minorities’ folk

customs while whitewashing

cultural erasure, idyllic portrayals

of rural life, claims of Western

narrative misrepresentation

Content highlighting Uyghurs’

plight in China, calls for boycotts

of Chinese products grown in

Xinjiang, Chinese human rights

abuses and suppression of internal

dissent

Personal photos, informational

graphics, unbiased news reports,

historical artifacts, consumer goods

Content unrelated to

Xinjiang, apolitical Xinjiang

diaspora content

Uyghur Highlight Uyghur/Xinjiang folk

culture (food, dance, dress,

women), frontier influencers

exploring Xinjiang/Uyghur

heartland

Content highlighting Uyghurs’

plight in China, unlawful

detention, cultural erasure,

suppression of civil liberties, etc.

Diasporic communities, apolitical

Uyghur-language songs or media,

professional travel photographers

and/or Western tourists

Content unrelated to Uyghurs

Tibet Official promotional content,

state-registered tourism

companies, frontier influencer

content, idyllic portrayals of rural

life, echoing the CCP narrative that

Tibet has been liberated

Mentions of Tibetan liberation,

coverage of the exilic government,

political statements from the Dalai

Lama, videos containing #freetibet,

#SaveTibet, protests, and cultural

erasure by the CCP

Informational presentations,

unbiased historical content,

coverage of Tibetan Buddhism, its

rituals and material culture

Content unrelated to Tibet,

reactions to Tibetan culture,

Tibetan consumer & folk art

products

Tiananmen Patriotic songs, official travel

promotions, flag raising, other

nationalist events, denials of the

massacre, revisionist historical

takes, scenic pictures of the square

without mention of the massacre

Condemnations of the massacre,

commemorations worldwide by

victims and dissidents, “Tank Man”

imagery, memes highlighting the

event

News coverage of worldwide

anniversaries of the massacre,

tangential mentions of Tiananmen

Content unrelated to

Tiananmen Square or the

1989 massacre

TABLE 3 (Study I) The total number of links generated for each search

term.

Search term TikTok Instagram YouTube Total

Tiananmen 158 300 300 758

Tibet 282 300 300 882

Uyghur 300 300 295 895

Xinjiang 300 300 300 900

Total 1040 1200 1195 3435

Tibet, and the Uyghurs) too salient in people’s minds and social

media discourse.

This analysis could also explain the stark difference in findings

regarding irrelevant vs. neutral search results. Irrelevant links avoid

the search topic altogether. Therefore, if they are being used by the

CCP to distract people from the topic, steps may have been taken

to amplify this sort of content when people search for the terms we

examined. In contrast, if the CCP is trying to steer users away from

considering topics about which it is sensitive, it will not steer people

to neutral content that simply factually reported events involving

our four search terms.

There were no clear, consistent differences between TikTok

and the other platforms with respect to pro-CCP or neutral

content. There was, however, consistently lower anti-CCP content

on TikTok. There was also a high amount of irrelevant content

across all platforms. These findings suggest that CCP manipulation

or influence on TikTok may not exclusively manifest as promoting

the CCP’s preferred narratives. Instead, it could be understood

as a broader strategy that overwhelms search results with

irrelevant or distracting content, effectively diluting the visibility of

critical material.

TABLE 4 (Study I) Content counts and percentages by search term,

content type, and platform.

Search
term

Content
type

TikTok Instagram YouTube

Tiananmen Pro-CCP 26.6% (42) 16.3% (49) 7.7% (23)

Anti-CCP 19.6% (31) 56.7% (170) 64.7% (194)

Neutral 8.2% (13) 19.3% (58) 24.3% (73)

Irrelevant 45.6% (72) 7.7% (23) 3.3% (10)

Tibet Pro-CCP 30.1% (85) 27.7% (83) 13.7% (41)

Anti-CCP 5% (14) 31.7% (95) 12% (36)

Neutral 34% (96) 36% (108) 41.3% (124)

Irrelevant 30.9% (87) 4.7% (14) 33% (99)

Uyghur Pro-CCP 17% (51) 2.7% (8) 49.2% (145)

Anti-CCP 10.7% (32) 84% (252) 19% (56)

Neutral 12% (36) 12% (36) 28.5% (84)

Irrelevant 60.3% (181) 1.3% (4) 3.3% (10)

Xinjiang Pro-CCP 24% (72) 49% (147) 52.7% (158)

Anti-CCP 2.3% (7) 17.3% (52) 21.7% (65)

Neutral 4.3% (13) 27% (81) 23.7% (71)

Irrelevant 69.3% (208) 6.7% (20) 2% (6)

The disparities observed across platforms, especially for anti-

CCP and irrelevant content, could result from TikTok’s parent

company, ByteDance, implementing algorithmic processes to

disproportionately produce results that align with CCP interests.

However, it is also possible that the disparities observed across

platforms did not result from any algorithmic manipulation.
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TABLE 5 (Study I) Chi-square test results for content distribution across

platforms.

Content type χ2 df, N p-value

Pro-CCP 23.74 2, 904 p < 0.001

Anti-CCP 233.14 2, 1004 p < 0.001

Neutral 73.17 2, 793 p < 0.001

Irrelevant 572.47 2, 734 p < 0.001

FIGURE 1

Percentage of anti-CCP content.

Instead, perhaps they merely reflect differences in user preferences

by platform. It is possible that TikTok attracts a user base more

inclined toward the type of content the CCP would like to promote.

The amount of time users spend interacting with content on

social media—such as watching a video, liking a post, or leaving a

comment—is known as user engagement. Higher engagement with

a piece of content makes it more valuable for advertisers because

the engaged audience is more likely to notice and respond to ads

displayed alongside that content. For example, if a piece of content

is ignored by users, any ads paired with it are less likely to be

effective, making the ad placement a waste of money. Conversely,

if a piece of content is highly popular and engaging, ads placed

alongside it have a better chance of reaching an attentive audience

and potentially boosting sales (Gharib, 2024).

Social media platforms, driven by commercial goals, aim to

maximize ad revenue. To achieve this, they often amplify and

promote content that generates high levels of user engagement, as

such content tends to bemore profitable for advertisers (Reputation

Sciences, 2024). This means that the algorithms on these platforms

are typically designed to prioritize engaging content, regardless of

its specific subject matter, to attract more ad spending (7th Peak

Marketing, n.d.).

If TikTok attracts users inclined to engage with pro-CCP

content, then it may have more such content for purely commercial

reasons, and not because of any algorithmic manipulation.

Differences between TikTok and other platforms would then be a

reflection of the platform’s user demographics and their preferences

rather than undue influence by the CCP.

However, if TikTok users disproportionately (compared to

users on other platforms) preferred pro-CCP content, we would

also expect to see low levels of user engagement with anti-

CCP content.

On the other hand, if the CCP has undue influence on

TikTok, then content advancing CCP narratives might be amplified

even when its user engagement metrics are not particularly high.

Similarly, content advancing narratives opposed by the CCP may

be suppressed even if user engagement metrics are high.

These alternative possibilities were examined in Study II.

4 Study II: engagement analysis and
content bias

Study II analyzed engagement data from user journeys across

TikTok, Instagram, and YouTube to determine whether there are

systematic differences in how users interact with different types of

content. We investigated how user engagement metrics, specifically

likes and comments, aligned with the distribution of pro-CCP and

anti-CCP content on TikTok, Instagram, and YouTube. This type

of analysis can reveal potential algorithmic biases. In this study,

we evaluated bias by calibrating search results against engagement.

If engagement drives prominence in search results (appearing

early, e.g., within the first 300 results returned for a search),

as is typically the case, there would be no evidence of bias or

algorithmic manipulation. In contrast, if anti-CCP content had

high engagement metrics but was not returned early in search

results, or if pro-CCP content had low engagement metrics but

was returned early in search results, we interpreted it as evidence

of bias or algorithmic manipulation to advance CCP interests

or propaganda.

It was, of course, also possible that American-owned platforms

(Instagram and YouTube) suppress pro-CCP content or amplify

anti-CCP content. Our approach to evaluating anti-CCP bias was

identical to our approach to evaluating pro-CCP bias. If anti-CCP

content had low engagement metrics but was returned early in

search results, or if pro-CCP content had high engagement metrics

but was not returned early in search results, we interpreted it as

evidence of bias or algorithmic manipulation on the American

platforms to suppress information favorable to the CCP.

TikTok’s algorithm, according to internal company documents

(Smith, 2021), is built around four main goals: “user value,”

“long-term user value,” “creator value,” and “platform value.”

The underlying design emphasizes maximizing user engagement

through retention and time spent on the app, effectively

aiming to keep users scrolling for as long as possible. TikTok’s

recommendation algorithm supposedly scores videos based on

several inputs, including:

◦ Likes

◦ Comments

◦ Whether the video was played

◦ Playtime
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TABLE 6 (Study II) Average numbers of likes and comments for each search result link across each platform for pro- and anti-CCP content.

Likes Comments

Tiktok Instagram YouTube Tiktok Instagram YouTube

Pro-CCP 28,151.97 413.49 3,482.74 438.80 11.13 535.44

Anti-CCP 113,767.12 3,167.95 8,335.91 1,709.39 56.20 1,610.31

These factors are combined in a machine-learning-driven

equation that assigns scores to each video. Videos with the highest

scores are more likely to be shown in users’ “For You” feeds.

While the actual equation is more complex, the central principle

is to promote content that maximizes user engagement by using

existing engagement metrics. Moreover, the more engagement a

video receives (through likes, comments, and views), the more

likely it is to be prioritized by the algorithm, leading to greater

visibility in future content recommendations.

Use of these criteria for amplifying content reflects basic

commercial interests, not propaganda. However, if TikTok is being

used as a vehicle for promoting Chinese propaganda, we would

expect to observe distinctive divergences from that predicted by

use of these criteria to amplify content. Study I found that the

greatest differences between TikTok and the other platforms was

for anti-CCP content, and the smallest differences were for pro-

CCP content. Therefore, Study II focused exclusively on anti-

CCP and pro-CCP engagement. If some sort of algorithmic bias

is operating with respect to anti-CCP content, these comparisons

would be most likely to uncover it.

Specifically, the unbiased algorithm hypothesis is that:

If the larger amount of pro-CCP than anti-CCP content

served up by TikTok is driven by user engagement, then

pro-CCP content should receive disproportionately higher

engagement (likes and comments) than does anti-CCP content.

Alternatively, the biased algorithm hypothesis is that:

TikTok serves up more pro-CCP than anti-CCP content,

even though users engage as much or more with anti-CCP

content than with pro-CCP content.

4.1 Methods

The primary engagement metrics collected were the number

of likes, views, shares, and comments associated with each post

or video. These metrics were extracted directly from the platform

within 2 weeks of content collection. Not all platforms provided

the same set of engagement metrics: Instagram provided likes and

comments, TikTok provided likes, views, comments, shares, and

bookmarks, and YouTube provided views, likes, and comments.

Because the only engagement data that is the same across platforms

was for likes and comments, our analyses focused exclusively on

likes and comments.

It is important to note that some content was taken down after

link collection, rendering certain metrics inaccessible. Additionally,

comments were restricted on some platforms, such as YouTube,

further limiting the available data. For these reasons, when

reporting percentages, we are referring only to the total within

the available metrics. For example, for Tiananmen Square content

on YouTube, although 300 usable links were initially retrieved,

the final count reflected 296 links for likes and 276 links for

comments, because one of the YouTube videos was removed from

the platform, three videos did not report the number of likes, and

24 videos did not allow comments.

4.2 Results and discussion

Table 6 reports the average number of likes and comments per

search result across TikTok, Instagram, and YouTube.

In order to compare support for the unbiased algorithm

hypothesis vs. the biased algorithm hypothesis, we computed three

ratios: (1) the ratio of pro-CCP to anti-CCP results obtained in

Study I, and the ratios of (2) likes for pro-CCP vs. anti-CCP content

and (3) comments for pro-CCP vs. anti-CCP content, obtained in

the present study.

The unbiased algorithm hypothesis would be supported by

results showing that the ratios are similar within and between

platforms; this would be the case if purely commercial criteria were

being used to amplify content. The biased algorithm hypothesis

would be supported by results showing that these ratios would

be dramatically different for TikTok than for the other platforms.

Specifically, if TikTok suppresses anti-CCP content (which is one

interpretation of Study I results), then the ratio of pro-CCP to anti-

CCP engagements should be much lower than the ratio of pro-CCP

to anti-CCP results found in Study I for TikTok, both on its own

and, especially, when compared to the other platforms. In other

words, if TikTok makes relatively less anti-CCP (compared to pro-

CCP) content available than would be justified by user engagement

statistics, it raises the possibility that its algorithm is being used to

advance CCP propaganda. Such a result would suggest that TikTok

makes it much harder for searches to yield anti-CCP content than

pro-CCP content.

Table 7 reports these ratios. It shows that, in Study I, TikTok

produced a vastly higher ratio of pro- to anti-CCP content (content

ratio) than could be explained by user engagement (likes and

comments ratios). On TikTok, users liked or commented on anti-

CCP content nearly four times as much as they liked or commented

on pro-CCP content, yet the search algorithm produced nearly

three times as much pro-CCP content. Neither Instagram nor

YouTube showed this extreme a discrepancy between the content

ratio and the likes and comments ratios.

Table 7 also provides evidence that bears on the exploratory

research question of whether the American-owned platforms

(Instagram and YouTube) are biased against the CCP. Such bias

Frontiers in Social Psychology 08 frontiersin.org

https://doi.org/10.3389/frsps.2024.1497434
https://www.frontiersin.org/journals/social-psychology
https://www.frontiersin.org


Finkelstein et al. 10.3389/frsps.2024.1497434

TABLE 7 (Study II) Ratios of pro-CCP to anti-CCP content, likes, and

comments.

Content
ratio

(counts)

Likes ratio
(averages)

Comments
ratio

(averages)

TikTok 250:84 28,151.97:113,767.12 438.80:1,709.39

= 2.98:1 = 0.25:1 = 0.26:1

Instagram 287:569 413.49:3,167.95 11.13:56.20

= 0.50:1 = 0.13:1 = 0.20:1

YouTube 367:351 3,482.74:8,335.91 535.44:1,610.31

= 1.05:1 = 0.42:1 = 0.33:1

Content ratios are based on results reported in Table 4 in Study I, obtained simply by summing

all pro-CCP and anti-CCP results across all searches. Likes and comments ratios are based on

results reported in Table 6.

would manifest as a lower ratio of pro-CCP to anti-CCP content

than engagement ratios for likes and comments. This did not

happen. If anything, there might be a modest pro-CCP bias even on

the American platforms. On Instagram, users liked or commented

on anti-CCP content about five and eight times more frequently,

respectively, than they liked or commented on pro-CCP content,

yet the search algorithm produced half as much pro-CCP content

as anti-CCP content. On YouTube, users liked or commented

on anti-CCP content about two to three times as often as they

liked or commented on pro-CCP content, yet the search algorithm

produced about equal amounts of pro-CCP content and anti-CCP

content. Although our methods cannot definitively establish pro-

CCP bias on the American platforms, these results warrant further

investigation of the potential for such biases in future research.

Regardless of how these results are interpreted, however,

TikTok’s results are vastly more favorable to the CCP than are

results returned by Instagram and YouTube. Furthermore, the

TikTok results are a nearly complete inversion of their own

engagement metrics.

4.2.1 Implications
The results supported the biased algorithm hypothesis.

Differences between users’ engagement on the different platforms

do not explain the differences between the content posted on each

platform found in Study I. Across all platforms, users engaged far

more with anti-CCP content than with pro-CCP content. TikTok,

however, was the only platform that produced vastly more pro-

CCP content than anti-CCP content. Thus, differences between

users’ engagement with pro-CCP and anti-CCP content explains

neither why TikTok serves up more pro-CCP than anti-CCP

content nor why it serves up far less anti-CCP content than do the

other platforms.

In short, Study II results strongly suggest that algorithmic

amplification of pro- and anti-CCP content on Instagram and

YouTube is largely determined by commercial considerations,

whereas advancing CCP propaganda plays some role in the

algorithmic curation of TikTok content. Given that Study I found

far less anti-CCP content on TikTok than on the other platforms,

but not systematically higher levels of pro-CCP content, the results

from the two studies, when taken together, strongly suggests that

TikTok suppresses anti-CCP content.

Finally, the patterns obtained across both Studies I and II raise

important questions about the relationship of such algorithmic

content curation to user perceptions. Specifically, if users are

exposed to less anti-CCP and more irrelevant content on TikTok

than on other platforms—less than might be predicted based on

engagement statistics—how does this relate to their overall attitudes

toward China? To explore the potential relationship between

content exposure and user psychology, we conducted Study III to

examine whether social media usage, particularly on TikTok, is

associated with users’ perceptions of China’s human rights record

and its appeal as a travel destination.

5 Study III: the relationship of social
media use to perceptions of China

Building on the insights from Study II, Study III explored the

potential real-world association between content exposure and user

beliefs about China. In Study III, we conducted a survey to examine

whether users’ social media habits, particularly on TikTok, were

associated with their views on China’s human rights record and its

appeal as a travel destination.

The rationale for assessing beliefs about China’s human rights

record is straightforward. Based on the findings from Studies I

and II suggesting that TikTok suppresses information about China’s

human rights violations, Study III tested the hypothesis that:

The more time users spend on TikTok, the more positively

they may view China’s human rights record.

We also assessed beliefs about China as a travel destination

because: 1. Encouraging tourism in China is in the CCP’s interest;

2. Some search results directed people to tourist destinations; and

3. Previous work in this vein by the Australian Strategic Policy

Institute (ASPI) shows that the CCP makes a concerted effort to

influence perceptions of China through online travel videos. As an

ASPI report (Ryan et al., 2022) remarks, seemingly benign travel

videos made by “frontier influencers” are directly managed by the

CCP to shape perceptions of China abroad, particularly relating to

sensitive frontier regions like Tibet and Xinjiang.

A frontier influencer refers to social media personalities or

content creators who focus on promoting tourism and cultural

narratives in geographically sensitive or politically contested

regions, often at the behest of government authorities. In the

context of China, these influencers are used by the CCP to produce

and amplify content that portrays areas like Tibet and Xinjiang in a

favorable light. These regions, known for their complex histories of

human rights concerns and ethnic tensions, are critical to China’s

domestic and international image. Thus, an additional hypothesis

was generated by the possibility that TikTok is being exploited to

advance CCP interests:

The more time users spend on TikTok, the more desirable

they will view China as a tourist destination.
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5.1 Methods

5.1.1 Participants
One thousand two hundred and fourteen U.S. adult

participants were recruited through Amazon’s Prime Panels

CloudResearch service. The sample was matched to U.S. census

data and stratified to ensure greater representativeness across

demographic categories. The full set of demographic information

on this sample is reported in the Supplementary material.

5.1.2 Survey questions
The survey assessed: (1) time spent on social media platforms;

(2) evaluation of human rights violations for 10 countries,

including China; and (3) evaluation of China as a travel

destination. The Supplementary material presents all survey

questions reported here.

Participants reported the amount of time they spend daily on

Facebook, Instagram, TikTok, X (Twitter), Reddit, and YouTube,

with response options ranging from “Never” to “More than 3

hours.” See Supplementary material for details about participants’

social media use per platform (Supplementary Table S1;

Supplementary Figure S1).

Participants rated the human rights records of 10 countries

(China, USA, Iran, Switzerland, Israel, Mexico, North Korea,

Australia, Cuba, and Sudan) using a sliding scale ranging from

1 (extremely poor) to 10 (extremely good). This section was

randomized to disguise the purpose of the survey. Analyses

reported herein focus exclusively on China, but ratings for

all countries are available in Supplementary Table S2 and

Supplementary Figure S2.

Participants’ beliefs about China as a travel destination were

also assessed. Participants answered “True” or “False” to the

following statement: “China is one of the most desirable travel

destinations in the world.”

5.2 Results and discussion

5.2.1 Ratings of china’s human rights record
We first tested the hypothesis that the more time people spend

on TikTok, the more positively they would view China’s human

rights record. Table 8 reports the correlations among time spent

on each platform and ratings of China’s human rights record. This

hypothesis was confirmed: the correlation between time reported

spending on TikTok usage and ratings of China’s human rights

record was r(1, 212) = 0.33, p < 0.001.

Figure 2 presents the mean ratings of China’s human rights

record based on varying levels of TikTok usage. Although the

pattern is not completely linear, those who reported spending no

time on TikTok held the least favorable views of China’s human

rights record and those who reported spending more than 3 h per

day on TikTok had the most favorable views.

However, as can also be seen in Table 8, time spent on all the

platforms was positively correlated with views of China’s human

rights record (i.e., the more time spent on any of the platforms, the

more favorable the view respondents held of China’s human rights

record). Therefore, we conducted follow-up analyses to examine

whether this relationship was stronger for time spent on TikTok

than for time spent on the other platforms.

As can be seen in Table 8, the r = 0.33 correlation for TikTok

was higher than that for any other platform. A series of z-tests

compared the r = 0.33 found for TikTok use to the r found for

the other platforms. This analysis indicated that the correlation for

TikTok was significantly higher than that for Facebook (z = 3.721,

p = 0.0002), Reddit (z = 3.579, p = 0.0003), YouTube (z = 2.695,

p = 0.0070) and X (formerly Twitter) (z = 2.521, p = 0.0116).

However, the comparison between TikTok and Instagram did not

reach statistical significance (z = 1.387, p= 0.1654).

Table 8 also makes clear that time spent on TikTok was itself

moderately to highly correlated with use of the other platforms.

This raised the possibilities that TikTok use is driving much of the

correlation between time spent on the other platforms and ratings

of China’s human rights record, or that use of other platforms is

driving much of the relationship between TikTok use and ratings of

China’s human rights record. In addition, it was possible that there

were demographic differences in the use of the different platforms

which might explain some or most of the relationship between time

spent on TikTok to ratings of China’s human rights record. For

example, if, independent of any use of TikTok, younger people have

more positive views of China’s human rights record and are also

more likely than older people to spend time on TikTok, this could

account for some or all of the correlation between TikTok use and

ratings of China’s human rights record. A similar analysis applies to

other demographic variables as well.

Table 9 reports the correlations between platform use and

the demographic variables we assessed. Indeed, TikTok use was

negatively correlated with age [r(1,212) = −0.51, p < 0.001] and

was correlated with political affiliation [r(1,212) = −0.09, p <0.01],

ethnicity [r(1,212) = −0.18, p <0.001], and gender [r(1,201) = 0.1,

p < 0.001]. Table 9 reports how the demographic variables were

coded in order to interpret the correlations with TikTok use.

Therefore, we conducted a regression analysis to evaluate

whether TikTok use predicted beliefs about China’s human rights

record over and above time spent on the other platforms and

independent of user demographics. Specifically, the regression

model included time spent on each of the platforms, age, gender,

ethnicity, and political affiliation as predictors of beliefs about

China’s human rights record.

Those results, which are presented in Table 10, show that

TikTok use still predicted beliefs about China’s human rights

record. Specifically, the relationship of time spent on TikTok to

ratings of China’s human rights record remained substantial and

statistically significant (b = 0.182, β = 0.134, p < 0.001). Thus,

neither time spent on other platforms nor demographics fully

explain the relationship of time spent on TikTok with ratings

of China’s human rights record. Furthermore, usage of the other

platforms did not predict ratings of China’s human rights record,

with the exception of Facebook (b = 0.146, β = 0.099, p < 0.01).

Understanding why time spent on Facebook also predicts ratings

of China’s human rights record is, however, beyond the scope

of the present investigation and is not discussed further. Among

demographic variables, age (b = −0.02, β = −0.15, p < 0.001)

and ethnicity (b = −0.42, β = −0.17, p < 0.01) were significant

negative predictors, indicating that older and White participants
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TABLE 8 (Study III) Correlations for China human rights rating and time spent on social media platforms.

TikTok Facebook Instagram YouTube X (Twitter) Reddit

China 0.33∗∗∗ 0.19∗∗∗ 0.28∗∗∗ 0.23∗∗∗ 0.24∗∗∗ 0.2∗∗∗

TikTok 0.25∗∗∗ 0.52∗∗∗ 0.38∗∗∗ 0.44∗∗∗ 0.35∗∗∗

Facebook 0.3∗∗∗ 0.24∗∗∗ 0.22∗∗∗ 0.19∗∗∗

Instagram 0.33∗∗∗ 0.53∗∗∗ 0.42∗∗∗

YouTube 0.36∗∗∗ 0.36∗∗∗

X (Twitter) 0.52∗∗∗

∗∗∗p < 0.001. N = 1,203.

FIGURE 2

Mean China human rights ratings by TikTok usage. The red dotted line denotes the sample mean.

TABLE 9 (Study III) Demographic variables correlated with social media use.

TikTok Facebook Instagram YouTube X (Twitter) Reddit

Age −0.51∗∗∗ −0.1∗∗∗ −0.42∗∗∗ −0.41∗∗∗ −0.31∗∗∗ −0.32∗∗∗

Political affiliation −0.09∗∗ −0.01 −0.07 −0.09∗∗ −0.05 −0.11∗∗∗

Ethnicity −0.18∗∗∗ −0.01 −0.18∗∗∗ −0.19∗∗∗ −0.11∗∗∗ −0.09∗∗

Gender 0.1∗∗∗ 0.03 0.03 −0.09∗∗ −0.2∗∗∗ −0.08∗∗

Gender N = 1,203; age, political affiliation, and ethnicity N = 1,214. The political affiliation variable was coded to be 0 = Democrat, 1 = Unaffiliated, 2 = Independent, and 3 = Republican.

The ethnicity variable was coded to be 0= non-white, 1= white. The gender variable was coded to be 0=male, 1= female.
∗∗p < 0.01, ∗∗∗p < 0.001.

rated China’s human rights record as worse than did younger and

non-White participants.

Overall, therefore, these analyses confirmed the hypothesis

that the more time users spend on TikTok, the more favorable

their views of China’s human rights record. This relationship

was observed in the bivariate correlation between TikTok

use and ratings of China’s human rights record, and it

remained statistically significant even when controlling for time

spent on each of the other platforms, demographics, and

political affiliation.

5.2.2 China as a travel destination
Next, we tested the hypothesis that the more time spent on

TikTok, the more favorably respondents would rate China as a

travel destination. Because the question asked them to rate as true

or false the statement “China is one of the most desirable travel

destinations in the world,” the hypothesis predicts that the more

time people spend on TikTok, the more likely they would be to

evaluate the statement as “true.”

Table 11 reports the correlations between time spent on each

platform and ratings of China as a travel destination. The
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hypothesis that time spent on TikTok would correlate with

ratings of China as a travel destination was supported, r(1,212) =

0.19, p < 0.001.

TABLE 10 (Study III) Regression results for predicting ratings of China’s

human rights record.

Variable b (SE) β t-value p-value

TikTok 0.182 (0.048) 0.134 3.78 0.000

Facebook 0.146 (0.042) 0.099 3.465 0.001

Instagram 0.087 (0.054) 0.058 1.614 0.107

X (Twitter) 0.096 (0.060) 0.057 1.593 0.111

YouTube 0.049 (0.045) 0.034 1.08 0.280

Reddit 0.014 (0.061) 0.007 0.229 0.819

Party (Independent) 0.067 (0.196) 0.028 0.344 0.731

Party (Republican) −0.252 (0.147) −0.104 −1.711 0.087

Party (Unaffiliated) −0.120 (0.305) −0.049 −0.393 0.694

Gender (Male) −0.090 (0.136) −0.037 −0.657 0.511

Age −0.022 (0.005) −0.153 −4.605 4.56e-06

Ethnicity (White) −0.422 (0.148) −0.174 −2.851 0.004

N = 1,203.

b is the unstandardized regression coefficient. β is the standardized regression coefficient.

All variables in the left-most column were included as simultaneous predictors of ratings of

China’s human rights records. Statistically significant p-values appear in bold.

Figure 3 presents the mean ratings of China as a travel

destination based on varying levels of TikTok usage. Although the

pattern is not monotonic, there is a clear and dramatic difference

between those who spend 0–30min on TikTok and those who

spend 30min or more.

As can be seen in Table 11, time spent on all the platforms was

positively correlated with views of China as a travel destination,

though the relationship for Facebook was not statistically

significant. The r = 0.19 correlation for TikTok was higher than

that for any other platform, so we conducted follow-up analyses

to examine whether this relationship was significantly stronger for

time spent on TikTok than for time spent on the other platforms.

A series of z-tests indicated that the correlation for TikTok was

significantly higher than that for Facebook (z = 3.288, p = 0.001).

However, the comparisons with X (formerly Twitter) (z = 1.55,

p = 0.248), YouTube (z = 1.614, p = 0.107), Instagram (z =

1.495, p = 0.135), and Reddit (z = 1.798, p = 0.072) did not reach

statistical significance.

Because TikTok use was correlated with use of other platforms

(Table 8) and several of the demographic variables (Table 9), further

analyses assessed whether the association of TikTok use with

ratings of China as a travel destination was robust while controlling

for these other variables. Because ratings of China as a travel

destination was a dichotomous variable, we conducted a logistic

regression, with time spent on each of the platforms and the

demographic variables as predictors. Table 12 reports these results.

The results indicated that TikTok usage significantly predicted

agreement with the statement [β = 0.15, SE = 0.047, OR (odds

TABLE 11 (Study III) Correlations between social media use and evaluation of China as a desirable travel destination.

TikTok Facebook Instagram YouTube X (Twitter) Reddit

Evaluation of “China is one of the most desirable travel

destinations in the world” as true.

0.19∗∗∗ 0.06 0.14∗∗∗ 0.13∗∗∗ 0.15∗∗∗ 0.12∗∗∗

∗∗∗p < 0.001. N = 1,203.

FIGURE 3

Percentage of users who chose “true” for China is one of the most desirable travel destinations in the world. The red dotted line denotes the sample

mean.
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TABLE 12 (Study III) Logistic regression results for true/false responses to

“China is one of the most desirable travel destinations in the world.”

Variables b (SE) Odds
ratio

z p-value

TikTok 0.150 (0.047) 1.160 3.169 0.002

Facebook 0.007 (0.043) 1.007 0.156 0.876

Instagram 0.014 (0.054) 1.014 0.251 0.802

X (Twitter) 0.080 (0.058) 1.083 1.375 0.169

YouTube 0.040 (0.047) 1.041 0.854 0.393

Reddit 0.050 (0.059) 1.051 0.857 0.392

Party (independent) 0.285 (0.191) 1.330 1.494 0.135

Party (republican) −0.304 (0.154) 0.738 −1.981 0.048

Party (unaffiliated) 0.440 (0.291) 1.553 1.511 0.131

Gender (male) 0.060 (0.139) 1.062 0.427 0.670

Age −0.001 (0.005) 0.999 −0.214 0.830

Ethnicity (white) −0.323 (0.144) 0.724 −2.244 0.025

N = 1,203. Statistically significant p-values appear in bold.

ratio) = 1.16, p = 0.002], suggesting that higher TikTok usage

was associated with a greater likelihood of viewing China as

a desirable travel destination. Facebook, Instagram, X (Twitter),

YouTube, and Reddit usage were not significant predictors in this

model. Republicans were less likely than Democrats to agree that

China was one of the world’s most desirable travel destinations

(b = −0.304, SE = 0.154, OR = 0.738, p = 0.048). Ethnicity

was also a significant predictor, with fewer White than non-White

respondents rating China as one of the world’s most desirable travel

destinations (b=−0.323, SE= 0.144, OR= 0.724, p= 0.025).

Overall, therefore, these analyses confirmed the hypothesis

that the more time users spend on TikTok, the more favorable

their views of China as a travel destination. This relationship was

observed in the bivariate correlation between TikTok use and

ratings of China as a travel destination, and it remained statistically

significant even when controlling for time spent on each of the

other platforms, demographics, and political affiliation. Use of the

other platforms did not significantly predict ratings of China as a

travel destination when controlling for TikTok use. This means that

the correlation of use of the other platforms with ratings of China

as a travel destination is probably being driven primarily by TikTok

use, which correlated with use of the other platforms (Table 8).

6 General discussion

The three studies reported herein examined evidence about the

content available on TikTok and its relationship to user beliefs

about China. Study I found that TikTok produced far less anti-

CCP content and far more irrelevant content than did other

platforms when our simulated users searched for “Tiananmen,”

“Tibet,” “Uyghur,” and “Xinjiang.” Study II found that the pro-

CCP content that emerged from our user journey methodology was

amplified disproportionately when compared to anti-CCP content

on TikTok, despite massively more user engagement (i.e., likes,

comments) with anti-CCP content than with pro-CCP content. In

contrast, the content that was amplified on other platforms was

approximately proportionate to user engagement metrics. Study

III found that the more time real users reported spending on

TikTok, the more positively they viewed China’s human rights

record and China as a travel destination. These relationships were

robust to controls for time spent on other platforms and a slew of

demographic variables.

Taken together, the findings from these three studies raise the

distinct possibility that TikTok is a vehicle for CCP propaganda.

The three studies reported here focused exclusively on the content

served up by TikTok’s search algorithm and did not provide

evidence regarding direct CCP interference in TikTok. We did

not have evidence regarding CCP influence on the TikTok

corporate board or among its algorithm designers. Nonetheless,

such evidence has been reported elsewhere. NBC News (Dilanian,

2024) recently stated they had obtained a report concluding

that TikTok “...is deeply entangled with some of China’s major

government propaganda organs.” The report stated that a Chinese

government company holds a 1% interest in ByteDance (TikTok’s

parent company), giving it “golden shares,” which come with

“...three director’s seats and other special privileges.” The report

also stated that “TikTok says there is nothing unusual about the

structure”—which, in our view, may be precisely the problem.

6.1 Limitations

Despite the concerning nature of the findings of the

three studies reported herein, the research has some important

limitations. First, this research was exploratory and was not

pre-registered. As such, all findings should be considered

preliminary pending replication, especially by independent teams

of researchers.

Second, our research in Studies I and II relied on the analysis

of content served up to newly created accounts. While this

methodology is designed to mimic the experience of typical users,

it does not account for personalized content that may be delivered

based on individual user histories and interactions over time.

Consequently, the data may not fully capture the breadth of content

experienced by the average American teen user. Relatedly, our

simulated users were teens, so whether similar patterns of content

would be served up to adult users or users under 16 years of age was

not addressed in the present research.

Additionally, the coding and classification of content as

pro-CCP, anti-CCP, neutral, or irrelevant involved subjective

judgments. Although efforts were made to minimize subjectivity,

the potential for interpretative differences remains. Furthermore,

our study did not explore the full range of user engagement metrics,

such as views and shares, which are also used by algorithms

to decide which content to amplify. Moreover, we did not have

direct access to TikTok’s algorithm or insider information. This

means that we can only speculate on why the platform suppresses

anti-CCP content. It could be a deliberate decision made by the

platform’s parent company, ByteDance, to stay in good graces with

the CCP. It could reflect the direct influence of political pressure

from the CCP on TikTok. It could be an unintended consequence
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of algorithmic design that is unique to TikTok and which does not

characterize other social media platforms. Without transparency

from the company, we cannot definitively determine whether this

content prioritization is purposeful or accidental.

Furthermore, our sample in Study III, though large and

stratified to correspond to U.S. demographics for greater

representativeness, was not a truly representative sample. As an

opt-in sample, every adult American did not have an equal chance

of being selected. Whether the results generalize to the American

population, then, remains an open question.

Because Study III was nonexperimental, its results were

insufficient to definitively conclude that more time spent on

TikTok caused people to develop more favorable views of China’s

human rights record or of its desirability as a travel destination.

Although the positive relationship between reported time spent

on TikTok and these outcomes was larger than that for other

social media companies, and robust to many controls, it remains

possible that Study III omitted some variable that can account

for that relationship. It is also possible that causality runs in the

other direction; perhaps holding uniquely favorable views of China

(independent of their demographics, use of other platforms, and

political affiliation, which were controlled) causes people to spend

more time on TikTok. In principle, these are alternative but not

necessarily competing explanations. It is possible that all three

causal mechanisms occur simultaneously (TikTok use increases

favorability toward China; a priori favorability toward China

increases TikTok use, and some as yet unidentified third variable

causes both TikTok use and attitudes toward China). Future

research employing experimental or longitudinal methodologies

would be useful to tease apart these explanations.

Last, the present studies only focused on understanding biases

in social media platform search results regarding terms that could

produce content that the CCP would rather have suppressed or

amplified. Whether potential CCP exploitation of social media is

similar to, worse than, or not as bad as that conducted by other

national governments was not addressed by the present studies.

6.2 Implications

As hypothesized, our Study I simulated TikTok users

encountered biased content, a result that could not easily be

explained by user engagement metrics (Study II). The more time

real people reported spending on TikTok (Study III), the more

their perceptions and attitudes favored CCP interests. Furthermore,

evidence from the present three studies and other reports (Dilanian,

2024; Ryan et al., 2022) converges on the conclusion that the CCP

is advancing its propaganda by manipulating social media. Thus,

even though the present studies were not definitive, a plausible case

is growing that suggests that one avenue of such manipulation may

be occurring through TikTok.

Our findings are also consistent with other reports finding that

the CCP has shifted away from “hard” propaganda (exaggerated

claims glorifying the nation and party, which is mostly intended

to coerce rather than persuade) to “soft” propaganda (presentation

of positive information about the nation and party presented

through mass and social media, generally making less extreme

and more credible claims, e.g., Mattingly and Yao, 2022). Indeed,

anti-American and anti-Japanese soft propaganda has been found

to be quite effective in increasing anger and anti-American and

anti-Japanese sentiment within China (Mattingly and Yao, 2022).

If the CCP propaganda apparatus believes in the effectiveness

of anti-foreign propaganda, a natural extension would be to

attempt to blunt the effectiveness of anti-CCP information—

which is consistent with the findings of Studies I and II

regarding the suppression of such information on TikTok and the

distraction hypothesis.

China has a vast propaganda apparatus that starts with

the national level Propaganda Department (Shambaugh, 2007;

Tsai, 2021). CCP documents are quoted by Shambaugh (2007,

p. 27) as stating that the CCP’s Propaganda Department is

responsible for overseeing “newspaper offices, radio stations,

television stations, publishing houses, magazines, and other news

and media departments. . . ” and much more. Although Shambaugh

(2007) was published long before the explosion of social media

usage, exploitation of social media to advance CCP propaganda

was a natural adaptation of existing practices, and has itself been

amply documented (King et al., 2017; Ryan et al., 2022). Thus, there

are growing reasons that go well-beyond the results of the three

studies reported herein to be concerned about CCP manipulation

of information online for propaganda purposes.

7 Conclusion

Free inquiry can be abridged through algorithmicmanipulation

of social media platforms to carefully indoctrinate masses and

not only through hard propaganda and censorship. Our research

highlights how algorithmic manipulation may undermine free

expression and free inquiry, and advance authoritarian agendas

by suppressing information about human rights transgressions.

Although more research is clearly needed, there is a sufficient body

of evidence to conclude that there is an urgent need for greater

transparency in social media platform algorithms. Developing

robust methods to pressure test algorithms and detect when they

subvert free expression and inquiry without user consent should

be a priority for researchers and policymakers alike interested in

preserving democratic practices and values in the face of threats

from authoritarian actors.
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